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ABSTRACT

This thesis contains three self-contained chapters, seeking to provide valuable
insights into recent changes shaping modern labour markets.

Chapter 1 studies the impact of industrial robots — one of the leading automation
technologies over recent decades — on local labour markets in Great Britain during
1998-2018. The analysis shows that robots have reshaped the demand for labour
and caused reallocation across sectors but have not reduced total employment.
Robot exposure resulted in a decline in job opportunities within manufacturing
industries like transport equipment, counterbalanced by a more than compensatory
surge in labour demand within the service industry.

Chapter 2, co-authored with Peter Levell and Matthias Parey, studies the labour
market responses of individuals and their households to increased Chinese import
competition in the 2000s. Drawing on large-scale data from linked decadal censuses
in England and Wales, the chapter explores various margins of adjustment, includ-
ing self-employment, retirement, family stability, and partners’ labour supply. The
analysis underscores the importance of investigating household responses and the
self-employment margin to fully understand the effects of trade shocks.

Chapter 3, co-authored with Michael J. Bchm and Ben Etheridge, studies the
responsiveness of labour supply to the changing demand for jobs during 1985-2010.
The chapter proposes a measure of occupation-specific labour supply elasticities,
capturing the impact on employment of changes in the wage structure across
occupations. These include wage changes in the occupation itself and wage changes
in other occupations. It shows that an important catalyst of recent shifts in em-
ployment is the flexibility of labour supply to react to them. The analysis also
underscores the importance of accounting for wage changes in other occupations to
fully understand the evolution of the employment structure.
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CHAPTER

INTRODUCTION

he labour market has undergone significant structural changes in recent

decades. Technological change and globalisation are two major drivers trans-
forming today’s world. New technologies reshape production processes by com-
plementing workers and enabling the automation of specific tasks. Globalisation
results in greater integration of factors of production among countries. Together,
they have brought about profound changes in the nature and geography of employ-
ment, contributing to economic growth but posing severe challenges for certain
areas and workers. We must learn where these changes are taking place, and how
they affect different people if we are to know where support should be targeted,
and what form it should take.

This thesis consists of three self-contained chapters that touch on important
topics in understanding recent structural changes in the labour market: studying
the effects of industrial robots on local labour markets, investigating the adjust-
ment mechanisms and family responses to increased import competition, and
exploring the responsiveness of workers’ labour supplies to the changing demand
for jobs. Together, they offer a comprehensive exploration of the underlying factors
contributing to recent changes in the labour market, providing valuable insights

into the experiences of local areas and workers as they navigate these shifts.
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CHAPTER 0. INTRODUCTION

In this introductory chapter, we begin by establishing a guide to help in un-
derstanding the context and focus of recent empirical research on the effects of
technological progress, international trade, and occupational change on labour
markets. In doing so, we aim to set the stage for the subsequent chapters, outlining
the key contributions that each of them brings to the overall discourse. The final

section of this introductory chapter offers the roadmap of the thesis.

0.1 Technological Change

The impact of technology on the labour market has been subject to continuous
interest among economists for a long time (see Mokyr et al. (2015) for a summary).
David Ricardo was an early voice of worry, writing ‘the substitution of machinery
for human labour is often very injurious to the interests of the class of labourers’
(Ricardo, 1821, Ch. 31). A century later, John Maynard Keynes introduced the
concept of technological unemployment, referring to the effective substitution of
capital for labour (Keynes, 1930). Wassily Leontief (1952) was also drawn into the
debate, claiming ‘automatisation, while solving some problems, will everywhere

create new and possibly more difficult ones’.

More recent technological anxieties stem from increased computing power,
digitalisation, and advances in machine learning and robotics (Brynjolfsson &
McAfee, 2014). Alarmist rhetoric animates today’s debate about technology and
employment. Jeremy Rifkin’s The End of Work (1995) predicts a future where
automation and ‘the information age’ increase productivity but those displaced
by machines will not have the means to fully participate in society. In The Rise
of the Robots (2015), Martin Ford believes that, unlike in previous centuries, the
emerging technologies will this time fail to generate new forms of employment. The
debate has also been fed by studies forecasting drastic job losses in occupations

susceptible to automation (Frey & Osborne, 2017).

The European Commission gauged public perception of automation technologies
in the 2017 Special Eurobarometer. While more than six in ten respondents (of
28,000 EU citizens) have a positive view of robots and artificial intelligence (AI), an

even higher proportion — 72% — agree with the statement that they steal people’s
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0.2. GLOBALISATION AND INTERNATIONAL TRADE

jobs (European Commission, 2017). Whilst public and expert opinions frequently
differ on economic issues, a 2017 Chicago Booth poll confirms that leading academic
economists, although to a lesser extent, also share this worry. 38% of leading US
economists and 28% of leading European economists believe that the rising use
of robots and Al is likely to increase long-term unemployment rates.! Politicians
have also demonstrated a willingness to take action on these issues. A ‘robot tax’

was considered — though rejected — by the European Parliament in 2018.

Chapter 1 of this thesis considers the plausibility of these prophecies of massive
job loss by empirically studying the equilibrium impact of industrial robots on local
labour markets in Great Britain. We focus on industrial robots, one of the leading
automation technologies over recent decades, which are machines that operate
independently and perform a range of manual tasks, such as welding, painting,
material handling, and packaging (IFR, 2019). The analysis closely aligns with
the empirical methodology used by Acemoglu & Restrepo (2020), who revealed
negative impacts on labour demand in the United States. In contrast, our study
reveals no such adverse effects of predicted robot exposure on overall employment
in Great Britain.? Predicted robot exposure results in a decline in job opportuni-
ties within the manufacturing sector (in particular, within heavy manufacturing
industries such as the transport equipment industry), counterbalanced by a more

than compensatory surge in labour demand within the service industry.

0.2 Globalisation and International Trade

Besides technological change, the post-1990 globalisation era — characterised by
a rapid expansion of international trade and an extraordinary rise in the role of
low-income countries in world trade — has led to significant changes in the labour
market of many developed economies. While countries like Germany have seen
large increases in both their imports and exports during this period (Dauth et al.,

2014), other countries such as the UK and the US have mainly been confronted

ISee here the results for the leading US economists and the European economists.

2This finding is consistent with Dauth et al. (2021) for Germany, and Dottori (2020) for Italy,
who also study the complex relation between robots and employment using a similar empirical
approach. We provide a detailed review of the literature at the beginning of each chapter.
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CHAPTER 0. INTRODUCTION

with a significant increase in import competition. One major contributing factor is
the swift incursion of Chinese products into the world economy. China’s share in
worldwide goods exports grew from a mere 0.9% in 1980 to a high of 13.6% in 2015
(Dorn & Levell, 2021). Its significant role in altering the global landscape during
the globalisation period of the 1990s and 2000s, especially after joining the World
Trade Organisation (WTO) in December 2001, explains why many recent studies
examining the effects of trade shocks on individuals, firms, and local areas focus
on the ‘China shock’ (Autor et al., 2016).

Several robust findings arise from these studies. First, local areas with higher
exposure to Chinese import competition (owing to the regional concentration of
tradable industries) experienced larger reductions in manufacturing employment
(Autor et al., 2013, Balsvik et al., 2015). Second, firms that operate in industries
with larger growth of Chinese imports suffered falling employment and a greater
likelihood of firm exit (Utar, 2014, Bloom et al., 2016). Consistent with the earlier,
evidence at the individual level finds significant negative persistent effects on
earnings and employment trajectories of affected workers. Greater exposure to
import competition, however, causes only greater subsequent worker mobility
across firms and industries, but not greater worker mobility across local areas
(Autor et al., 2014, De Lyon & Pessoa, 2021).

These findings raise the question of whether other forms of self-insurance are
available to the workers affected by adverse trade shocks and their families, either
through responses by the partner, or adjustments in labour force participation
choices. Chapter 2, co-authored with Peter Levell and Matthias Parey, contributes
to this particular literature by documenting workers’ responses to increased Chi-
nese import competition along the self-employment and retirement margins, and
by studying responses of partners in the same household as exposed workers.
Furthermore, our study provides insights into the impact of trade shocks on family
formation and dissolution. Overall, we show there is substantial heterogeneity in
labour market and life decisions in response to increased Chinese import competi-
tion. Men and women do not respond to trade shocks in the same way, nor do they

respond in the same way to shocks affecting their partners.



0.3. OCCUPATIONAL CHANGE

0.3 Occupational Change

Labour demand changes induced by, among others, technological change (Ch. 1)
and globalisation (Ch. 2), are shown to be the main drivers of recent shifts in the
structure of employment across occupations — notably in the form of "job polarisa-
tion", with employment growth in lovely and lousy occupations (to paraphrase Goos
& Manning (2007)) and employment declines in middling occupations.? A large
literature has connected these changes in the job structure to changes in wages
across occupations and rising wage inequality (see, e.g. Dustmann et al. (2009),
Cortes (2016), Cavaglia & Etheridge (2020), Bohm et al. (2022)).

The impact of a shift in labour demand on employment and wages, however,
will depend on the elasticity of labour supply. Despite its prominence in policy
discussions, there is still a need for comprehensive research on how labour supply
responds to changes in job demand. This refers to the ability of the workforce to
react to the changing job landscape. As advocated by Autor (2019), it highlights
the importance of investing in education and training programs that equip and
raise the supply of workers with the skills needed for in-demand occupations. More
generally, understanding and addressing the responsiveness of labour supply are
key components of promoting equitable economic opportunities and supporting the

workforce in adapting to the changing job market.

Chapter 3, co-authored with Michael J. Bohm and Ben Etheridge, explores the
role of the heterogeneity of occupational labour supply in explaining the variation
of employment and wage growth between 1985 and 2010. We propose a measure of
occupation-specific labour supply elasticities, capturing the impact on employment
of changes in the wage structure across occupations. These include wage changes in
the occupation itself (own-price elasticities) and wage changes in other occupations
(cross-price elasticities). We show that an important catalyst of recent shifts in
employment is the flexibility of labour supply to react to them. Our analysis also
highlights the importance of accounting for wage changes in other occupations to

fully understand the evolution of the employment structure.

3See, e.g. Autor et al. (2003), Grossman & Rossi-Hansberg (2008), Autor et al. (2013), Keller &
Utar (2023). Recent work has also studied the role of the supply of skills (Glitz & Wissmann, 2021).
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CHAPTER 0. INTRODUCTION

Organisation of the Thesis

All three subsequent chapters are self-contained and can be read independently.
Chapter 1 studies the impact of industrial robots on total employment in Great
Britain. Chapter 2 examines the adjustment mechanisms and household responses
to rising Chinese import competition. Chapter 3 explores the role of occupation-
specific labour supply in explaining changes in employment and wages over recent
decades. Appendices for Chapters 1 to 3, containing supplementary tables and
figures, further details on the theory and data, as well as further robustness checks,
can be found at the end of this thesis.



CHAPTER

INDUSTRIAL ROBOTS AND WORKER REALLOCATION
IN GREAT BRITAIN

obots can now perform a considerable range of economically valuable tasks,
Rsuch as soldering and packaging, with very little or no human intervention.
Theoretically, the overall effect of robots on employment is not clear as it involves
forces moving in opposite directions.! While in some cases robots displace labour
from automatable tasks (displacement effect), they can also boost productivity,
reduce prices, increase the demand for complementary non-automatable tasks, and
create new tasks (reallocation effects). Understanding their aggregate impact is
thus an open empirical question. In this chapter, we empirically investigate the

impact of industrial robots on employment in Great Britain.

Evidence from the United States, Germany, and Italy reveals contrasting results
thus far. On the one hand, Acemoglu & Restrepo (2020) show the displacement
effect prevails in the US, estimating large and significant negative effects on both
employment and wages. Their estimates imply that one robot in a commuting
zone reduces employment by about six workers. In contrast, Dauth et al. (2021)

find no effect on total employment in Germany. Within manufacturing, robot

I'Whenever this chapter refers to ‘robots’ or ‘robotics’ it means industrial robots as defined by
the International Federation of Robotics (IFR). See Section 1.1 for details and the definition.



CHAPTER 1. INDUSTRIAL ROBOTS AND WORKER REALLOCATION IN GREAT BRITAIN

exposure leads to fewer jobs but new labour demand in the service sector leads to
an offsetting force. For Italy, Dottori (2020) also finds no evidence of a systematic
and statistically significant impact of higher robot exposure on overall employment

growth, nor on the change in the employment-to-population ratio.

These three countries are at the forefront of robot adoption. Germany emerges
as Europe’s frontrunner in robotics. Italy has been ranked second after Germany
since the 1990s for operational stock of robots (IFR, 2019). Robots in the US are
neither negligible nor new. Against this background, Great Britain (GB), another
large developed economy, offers an interesting and insightful case study of the
impact of industrial robots at the bottom of the adoption distribution. GB lags well
behind these countries in adopting industrial robots, as shown in Figure 1.1a, which
shows the evolution of robot adoption (defined by the number of industrial robots
per thousand workers) for different groups of European countries since 1995.2
While most of the existing empirical evidence focuses on heavy robot adopter
countries, there is limited evidence of the impact of robots on employment in

countries that adopt robots at a significantly lower rate.

Drawing on the substantial variation in Britain’s labour market, at both the
industry and geographical levels, this chapter studies the impact of industrial
robots on total employment in Great Britain over the period 1998-2018. The
empirical approach follows the paper by Acemoglu & Restrepo (2020), wherein
the effects are estimated by regressing changes in employment on a measure
of local robot exposure. This measure combines baseline district-level industry-
employment shares with industry-level variations in the adoption of industrial
robots. Differences in local robot exposure result from the historical concentration
of various areas in specific industries, which subsequently exhibited differing rates
of robot adoption. We instrument the growth in robots in each industry using
data on robot adoption in other European countries that are not heavy robot
adopters. We also include a comprehensive set of baseline local controls on relevant
labour market variables to control for confounding changes in trade patterns, other

technological changes, sectoral trends, or demographic factors.

2For ease of exposition, Figure 1.1a displays averages across groups of countries with similar
robot adoption rates. Figure 1.1b, which we discuss later, shows robot adoption in GB separately.
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Figure 1.1: Industrial Robots per Thousand Workers in Europe and GB

(a) Industrial Robots per Thousand Workers in Europe (1995-2017)
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In a concurrent paper, Kariel (2021) looks at the impact of robots in England
and Wales. Their analysis uses UK Census data, which means their analysis
ends in 2011. Instead, we use district-level employment data from the Business
Register and Employment Survey (BRES), which offers representative data by
detailed industry and geography, and extend the time window to 2018. As shown in
Figure 1.1b, robot adoption in GB accelerated after 2011, suggesting the Great Re-
cession induced firms to restructure their production towards greater use of robots.?
We also incorporate insights from recent literature that formalises the basis for
identification and inference in shift-share settings (Adao et al., 2019, Borusyak
et al., 2022). We draw on this recent literature to discuss the basis for econometric
identification, present results using alternative methods for constructing standard

errors, and provide an analysis of pre-trends in the data.

We estimate a small but positive employment effect of industrial robots in GB
over the period 1998-2018. One additional industrial robot per thousand workers
is associated with a relative increase in a district’s employment-to-working-age
population ratio of 0.075 percentage points. This estimate includes both direct and
indirect effects across districts and translates into one robot increasing employment
by approximately 1.1 workers. To put this number into perspective, consider that a
total of 17,500 industrial robots have been installed in GB over the period 1998-

2018. A quick back-of-the-envelope calculation implies an increase of 19,250 jobs.

We show this finding masks the presence of considerable displacement and
reallocation effects. On the one hand, we provide evidence the displacement effect
of robots takes place mostly in heavy manufacturing industries and especially in
the transport equipment industry. On the other hand, we find a significant and
positive effect of robots on the employment share for services. The displacement
effect is more than offset by the latter reallocation effect, explaining the overall
small but positive effect. Robots in GB are thus contributing to within-district
across-industry worker reallocation, from heavy manufacturing industries to the
service sector, but without detriment to the overall employment. The analysis is
robust to a battery of sensitivity checks, including the exclusion of the districts

with the highest robot exposure, or the exact construction of the exposure measure.

3This is consistent with the US study by Hershbein & Kahn (2018).
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This chapter is related to and builds on growing literature studying the complex
relation between robots and employment. Appendix Table A.1 provides a synoptic
analysis of key papers.* Besides the aforesaid Acemoglu & Restrepo (2020), Dottori
(2020), Dauth et al. (2021), and Kariel (2021), this work relates to other studies
using industry-level robot data provided by the IFR. In a cross-country analy-
sis, Graetz & Michaels (2018) find no effect of robots on total employment, with
some evidence of reduced employment of low-skill workers relative to middle- and
high-skill workers. Instead, they show that industrial robots are associated with
increases in labour productivity and wages. Chiacchio et al. (2018), using regional
data from six European countries, find negative employment effects of robots on

employment, particularly affecting young and medium-educated workers.?

As robot data by the IFR is provided at the industry and national level, a recent
series of papers use firm-level data to estimate the employment effects of robots
at a more granular level. Koch et al. (2021) use Spanish firm-level data to show
that ex-ante larger, more productive and export-oriented firms are more likely
to adopt robots. They estimate robots raise firm-level employment by around 10
percent. Aghion et al. (2023) use French data to show firms using more automation
technologies (including robots) increase their total sales, total employment, as well
as employment of medium- and low-skill workers. Acemoglu et al. (2020) also show
firms adopting robots expand their employment in France. However, those gains
are offset by employment losses at the industry level as employment decreases at

other firms that are not adopting robots and are losing market share.®

More broadly, the work in this chapter relates to the empirical literature on
the effects of automation technologies on employment and wages. Following the
seminal work by Autor et al. (2003), an important amount of papers show computer

technology (ICT) has contributed to job polarisation (i.e. the simultaneous growth

4Beyond employment, recent papers consider outcomes such as job quality (Antén et al., 2023),
political preferences (Frey et al., 2018, Gallego et al., 2022, Anelli et al., 2021), physical/mental
health of workers (Patel et al., 2018, Abeliansky & Beulmann, 2019, Gihleb et al., 2022), family
behaviour (Anelli et al., 2021), gender pay gap (Aksoy et al., 2021), and labour force participation
(Fossen & Sorgner, 2019, Grigoli et al., 2020, Korchowiec, 2020, Schmidpeter & Winter-Ebmer,
2021). While acknowledging the importance of these other dimensions, they require another exercise
in data collection and are therefore left for future research.

5See also Faber (2020), Borjas & Freeman (2019), de Vries et al. (2020), Adachi et al. (2022).

6See also Dixon et al. (2020), Humlum (2021), Bessen et al. (2019), Bonfiglioli et al. (2020).
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of high- and low-wage jobs, at the expense of middle-wage jobs) and wage inequality
(Goos & Manning, 2007, Michaels et al., 2014, Cavaglia & Etheridge, 2020).” There
are fewer studies of the effects of artificial intelligence (AI) specifically, though
this body of work is expected to grow fast in the coming years (Babina et al., 2023,
Acemoglu et al., 2022, Alekseeva et al., 2021).

The chapter proceeds as follows. Section 1.1 describes the data and presents
descriptive statistics. Section 1.2 discusses the empirical and identification strategy.
The main results are presented in Section 1.3, before the final section, Section 1.4,
concludes. Appendix A includes supporting tables and figures, a summary of the

theoretical model, additional discussion on data, and further robustness checks.

1.1 Data and Descriptive Statistics

1.1.1 Industrial Robots Data

The International Federation of Robotics (IFR) provides data on the number of
industrial robots delivered and operational stock by industry, country and year
since 1993, based on yearly surveys of robot suppliers and capturing around 90%
of the robots’ world market. An industrial robot is defined as an automatically
controlled, reprogrammable, multipurpose manipulator programmable in three
or more axes, which can be either fixed in place or mobile for use in industrial
automation applications. Its main application areas include handling operations,

welding and soldering, dispensing, processing, and assembling (IFR, 2019).

When estimating the operational stock, the IFR assumes an industrial robot
fully depreciates after 12 years of service usage. Following Graetz & Michaels
(2018), we reconstruct the stock of industrial robots based on annual installations
and a yearly depreciation rate of 5 and 10%. Figure A.1 in the Appendix shows the
evolution of the stock of industrial robots in GB, in absolute value, for each of the
three cases. They show very similar patterns. GB is characterised by a relatively
constant positive robot adoption rate during the 1990s. This upward trend becomes

almost flat in the 2000s. After the Great Recession, however, there is again a clear

7See also Autor et al. (2006, 2008), Spitz-Oener (2006), Goos et al. (2009, 2014), Dustmann et al.
(2009), Acemoglu & Autor (2011), Autor & Dorn (2013), Autor (2015), Cortes (2016).
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upward trend, suggesting the last financial crisis induced firms to restructure their
production towards greater use of robots. For the remainder of the chapter, our
measure for the stock of robots is based on the 5% depreciation rate. The results

are robust to using any of the other robot stock measures.

Robot data is broken down at the industry level, with eleven industrial sectors
for manufacturing and six for non-manufacturing. Table 1.1 shows how robot
adoption varies over time and across industries in GB. The industry with the
highest robot adoption is the transport equipment industry (which includes the
automotive industry), where almost 47.5 robots are employed per thousand workers.
In 1998, there were only 15 robots per thousand workers. Other industries that
become more robot-intensive include the electrical equipment industry and the
industry of rubber and plastics products. In contrast, robot adoption is close to zero
in most non-manufacturing industries, as is the case for agriculture and fishing,

utilities, and the service sector.

Despite being one of the main data sources for recent papers on robotisation
(Graetz & Michaels, 2018, Dauth et al., 2021, Acemoglu & Restrepo, 2020), the
IFR data has some weaknesses. First, data on robot prices and quality are only
provided until 2005, making it impossible to know how the quality of robots has
improved after that. A further limitation is the lack of geographical information
on the within-country distribution of industrial robots. Finally, not all robots are
classified into one of the IFR industries. Around 6% of total robots are classified as

unspecified, and not considered in our analysis.

1.1.2 District-Level Employment Data

Our primary data sources for measuring employment by industry and geography
consist of three datasets covering different time periods. The Business Register and
Employment Survey (BRES) is available from 2009 onwards and collects annual
employment data from businesses across the whole of the GB economy. We com-
plement this data with its two predecessor datasets: the Annual Business Inquiry
(ABI) covers the years 1998-2008, while the Annual Employment Survey (AES)
spans 1991-1997. The three employment surveys are available on the National

Online Manpower Information Service (NOMIS), a service provided by the Office
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Table 1.1: Industrial Robots per Thousand Workers by Industry in GB (1998-2018)

1998 2003 2008 2013 2018 Employment
(1995, thousands)

Panel A. MANUFACTURING INDUSTRIES

Food products, beverages and Tobacco 0.38 0.81 1.51 2.49 3.12 507.78
Textiles, wearing apparel, leather and related products 0.05 0.08 0.15 0.14 0.13 390.09
Wood and Paper products; publishing and printing 1.95 2.02 1.95 1.94 1.66 388.98
Chemical products, pharmaceuticals, cosmetics 8.96 10.62 11.28 12.07 11.19 245.34
Rubber and plastics products; other non-metallic mineral products 0.16 0.24 2.47 4.97 7.06 407.01
Basic metals and fabricated metal products, except machinery and equipment 1.44 2.09 2.45 3.37 3.81 554.22
Computer, electronic and optical products 0.53 1.57 2.33 2.38 2.38 238.84
Electrical equipment 3.65 4.49 5.27 5.49 6.85 154.47
Machinery and equipment 1.21 1.26 1.37 1.86 2.72 304.73
Transport equipment 14.93 26.91 32.43 45.84 47.42 357.78
Other manufacturing; repair and installation of machinery and equipment 0.52 0.68 0.93 1.01 3.11 436.24
Panel B. NON-MANUFACTURING INDUSTRIES

Agriculture, hunting and forestry; fishing 0.02 0.03 0.03 0.03 0.03 476.77
Mining and quarrying 0.11 0.48 0.49 0.34 0.76 59.29
Electricity, gas and water supply 0.01 0.05 0.07 0.06 0.04 252.21
Construction 0.01 0.04 0.05 0.05 0.04 1849.43
Education, Research and Development 0.04 0.07 0.06 0.09 0.11 1813.29
Services 0.00 0.00 0.00 0.01 0.19 17377.88

Notes: Table shows how robot adoption varies over time and across industries in Great Britain. The number of industrial robots comes from the IFR and the

number of workers in each industry from the EU KLEMS.
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for National Statistics (ONS).8 They are all comprehensive employment surveys of
the number of jobs held by employees broken down by detailed geography (up to
Local Authority Districts) and industry. With a coverage sample of approximately
80,000 businesses, they intend to cover all GB businesses registered for Value
Added Tax (VAT) and/or Pay As You Earn (PAYE).?

We focus on workplace-based employee estimates. An employee is referred to
as anyone aged 16 years or over who is paid directly from the payroll, in return
for carrying out a full-time or part-time job or being on a training scheme. It
excludes voluntary workers, self-employed, and working owners who are not paid
via PAYE. As for the geographical unit of analysis, we use Local Authority Districts
(LAD). Overall, we have industry-employment data for 380 LADs, which are 326
in England, 22 in Wales, and 32 in Scotland.

1.1.3 Other Data Sources

We use the open access data from NOMIS for population estimates. Industry-level
data starting in 1995 on ICT capital, employment, hours worked, value-added,
and wage bill come from the EU KLEMS database (Stehrer et al., 2019). Finally,
we use trade data from the United Nations Comtrade. This is an international
database of six-digit product-level information on all bilateral imports and exports
between any given pair of countries. We aggregate from the HS96 six-digit product
level to the 17 IFR industries. To this end, product concordances from the UN
Statistics Division and the World Integrated Trade Solution (WITS) are used. We
leave further details about data for Appendix A.2.

8Safeguarded Access estimates are used (rather than open access) to obtain more accurate
results. We rescale data to be comparable across surveys. See Appendix A.2 for further details.

9Very small businesses that are not registered for VAT or PAYE, which make up a small part of
the economy, are not included. Northern Ireland data is collected independently by the Department
for Finance and Personnel Northern Ireland (DFPNI).
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1.2 Empirical and Identification Strategy

1.2.1 Empirical Strategy

The empirical strategy follows from the model in Acemoglu & Restrepo (2020),
where robots compete against workers in the production of different tasks. A
summary of the model, with and without trade between local areas, is provided in
Appendix A.3. It shows that the relation between robots and employment can be

examined by estimating a long-difference equation of the form
AY; = a + -Exposure to Robots; +¢; 1.1)

where the subscript i refers to a district (i.e. a local labour market). The dependent
variable AY; is either employment growth or the difference in the employment
to total (or working age) population ratio. The coefficient of interest is 8, which
estimates the effect on the employment outcome of the change in exposure to
robots. Following Acemoglu & Restrepo (2020), we consider a measure of local robot
exposure that weights the adoption of robots in each industry (adjusted for the
overall expansion of each industry’s output) by the initial industry share out of

total local employment:

GB _ RGB RGB
GB  _ 1995 [ Jt1 Jto _ _GB Jsto
Exposure to Robots;', ;)= 2 ;; 7GB 8(tot) T GB (1.2)
Jjed 7,1995 7,1995

where R ; is the number of industrial robots in industry j at time ¢, g; ,+) is
the growth rate of output of industry j between to and ¢1, L 1995 represents the
baseline employment level in industry j, and 83]995 represents the employment
share of industry j in district i for the baseline year 1995.1° The exposure to
robots is thus a Bartik-type or shift-share measure that combines local industry-
employment shares and industry-level variation in the usage of robots, which we
refer to as the adjusted robot penetration rate (RPR). Variation in robot exposure
across districts results from the fact that different areas were initially specialised

in industries which have later experienced different robot adoption rates.

10T our main regression specifications, we take ¢o = 1998 and ¢1 = 2018. Jaeger et al. (2018) raise
a concern that Bartik or shift-share specifications using short time horizons may be misleading if
the effect of the treatment takes time to arise.
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This regression setup, however, raises several concerns about endogeneity. In-
dustries could adopt robots in response to other changes they are undergoing, which
could directly impact their labour demand (omitted variable bias). Furthermore,
any shock to labour demand in a district affects the decisions of local businesses to
adopt robots (reverse causality). Identification could also be problematic if there
is evidence of pre-trends. Industries particularly exposed to robots could be on a
different employment trajectory relative to other industries even before the adop-
tion of robots started. Finally, industries adopting robots could differ from other

industries in non-random ways — one should therefore check for balance.

1.2.2 Identification Strategy

The possibility of identifying a causal impact is challenged by potential contem-
poraneous shocks that confound the genuine effect of industrial robots. Increased
import competition from China (see Chapter 2 of this thesis) and computerisation
are shown to have had a significant impact on the British labour market over
recent decades (Goos & Manning, 2007, De Lyon & Pessoa, 2021). Moreover, sec-
toral and demographic dynamics might also change the labour supply conditions
that correlate with both robot adoption and employment. We thus control for the
exposure of rising import competition, the exposure of ICT capital diffusion, and a
set of baseline industry and demographic characteristics in our regression analy-
sis.™! Finally, to control for inherent structural differences across broader labour

markets, we include 11 regional dummies.

To address the reverse causality concern, we adopt an instrumental variable
strategy, which is close in spirit to the approach by Autor et al. (2013). Exposure
to robots in GB is instrumented using data on robot adoption in other European
countries. The idea behind the instrument is that these other European countries

are also exposed to the rise of robots but cope with potentially different supply

HThese include the share of manufacturing employment, the share of light manufacturing
employment, the share of employment in services, the female share of manufacturing employment,
the log total population, the female share of population, the share of population aged 16-24, the
share of the population over 65 years old, the share of educated population with degree and with
higher degree, and the shares of white people, Indians, Pakistanis, Bangladeshis, and black people
in 1995. Recall that both the exposure of import competition from China and ICT capital diffusion
are constructed analogously to eq. (1.2).

17



CHAPTER 1. INDUSTRIAL ROBOTS AND WORKER REALLOCATION IN GREAT BRITAIN

and demand shocks. More specifically, we construct the instrument analogously
to eq. (1.2) but use the average robot adoption in other European countries, and
lagged local employment counts from 1991:'2

v _ 1991 1 Bt~ Riw c e
Exposure to Robots: ;[ij ‘N Z [L"’— _gj,(to,tl)L—
J

i,(to,t1) — c
ceEURO 7,1995 7,1995
(1.3)

where c is for country, EURO is the set of European countries for which robot data
is available, and N is the number of countries considered in the construction of the
measure. For our baseline measure, we use France and Norway, which we refer
to as EURO2. We motivate this choice as follows. We first focus on such countries
where robotics data is available as comprehensively as for GB and have similar
income levels (see Figure 1.1a). Countries adopting robots much more heavily than
GB are then excluded, as their adoption trends might be less relevant for capturing
GB patterns. The trend of our selected EURO2, we suggest, does a good job when
capturing the robot adoption trend in Britain over the last two decades and a
half. Using the average robot adoption as in Acemoglu & Restrepo (2020), which
comprises Denmark, Finland, France, Italy, and Sweden, is less useful as it is so

far ahead of what is happening in GB. We show this in Figure A.2 of the Appendix.

Three major conditions determine the quality of the instruments. First, they
should have explanatory power to avoid a weak instrument problem. Second,
for the exclusion restriction to hold, there should not be independent effects on
GB districts following the adoption of robots in France and Norway. Third, the
unobservable supply and demand shocks in these two countries should not be
correlated with those of GB. We provide evidence of the strong explanatory power
(first-stage) of the instrument in Figure 1.2 and Figure 1.3. The second and third
points are not possible to test for directly, but we argue correlations in unobservable
demand and supply shocks between GB and EUROZ2, and possible independent
effects of shocks in France and Norway on GB local labour markets, are relatively
modest. As a way of supporting the previous, Figure A.3 of the Appendix displays
the evolution of the manufacturing employment share for GB, France, and Norway.

GB shows a different downward trend relative to the trend observed in France and

2The use of 1991 in the instrument is aimed at further limiting the endogeneity concerns
described above, if employment reacted in anticipation of future robot exposure.
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Adjusted Robot Penetration Rate in GB, 1998-2018

Figure 1.2: Industry-Level First Stage.
Adjusted Robot Penetration Rate in GB and EURO2
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Figure 1.3: District-Level First Stage. Exposure to Robots in GB and EURO2
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Norway, especially in the years before the Great Recession. Still, we conduct several
robustness checks where we explore several alternatives for the construction of
the instrument using different combinations of European (not heavy robot adopter)

countries. We discuss them in Section 1.3.

1.2.2.1 Bartik-Type Identification

Goldsmith-Pinkham et al. (2020) and Borusyak et al. (2022) emphasise that Bartik-
type identification schemes must rely on some assumptions about the shocks, the
initial exposure shares, or both. While a best-case scenario is for both the exogenous
shares and shocks assumptions to hold, in most of the cases, this coincidence seems
unlikely. We view the assumption of exogenous exposure shares, as discussed by
Goldsmith-Pinkham et al. (2020), to be ex-ante implausible in our setting. The
assumption requires the baseline local employment share of each industry to be
uncorrelated with all unobserved labour supply shocks. The latter is unlikely to
hold in our setting. By contrast, we hypothesise that the exogeneity of the robot
shocks — the continued rise of robots — is an ex-ante plausible research design in our
setting. Borusyak et al. (2022) show that shift-share IV coefficients are numerically
equivalent to a weighted shock-level (i.e. industry-level) regression. The shocks
could serve as valid instruments even when the industry-employment shares are
endogenous. The identifying assumption is that industry-level shocks are as-good-
as-randomly assigned, as if arising from a natural experiment, conditional on

covariates.

We thus implement falsification tests to formally assess the plausibility of
the previous assumption. The details are shown in Appendix A.4. First, we show
there are no significant pre-trends correlated with the robot penetration rate for
employment and hours worked. We consider periods prior to the onset of rapid
advances in robotics technology, going back to the 1970s. The results are robust
to the exclusion of the transport industry. Second, we test for balance on a set
of potential confounders, as discussed above. The four controls we consider are
the growth rate of imports from China, the intensity of ICT capital, industry
value added in 1995, and the gross output of the industry in 1995. If the robot

shocks are as-good-as-randomly assigned to industries, we expect them to not be
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correlated with these controls. This is the case when all industries are considered.
Furthermore, we report the results of our district-level balance tests. The controls
cover baseline demographic characteristics of a district, including age, gender,
education, and ethnic distribution. Broadly, these variables reflect the composition
of a district’s workforce. We again find no statistically significant relationships
between these variables and our instrument, except for the female employment
fraction. Districts exposed to higher robot penetration tend to have a lower female
share in employment, suggesting females are under-represented in manufacturing
industries.'® Overall, the results of these falsification tests allow us to see the robot

shocks as close to randomly assigned across industries.

Finally, as Adao et al. (2019) emphasise when using Bartik-type estimators,
traditional inference methods might suffer from an over-rejection problem. Residu-
als could be correlated across districts, even when geographically apart from each
other, if they have a similar industrial composition. We show our main results are

robust to account for such correlation in Appendix A.1.

1.3 Results

1.3.1 The Geography of Industrial Robots

We start by discussing some local-level descriptive statistics. Figure 1.4 presents
the geographic distribution of robot exposure (as defined in eq. (1.2)) in Great
Britain. Local robot exposure is predicted to be low in the South East of England or
the North West of Wales, reflecting the relatively smaller importance of manufac-
turing industries in those regions. On the other hand, the North West of England
and the region of West Midlands appear to be the most robot-exposed regions. As
for the districts, Barrow-in-Furness, Ribble Valley, Solihull, and Barking and Da-
genham emerge as the highest-ranking ones (see also Figure 1.3). The former two
are factory towns of BAE Systems, a multinational defence, security, and aerospace
company. Solihull, and Barking and Dagenham, are the home of Land Rover’s and

Ford’s main production plants, respectively.

13As already discussed, we control for the initial female share of manufacturing employment as
well as the female share out of the total population in a district.
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Figure 1.4: Geographical Distribution of Robot Exposure
in Great Britain (1998-2018).
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Source: Own elaboration based on IFR, EU KLEMS, and the AES.
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As discussed in the previous section, industries adopting robots are not the same
industries investing more intensively in ICT capital, nor are they the industries
most affected by Chinese import competition (see columns (1)-(2) in Table A.6).
We show in Appendix A.1 the previous is translated locally. Figure A.4 illustrates
the correlation between exposure to robots and exposure to ICT capital is low and
insignificant (0.0238), reflecting that robots are pervasive in manufacturing while
ICT has been stronger in non-manufacturing industries. Areas investing more
intensively in computer technology include Oxford, Cambridge, Lancaster, and
Colchester. It is not by chance that they are university cities which, rather than
industrial robots, rely on human capital, (other types of) innovation, and knowledge
hubs. Similarly, Figure A.5 shows no systematic relation between exposure to robots
and exposure to Chinese imports (the correlation is 0.0677 and not statistically
significant). That is, districts experiencing a higher Chinese import penetration do
not show a pattern towards adopting industrial robots more heavily. These include
areas such as East Northamptonshire, Ashfield, Rossendale, and the Scottish

Borders, where the textile industry has been historically important.

1.3.2 Employment Effects of Industrial Robots

We now turn to the main regression findings. Table 1.2 presents results for long-
difference specifications where we regress changes in several outcomes between
1998 and 2018 on local robot exposure. We use the exposure to robots as defined
in eq. (1.2) (instrumented by eq. (1.3)) to compute two-stage least squares (2SLS)
estimates of f in eq. (1.1). The table focuses on three outcome variables: the
employment-to-working-age population ratio (panel A), the employment-to-total
population ratio (panel B), and total employment (panel C). The regressions in
columns (1)-(5) are weighted by baseline district population, while the regres-
sions in column (6) are unweighted. Standard errors that are robust against
heteroskedasticity and clustered at the county level are given in parentheses (alter-
native inference is discussed later in this section). We report first-stage coefficients,
all significant at 1% significance level, as well as the first-stage F-statistics, well

above the conventional threshold of ten in all columns, at the bottom of the table.!*

1The first-stage F statistic we report is the Kleibergen-Paap rk Wald F statistic.
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CHAPTER 1. INDUSTRIAL ROBOTS AND WORKER REALLOCATION IN GREAT BRITAIN

We also report the p-values from under-identification tests. The null hypothesis
of under-identification (meaning the instrument is irrelevant) is rejected in all

columns.

We consider the employment-to-working-age population ratio as an outcome
in panel A. Column (1) presents a parsimonious specification that includes only
region dummies and baseline demographics as covariates. We obtain a positive
coefficient of 0.026 which is only marginally significant. In column (2), we control
for baseline industry characteristics. Their inclusion increases our estimate of the
impact of exposure to robots on the employment-to-working-age population ratio
to 0.048 and makes it precisely estimated. In columns (3) and (4), we control for
other changes that have affected labour market outcomes during our period of
analysis: exposure to computer technology and Chinese imports between 1998 and
2018, respectively. The point estimate remains positive and significant, and it is
larger now: 0.075 (standard error = 0.028). This estimate implies that an increase
of one industrial robot per thousand workers in exposure to robots is associated
with a relative increase in the employment-to-working age population ratio of
0.075 percentage points. Column (5) estimates the specification in column (4) after
excluding the top 1% of districts with the highest exposure. This has a minor effect
on our coefficient of interest. Finally, column (6) shows that the point estimate is

also similar in the unweighted specification. We discuss the magnitude later below.

Panel B considers a slightly different labour outcome: the employment-to-total
population ratio. By doing so, we aim to capture the fact that some districts may
have similar working-age populations but a higher total population, as the fraction
of people older than 65 years old is larger. People in the latter group, we suggest,
would not be directly affected by industrial robots as they are out of the labour
market, but they could indirectly contribute to the aggregate impact as they are
part of the local economy (for example, as consumers). Our preferred estimate
in column (4), when we control for all our covariates, implies that an increase of
one robot per thousand workers in exposure to robots is associated with a relative
increase in the employment-to-total population ratio of 0.047 (standard error =
0.019). Excluding the top 1% of districts with the highest exposure or considering

the unweighted specification has a minor effect on the coefficient of interest.
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CHAPTER 1. INDUSTRIAL ROBOTS AND WORKER REALLOCATION IN GREAT BRITAIN

We look at a third alternative measure of employment in panel C, namely the
log change in total employment, to further bolster our finding of an overall small
but positive employment effect of robots. We also find a positive and significant
employment effect in our preferred specification with all covariates. In particular,
the point estimate of 0.11 (standard error = 0.05) in column (4) means that one
more industrial robot per thousand workers in our exposure to robots measure
is associated with a 0.11 percentage point increase in total employment. This
estimate is robust to excluding high-exposure districts (column (5)) or considering
the unweighted specification of the model (column (6)). Overall, the results obtained
in panels A, B, and C show a consistent total employment effect of industrial robots

that is small, but positive and statistically significant.

Interpretation of the Results. The estimates in Table 1.2 offer valuable insights
into the impact of one additional robot per thousand workers on employment. The
results from column (4) in panels A and B reveal that the adoption of one more
robot per thousand workers in a district increases its employment-to-working-age
population by 0.075 percentage points or its employment-to-total population by
0.047 pp, respectively. The question arises about what this means for job creation.
We note that the increase of one more robot per thousand workers between 1998
and 2018 is equivalent to an increase of 0.68 robots per thousand working-age
people (obtained by dividing the average number of workers by the average working-
age population) or an increase of 0.43 robots per thousand people (obtained by
dividing the average number of workers by the average total population). Our
estimates then imply one robot increases employment by about 1.1 workers (=
0.000754 x (1000/0.68) or ~ 0.000470 x (1000/0.43)). Equivalently, the increase of
17,500 industrial robots during the period 1998-2018 (as shown in Figure A.1) is
predicted to have increased employment by about 19,250 jobs.'®

Robustness Checks. Table 1.2 reports standard errors that are clustered at the
county level and robust against heteroskedasticity. As discussed in the previous

section, Adao et al. (2019) argue that residuals could be correlated across dis-

15By way of comparison, Acemoglu & Restrepo (2020) report one robot reducing employment by
six workers in the US, or equivalently, a total reduction in employment of 756,000 jobs for their
period of analysis, 1993-2007.
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1.3. RESULTS

tricts, even geographically apart, if they have a similar industrial composition.
Table A.3 in the Appendix reports the standard errors computed following Borusyak
et al. (2022) to account for such correlation. Our main findings are unchanged.
Appendix A.1 presents a range of additional robustness checks. First, we report
estimates for an exposure measure based on the raw penetration of robots without
the adjustment term. Second, we explore several alternatives for the construction
of the instrument using different combinations of European countries. We also
consider an exposure measure based on the stock of robots provided by the IFR
rather than our constructed stock based on a yearly depreciation rate of 5%. In all
cases, the IV estimates are both qualitatively and quantitatively similar. Results
are presented in Table A.4 and Table A.5.

Manufacturing vs Non-Manufacturing. Table 1.3 investigates the impact of
robots on local employment inside (columns (2)-(4)) and outside manufacturing
(columns (5)-(7)). For ease of interpretation, column (1) reports the estimates from
column (4) in Table 1.2. By construction, the estimates in columns (4) and (7) add
up to the estimate in column (1). Panel A presents the results for changes in the
employment-to-working age population, while panel B considers changes in the
employment-to-total population. The estimates in columns (2)-(4) (for manufac-
turing employment) turn out statistically insignificant. The absence of a negative
impact warrants further exploration to fully characterise the displacement effect
within the manufacturing sector, a task we undertake in the next section. In con-
trast, the estimates in columns (5)-(7) (for non-manufacturing employment) are
all positive and statistically significant. Focusing on panel A and the estimate
in column (7), which includes all the covariates, an increase of one industrial
robot per thousand workers is associated with a relative increase in the non-
manufacturing employment-to-working-age population ratio of 0.067 percentage
points. This means one robot increases non-manufacturing employment by about
1 worker. These results point to a crucial insight: any potential (negative) dis-
placement effects of robots seem to be outshined by the emergence of new labour
demand, primarily within non-manufacturing industries. We now direct our focus

towards gaining a more complete understanding of this.
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CHAPTER 1. INDUSTRIAL ROBOTS AND WORKER REALLOCATION IN GREAT BRITAIN

Table 1.3: Composition Effects: Manufacturing vs Non-Manufacturing Employment

TOTAL MANUFACTURING NON-MANUFACTURING
(1) (2) 3) (4) 5) (6) (7

Panel A. EMP/WA pop (change in pp)
GB Exposure to Robots 0.0755*** 0.0099 0.0082 0.0083 0.0379** 0.0671*** 0.0672***

(0.0283) (0.0061) (0.0091) (0.0091) (0.0143) (0.0235) (0.0236)
R-squared 0.32 0.54 0.54 0.55 0.28 0.29 0.29
Effect of 1 robot [1.10] [0.12] [0.98]
Panel B. EMP/TOT pop (change in pp)
GB Exposure to Robots 0.0470** 0.0063*  0.0054 0.0054 0.0233** 0.0416*** 0.0416**

(0.0190) (0.0038) (0.0056) (0.0057) (0.0097) (0.0161) (0.0163)
R-squared 0.27 0.55 0.55 0.56 0.25 0.25 0.26
First-Stage F-statistic 44.72 68.39 45.20 44.72 68.39 45.20 44.72
Observations 380 380 380 380 380 380 380
Region, demographics, industry v v v v v v v
ICT exposure v v v v v
Exposure of Chinese imports v v v

Notes: Table presents 2SLS estimates of the effects of exposure to robots on two district-level outcome variables for the period 1998-2018 separately
for manufacturing and non-manufacturing industries. Panel A presents estimates for changes in the employment-to-working-age population ratio.
Panel B presents estimates for changes in the employment-to-total population ratio. Column (1) repeats the main estimates from column (4) in
Table 1.2. Columns (2)-(4) focus on the manufacturing industries. Columns (5)-(7) focus on the non-manufacturing industries. All regressions are
weighted by baseline district population. The covariates included in each model are reported at the bottom of the table. We also report the first-stage
F-statistics. Standard errors that are robust against heteroskedasticity and clustered at the county level are given in parentheses. Results are robust
to the alternative inference by Adao et al. (2019) and Borusyak et al. (2022), reported in Appendix A.1. * p<0.1, ** p<0.05, *** p<0.01.
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1.3.3 Displacement vs Reallocation Effects

In this section, by investigating how exposure to robots has affected employment
in different industries separately, we aim to uncover where the (negative) displace-

ment effects and the (positive) reallocation effects are taking place.

Figure 1.5 presents estimates of the effects of exposure to robots on the change
in employment share in different industries. We provide point estimates and 95%
confidence intervals for two long-difference specifications. First, we consider our
preferred specification with the full set of covariates and weighted by baseline
population (as in column (4) of Table 1.2), represented by the dark grey bar in the
figure. We then check the results are not sensitive to the removal of the districts

most-exposed to robots (the light grey bar).

The figure shows that the displacement effect of robots concentrates especially
in heavy manufacturing industries, which include the transport equipment indus-
try, the chemical industry, the industry of rubber and plastics products, and the
electrical equipment industry. A more disaggregated analysis reveals that the dis-
placement effect takes place mostly in the transport equipment industry. The point
estimate is negative and significant for the specifications considered. An increase of
one industrial robot per thousand workers in exposure to robots is associated with
a relative decline in the employment share of the transport equipment industry
of 0.64 percentage points. Excluding districts with the highest exposure reduces
the magnitude of the estimate to almost 0.4 (consistent with the relatively higher
importance of this industry in those areas) but remains statistically significant.
Although the evidence is statistically weaker, we also find a negative displacement
effect taking place in the electronics industry. There are no statistically significant

displacement effects on the remaining manufacturing industries.

On the flip side, there is evidence that the reallocation effects are taking place
mostly in the service sector. In particular, the point estimate implies one more
robot per thousand workers increases the employment share of services by 1.2
percentage points. In this case, excluding the most exposed districts has no effect
on the magnitude of the estimate. There is no evidence of positive reallocation

effects in other non-manufacturing industries such as construction or education.
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Figure 1.5: The Effects of Industrial Robots on Industries.

Heavy Light Transport Chemical Electronics

Manufacturing Manufacturing Equipment Products

1.2

Electrical Food and Textiles
Equipment

Construction Education Utilities Services
Beverages and R&D

_4

Point Estimate for Industry—Employment Share Change
-8

I Weighted long differences

[ ] Excluding districts with highest exposure

Notes: Figure presents estimates of exposure to robots on the (percentage point) change in the industry-employment share. The capped (blue) lines provide
95% confidence intervals. The first set of estimates (dark grey bar) are from long-difference specifications with covariates as in column (4) of Table 1.2. The
second set of estimates (light grey bar) are from long-difference specifications where we remove the top 1% of districts with the highest exposure to robots as
in column (5) of Table 1.2. Note that not all industries are reported for the sake of illustration. Those not reported are shown to have insignificant point

estimates (available upon request).
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1.3.4 Discussion of the Results

The findings of this chapter suggest that the aggregate employment effects of
industrial robots have ultimately consisted in reshaping the demand for new labour
forces and their reallocation but without detriment to the overall employment.
This is consistent with the analysis in a concurrent paper by Kariel (2021), who
documents that robots have directly replaced workers in automotive and metal

manufacturing while increasing employment in services.'6

Nonetheless, it is worth noting that our quantitative conclusions diverge from
those of Kariel (2021). Their study indicates that the introduction of one robot leads
to a noteworthy increase in employment by around 10 workers, implying a rise
in employment of over 60,000 for their period of analysis 1993-2011 (as the total
number of robots increased by 6,150 over this period). In contrast, our findings
point towards a more conservative estimate that one robot increases employment
by around 1.1 workers, resulting in a more modest rise of less than 20,000 jobs over
the period 1998-2018 (with a total of 17,500 robots added during those two decades).
These disparities in our respective estimates could be attributed to differences in
the instrumental approach and the time frame under consideration.!” Specifically,
their instrumental approach encompasses a second instrument involving the flow
of new robots and other automation ideas across industries, in contrast to our focus
solely on the current stock of adopted robots. In addition, our more conservative
estimates may indicate that as robots become more pervasive across industries
in Britain (as shown in Figure 1.1b, robot adoption in GB accelerated after 2011),
the forces driving labour reallocation might weaken at the time the labour market

could face challenges in effectively redistributing displaced workers.'®

16For a different automation technology — the automation of telephone operation in the early
20th century — Feigenbaum & Gross (2020) find the decline in demand for telephone operators was
counteracted by growth in middle-skill jobs (e.g. secretarial work) and lower-skill service jobs.

17Related to the last point, a recent paper by Chung & Lee (2023) shows the impact of industrial
robots on jobs has changed over time in the US. In contrast to Acemoglu & Restrepo (2020), they
find positive effects of robots and reallocation effects to other industries using more recent data.

18Consistent with this idea, Acemoglu & Restrepo (2019) discuss the possibility of ‘excessive
automation’, meaning faster automation than socially desirable. This leads to plenty of labour
displacement, but not much productivity gains, which hinders reallocation forces.
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Next Steps. The essence of this chapter lies in empirically examining the net
effects of industrial robots on total employment, using local areas — districts in
Great Britain — as the main unit of observation. We thus view this chapter as a
first step in understanding the labour market implications of robots. We have yet to
pinpoint the exact mechanisms or fully characterise adjustments at the individual
level. In what follows, we offer an overview of potential mechanisms and provide

pointers for follow-up research directions using more granular data on individuals.

The observed increase in employment in the services sector is a noteworthy
phenomenon that demands further exploration. As industrial robots replace certain
tasks in manufacturing, workers may seek employment either inside or outside
manufacturing. The extent of the impacts depends on the level of skill transferabil-
ity and the demand for specific skills in other sectors. As such, workers moving from
manufacturing to services could experience negative wage impacts if, for example,

demand for low-paid service jobs prevails over higher-paying alternatives.

Another potential mechanism is related to the productivity gains achieved in
manufacturing through the introduction of robots (Acemoglu & Restrepo, 2019,
Graetz & Michaels, 2018). As manufacturing becomes more efficient and cost-
effective, businesses may experience increased profitability. This, in turn, could
lead to higher demand for services in other areas, such as marketing, distribution,
logistics, and customer support. The rising demand for services may result in an
overall increase in labour demand and potentially lead to an increase in wages for

workers employed in the services sector.

The district-level analysis conducted in this chapter calls now for a comple-
mentary analysis using data on individuals. This will allow us to directly study
the effects of robots on earnings (or wages), industry and occupational mobility,
as well as to perform heterogeneity analysis by gender, age, and education (or
skill level). Understanding the potential disparate effects of industrial robots on
different demographic groups can shed light on issues of equity and inequality in
the labour market. Certain groups may be more vulnerable to job displacement
or experience greater challenges in transitioning to new roles. Identifying these
disparities can inform policymakers about the need for targeted interventions to

ensure a more inclusive and fair labour market.
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Finally, the analysis of this chapter focuses on industrial robots, which are
primarily adopted in manufacturing industries but to a lesser extent in non-
manufacturing sectors. Whether the new advances in artificial intelligence (AI)
or machine learning (ML) will affect differently to local labour markets (and

consequently, individuals) is an important question to address in the coming years.

1.4 Summary and Conclusion

With industrial robots rapidly growing over recent decades, the concern about their
employment consequences has become central for a wide audience, both inside and
outside academia. This chapter takes Great Britain as a case study to investigate

the impact of industrial robots on employment.

The analysis presented closely aligns with the empirical methodology used
by Acemoglu & Restrepo (2020). Combining district-level employment data with
industry-level robot adoption data over the period 1998-2018, our study reveals
a small but positive employment effect of robots in GB. Our estimates translate
into one robot increasing employment by about 1.1 workers. This overall effect,
however, masks the presence of displacement and reallocation effects. Predicted
robot exposure results in a decline in job opportunities within the manufacturing
sector (in particular, within heavy manufacturing industries such as the transport
equipment industry), counterbalanced by a more than compensatory surge in

labour demand within the service industry.

This chapter thus concludes that industrial robots in GB are contributing to
worker reallocation from heavy manufacturing industries to the service sector but
without detriment to total employment. Nevertheless, we caution that the rise of
robots is not a blessing for all: different types of workers in particular industries
might lose out, as we show that industrial robots have displaced workers in certain
industries. We see a more explicit analysis of this, as discussed in the previous

section, as an important avenue for future research.
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CHAPTER

HOUSEHOLD RESPONSES TO TRADE SHOCKS!

large literature has documented the labour market outcomes of workers ex-
Aposed to trade shocks in different countries.? This literature has mainly fo-
cused on the direct implications for employment, earnings and sectoral reallocation
of affected workers, typically finding persistent negative effects from increasing im-
port competition. This raises the question of whether other forms of self-insurance
(other than sectoral reallocation) are available to the workers affected by adverse
trade shocks and their families. Does self-employment provide a buffer for workers
who lose their jobs? Do partners provide insurance by increasing labour supply?

Do affected workers adjust the timing of their retirement?

In this chapter, we investigate these adjustment mechanisms in response to
increased import competition in the 2000s. Drawing on large-scale panel data which
links individuals across decadal censuses in England and Wales, we study the
effects of the rapid growth in Chinese manufacturing imports on individuals and
their households. The data allows us to observe changes in labour market status,

including whether the worker is employed or self-employed (distinguishing between

LJoint work with Peter Levell (IFS) and Matthias Parey (University of Surrey).

2See, among others, Autor et al. (2013, 2014) for the US; Dauth et al. (2014, 2021) for Germany;
Balsvik et al. (2015) for Norway; Utar (2018) for Denmark; Citino & Linarello (2021) for Italy; and
De Lyon & Pessoa (2021) for the UK. See Dorn & Levell (2021) for a recent summary.
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solo self-employed or self-employed with employees), and, for those inactive in the
labour market, the reason for inactivity. A further strength of the data is that it
includes information on the labour market activity of co-residents, allowing us to

study the degree to which households offer insurance against trade shocks.

Our empirical analysis compares own and partner outcomes for workers with
similar characteristics, but who were initially employed in industries with differ-
ent levels of exposure to import competition. We measure how workers’ and their
partners’ outcomes changed from 2001 to 2011, following China’s entry into the
World Trade Organisation (WTO) in 2001. We instrument for the growth in import
competition in each industry using the growth in Chinese exports to other devel-
oped economies, following Autor et al. (2013, 2014). Our main outcome variables
are employment, self-employment and retirement; measures of family stability;
and partner labour supply. We allow for heterogeneity in effects by gender and age,

which we find to be quantitatively important.

We first document the direct effect of trade exposure on individuals’ labour
market outcomes. Workers initially employed in industries exposed to import
competition are more likely to exit manufacturing, with the majority of them re-
allocating to non-manufacturing sectors. This confirms the findings of previous
studies, which we discuss in detail below. Men and women, however, do not respond
to trade shocks in the same way. For women, while we observe a decline in their
manufacturing employment, we find no significant effects on their overall labour
force participation or rates of self-employment in response to trade shocks. For men,
in addition to a movement into non-manufacturing sectors and increased unem-
ployment, we find a significant increase in self-employment, which mitigates their
employment losses. Most of the increase in self-employment is accounted for by an
increase in solo self-employment (i.e. own account workers without employees); this
is especially true at older ages. We find a smaller, but still statistically significant,
effect of import exposure on the proportion of men who become self-employed with
employees. The effect on labour force participation differs by age: while young men
initially employed in exposed industries are less likely to be active in the labour
market 10 years later, old males in exposed industries are more likely to remain

active due to reduced flows into retirement.
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CHAPTER 2. HOUSEHOLD RESPONSES TO TRADE SHOCKS

These findings suggest that male workers use self-employment and delayed
retirement to offset the adverse effects of the shock. Both of these adjustment
mechanisms to trade shocks have been relatively underexplored so far. While pro-
viding an alternative source of employment to displaced workers, self-employment,
and in particular solo self-employment, is likely to be associated with economic
insecurity for many former manufacturing employees (Boeri et al., 2020, Giupponi
& Xu, 2020). The role of self-employment for displaced workers is perhaps analo-
gous to the role played by the informal sector in developing countries, which has
been found to similarly act as an employment ‘buffer’ against the effects of trade
shocks (Dix-Carneiro et al., 2021). Our finding that trade-exposed male workers
retire later could be partially driven by the increase in male self-employment, as
self-employed workers tend to retire later than the employed (Crawford et al.,
2021). Delayed retirement is also another way workers can compensate for any
income losses that result from exposure to import competition. The fact we find no
significant effects on retirement or rates of self-employment for women suggests
that either the availability or use of these insurance mechanisms appears to differ

by gender.

We next turn to the impact of trade shocks on family formation and dissolution.
We find that for women below 45, exposure to import competition significantly
reduces the likelihood of divorce or of living with a new partner. This could be
because trade shocks, by reducing their future expected earnings, leave married
women more financially reliant on their current partners. In contrast, we find no
evidence that married men exposed to import competition are either more or less
likely to get divorced. This latter finding contrasts with Autor et al. (2019), who
find substantial effects of import competition in male-dominated industries on
divorce and marriage rates in more exposed local labour markets in the US, and an
accompanying increase in premature male mortality. It is however consistent with
findings for other European countries (Keller & Utar, 2022, Giuntella et al., 2022).
Our results suggest that family breakdown and other negative social impacts
that studies of the US have identified following reductions in manufacturing
employment (Che et al., 2018, Pierce & Schott, 2020) are not inevitable, and may

depend on other country-specific aspects, such as labour market institutions.
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Our final set of results looks at the responses of partners of those affected by
import competition. Here, we find no evidence that women are more likely to enter
or stay in the labour force in response to shocks affecting their male partners
(irrespective of whether young children are present in the household). Our finding
of limited added worker effects among female partners is consistent with some
other studies (Goux et al. (2014), Halla et al. (2020)). By contrast, we find that, in
households where women are exposed to import competition, their male partners
are more likely to stay in the labour force. This effect is larger for older men, who
see greater reductions in inactivity in response to shocks affecting their female
partners. The literature on added worker effects has typically focused on female
responses to shocks affecting the household (e.g. Lundberg (1985)), but our results
show that male responses can be relevant too. We note that men respond to shocks
affecting their partners in the same way that they respond to shocks affecting
themselves - through reduced flows into inactivity at older ages and through

greater self-employment.

We subject all of our results to several robustness checks. Our main results
already control for detailed socio-demographic characteristics of workers. We assess
the sensitivity of our results to various alternative samples and specifications, and
to controls for the impact of workers’ exposure to increased export demand from
China or to exposure to increased import competition from Eastern Europe during
this period. Our findings are consistent across these alternative specifications. We
also verify that our results do not reflect industry-specific trends that predate the

rise of import competition from China using data from the 1980s and 90s.

Our work contributes to various broad strands of the literature. The first is the
literature on the labour market effects of trade shocks. Prior work has focused on
the consequences of rising Chinese import competition at the local labour market
(Autor et al., 2013, Dauth et al., 2014, Balsvik et al., 2015, Foliano & Riley, 2017),
firm (Utar, 2014, Bloom et al., 2016, Autor et al., 2020), and individual level (Autor
et al., 2014, Utar, 2018, Dauth et al., 2021, Citino & Linarello, 2021, De Lyon &
Pessoa, 2021).2 We contribute to this particular literature by additionally docu-

3A broader literature examines the effects of trade shocks based on other episodes, including
the large import tariff reductions in emerging economies such as India and Brazil (see, among
others, Topalova (2010), Dix-Carneiro & Kovak (2017, 2019), Gaddis & Pieters (2017)).
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menting workers’ responses along the self-employment and retirement margins,
and by studying responses of partners in the same household as exposed workers.*
This chapter is also related to recent empirical studies on the impact of trade
shocks on marriage and fertility. The literature on household-level outcomes of
import competition is much smaller than that studying employment and earnings,
probably because the administrative datasets used to study the impacts of these
shocks on individual workers often do not include information on other members of
their household. Autor et al. (2019), as discussed above, study how Chinese import
competition affects marriage, divorce and single parenthood rates across local
labour markets in the US. Keller & Utar (2022) study the impacts of exposure to
Chinese import competition on divorce rates and fertility in Denmark. Our finding
on a reduction in divorce rates among women under 45 exposed to import compe-
tition is consistent with the ‘retreat to family’ phenomenon proposed in Keller &
Utar (2022), although we do not find evidence of the same effects on childbirth they
document in their paper. Giuntella et al. (2022) also find a negative and marginally

significant effect of import competition on women’s divorce rates in Germany.’

We also contribute to the more general empirical literature on added worker
effects, which studies spousal labour supply responses to labour demand shocks
affecting their partners. Earlier work has found mixed results and tended to focus
on employment responses for women (Layard et al., 1980, Heckman & Macurdy,
1980, 1982, Lundberg, 1985, Maloney, 1987, 1991, Spletzer, 1997, Cullen & Gruber,
2000, Halla et al., 2020). In a cross-country comparison, Bredtmann et al. (2018)
show that the existence and the magnitude of added worker effects vary over
the different welfare regimes within Europe. In contrast to these reduced-form
estimates, studies estimating life cycle models tend to find that family labour supply
is an important insurance mechanism to income shocks, allowing households to
smooth consumption (Stephens, 2002, Attanasio et al., 2005, Blundell et al., 2016).

4Previous studies of the impacts of trade shocks have restricted their samples to those of
working age only, and so have not explored the role of the retirement margin. For example, Autor
et al. (2014) study a sample who are aged 22-64 over the whole period of analysis while Dauth et al.
(2021) restrict their sample to individuals aged 22-54.

5Huber & Winkler (2019) study correlations in exposure to trade shocks within couples. While
their paper focuses on how differences within couples affect the impact of trade shocks on across-
household inequality, they also find that own earnings decrease if partners are positively exposed
to export shocks.
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We contribute to this literature by studying family labour supply responses in the

context of a trade shock, which represents a large-scale structural change.

A further contribution is to the understanding of how economic shocks affect
transitions into self-employment. Hacamo & Kleiner (2022) show that college
graduates who graduate in a recession are more likely to enter self-employment
as ‘forced entrepreneurs’. Babina (2020) shows firms’ financial distress induces
employees to move into self-employment. The analysis in this chapter documents

that trade shocks might induce similar movements into self-employment.

More generally, by providing evidence for the UK, this chapter contributes to the
understanding of patterns in the effects of trade shocks across countries. The UK
is an interesting case for investigating the economic adjustment processes to trade
shocks, given that it experienced the largest percentage decline in manufacturing
employment among OECD countries between 1999 and 2007, at the same time as a
large increase in its trade deficit with China (Dorn & Levell, 2021). Previous work
has emphasised differences in labour market institutions and flexibility (Balsvik
et al., 2015, Keller & Utar, 2022), and differences in trade patterns (Dauth et al.,
2021, Giuntella et al., 2022) as potential explanations for the varying impact of

Chinese import competition across countries.

The chapter proceeds as follows. Section 2.1 describes the ONS Longitudinal
Study and other data sources we draw on. Section 2.2 sets out our empirical
research design. We present the main results in Section 2.3. Section 2.4 concludes.

Appendix B presents supplementary results and robustness checks.

2.1 Data and Sample Description

2.1.1 The ONS Longitudinal Study Data

The main dataset we draw on is the Office for National Statistics (ONS) Longi-
tudinal Study (LS) (Office for National Statistics, 2019). The LS contains linked
census and life events data for a roughly 1% sample of the population of England
and Wales (people born on one of four selected dates in a calendar year). It includes

census records for over 500,000 people usually resident in England and Wales
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from the 1971, 1981, 1991, 2001, and 2011 censuses.® The LS data includes core
socio-demographic variables including the age, sex, marital status and locations of
sampled individuals, as well as data on workers’ employment, occupation, industry,
hours worked and type of employment (whether they are employees, self-employed
with employees, or solo self-employed).” Although the census asks for detailed
information about the nature of individuals’ work, it does not include information
about earnings. Life events data are linked for LS members, including births to

sample mothers, deaths, and cancer registrations.

The LS has a number of advantages for our purposes. First, it is a panel,
allowing us to track individuals across different censuses held every 10 years. Most
of our analysis concerns the impact of import competition on outcomes between the
years 2001 and 2011. We use data from 1981 and 1991 for placebo and robustness
exercises. Second, the LS includes not only individuals who are employed but
also those who are self-employed or out of the labour force. Those out of the
labour force also report the reason they are not working (e.g. because they are
studying, retired, sick, at home, etc). Administrative data sources often do not
include this information.® Third, it includes the survey responses of co-residents of
study members. This allows us to study family labour supply responses to shocks
affecting an LS member, as well as to examine the correlation between exposure
to trade shocks across spouses. Fourth, in contrast to most household surveys,
participation in the census is a legal requirement and the ONS goes to considerable
lengths to maximise its coverage (Office for National Statistics, 2015a). Both the
2001 and 2011 censuses have an estimated response rate of 94%. The LS also has
low rates of attrition relative to other longitudinal datasets. 88% of LS members in
the 2001 census was matched to records in the 2011 census, after excluding those

who were known to have died or emigrated (Lynch et al., 2015).

6A *usual resident’ of the UK is anyone who, on census day, was in the UK and had stayed or
intended to stay in the UK for a period of 12 months or more, or had a permanent UK address and
was outside the UK and intended to be outside the UK for less than 12 months.

"Hours worked are reported in bands in the 2011 wave, allowing us to observe part-time and
full-time status but not precise hours worked.

8For instance, the UK Annual Survey of Hours and Earnings (ASHE) used in De Lyon & Pessoa
(2021) covers employees and thus cannot distinguish movements into self-employment from job loss,
and unemployment from non-participation. The administrative data used to study trade shocks in
Germany (Dauth et al., 2021) does not cover the self-employed.
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2.1.2 Other Data Sources

To construct measures of industries’ exposure to import competition, we draw on
trade flows from the United Nations Commodity Trade Statistics Database (UN
Comtrade). This contains detailed statistics on trade in individual commodities.
To obtain imports and exports by industry, we map the commodity codes from
various years into the Classification of Product by Activity (CPA) codes, which are
identical in their first four digits to 1992 UK Standard Industry Classification
(SIC92) codes.’ We deflate values so that they are expressed in 2010 pounds.®

As we describe in more detail below, we measure each industry’s import ex-
posure as imports relative to total domestic sales. To calculate this, we need
information on the turnover (i.e. the total amount of sales) of different UK indus-
tries, which we compute using the Business Structure Database (BSD) (Office for
National Statistics, 2021). The BSD is administrative data covering plant-level
information on employment, turnover, geography, and main industry for almost
all business organisations in the UK from 1997 until the present (only very small

).11

businesses are not included in the register).”* We calculate industry turnover by

summing turnover across individual plants in the BSD.

2.1.3 Sample Description

We track workers from 2001, the year China acceded to the World Trade Organisa-
tion (WTO), and measure how outcomes change between 2001 and 2011. We focus
on employees who were born between 1942 and 1983 and who were therefore aged
between 18 and 59 in 2001. As a result, by 2011, some individuals in our sample

are above the state pension age (which in 2011 was 65 for men and 60 for women).

9Mappings from Harmonised System (HS) products codes to CPA industry codes are taken from
the Eurostat Reference and Management of Nomenclatures (RAMON) Index of Correspondence
Tables, accessible here: https://ec.europa.eu/eurostat/ramon/relations/index.cfm?TargetUrl=LST_REL.

10The data shows a rapid and sustained increase in reported UK imports from China between
1999 and 2000. This most likely reflects a change in the treatment of imports from Hong Kong
which originated in China that year (Baranga, 2018). We include imports from Hong Kong in our
measures of Chinese imports for the UK, but not in our measures of Chinese imports to other
countries (which we use as an instrument for UK imports), as they are not affected by this issue.

HThe BSD is derived from the Inter-Departmental Business Register (IDBR), a live register of
plant data collected by HM Revenue and Customs via VAT and Pay As You Earn (PAYE) records.
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This allows us to study the extent to which individuals adjust the length of their

working lives in response to a shock.

Prior work has shown the effects and responses to economic shocks differ by
gender and age (Keller & Utar, 2022, Salvanes et al., 2022); we thus split our
sample into subgroups on these dimensions. Our sample includes 83,627 male
employees (with almost 24% working in manufacturing in 2001) and 85,170 female
employees (9% of whom worked in manufacturing in 2001). Splitting the sample by
age, we denote those aged 18-44 in 2001 as ‘young’, and those aged 45-59 as ‘old’.

Table 2.1 shows descriptives for our sample at baseline in 2001. Columns (1)
and (4) (for men and women, respectively) include employees in all industries,
columns (2) and (5) only include those employed in manufacturing industries, and
columns (3) and (6) only include those employed in the top 20 industries most
exposed to Chinese import competition (all in manufacturing, see Table B.1 for the
list). As our regressions control for one-digit industry fixed effects, the empirical
analysis effectively compares changes in outcomes for workers in more and less
exposed manufacturing industries. Table 2.1 shows workers in the most exposed
manufacturing industries are broadly similar to other manufacturing workers in
terms of baseline characteristics, although there are some differences, as we now

discuss.

Panel A presents some basic demographic characteristics on age and whether
born abroad. The average age of workers is similar across all workers, manufac-
turing workers, and those in the most highly exposed industries (38-39 years old).
Workers in highly exposed industries were slightly more likely to be foreign-born
than other manufacturing workers. This is more true for women than for men: 12%
of women in highly exposed industries are foreign-born, compared to 9% of women
in manufacturing as a whole, while the figures for men were 10% and 7% respec-
tively. To account for these differences, we control for both age and foreign-born

status in our empirical analysis.

Panel B shows information on individuals’ marital status and family situation.
Men working in manufacturing industries are four percentage points more likely
to have a partner and to be married than those working in non-manufacturing

industries, highlighting the importance of studying partner responses and family
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dynamics in this context. However, both men and women in the most exposed
manufacturing industries are similar in terms of their partnering, and in terms of

whether they have children, with respect to other manufacturing workers.

Panel C shows that general patterns of employment differ across men and
women. 41% of female employees work part-time, while the fraction of male em-
ployees working part-time is just 6% (21% and 2% if employed in manufacturing).
Consequently, men work on average longer hours than women (42 vs 32 hours per
week). Men and women are also employed in different occupations, which we group
into low-skill, blue-collar, and white-collar occupations.'? Overall, 24% of men work
in low-skill occupations, 46% work in white-collar occupations, and 30% work in
blue-collar occupations. By contrast, 61% of women work in low-skill occupations,
34% in white-collar occupations, and only 5% in blue-collar occupations. A much
larger proportion of workers of both sexes are employed in blue-collar occupations
in highly-exposed industries (columns (3) and (6)) and the fractions of workers in
these occupations are more similar for men and women: 50% of men employed in
trade-exposed industries are employed in blue-collar industries compared to 46% of
women. However, men in highly trade-exposed industries are much more likely to
work in white-collar roles (36% of men compared to 20% of women), while women
in these industries are much more likely to work in low-skill occupations. The
proportions of men in different occupations in highly-exposed industries are almost
identical to the proportions for manufacturing as a whole. Women in highly-exposed
occupations are however more likely to be in blue-collar occupations than women
in other manufacturing industries. 46% of women in highly exposed industries
are in blue-collar occupations, compared to 31% of women in manufacturing as a
whole. We control for baseline occupation in our main empirical specification to
account for these differences. We also show that our results are not sensitive to the

inclusion of occupation controls in our robustness checks.

12We define blue-collar workers as those employed in “skilled trades occupations” and “pro-
cess, plant and machine operatives”. Low-skill workers are those employed in “administrative
and secretarial occupations”, “caring, leisure, and other service occupations”, “sales and customer
service occupations” and “elementary occupations”. Finally, white-collar workers are defined as
those working in “managers, directors, and senior officials”, “professional occupations”, and “as-
sociate professional and technical occupations”. This follows from the UK Standard Occupational

Classification SOC2000.
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Table 2.1: Summary Statistics: Worker Characteristics in 2001.

MEN WOMEN
1) 2) 3) (4) (5) (6)
All Manuf. High Exposed All Manuf. High Exposed
Industries Industries Industries Industries Industries Industries
Observations 83,627 19,970 4,578 85,170 7,889 2,521
(with partners) (57,415) (14,651) (3,258) (58,084) (5,510) (1,797)
Panel A. Demographic Characteristics
Age 38.44 39.53 38.91 38.61 38.60 39.34
Foreign-born 0.083 0.069 0.095 0.081 0.093 0.120
Panel B. Marriage and Family Characteristics
Single 0.346 0.297 0.312 0.299 0.311 0.286
Married 0.581 0.625 0.610 0.583 0.574 0.604
Widowed 0.004 0.005 — 0.014 0.013 0.015
Divorced 0.068 0.073 0.075 0.104 0.102 0.095
Has Partner 0.687 0.729 0.713 0.683 0.699 0.714
Has Children 0.426 0.439 0.433 0.432 0.358 0.374
Has Young Children 0.157 0.157 0.171 0.126 0.116 0.110
Panel C. Labour Market Characteristics
Part-time 0.062 0.019 0.029 0.409 0.212 0.200
Hours worked 42.19 42.37 41.95 31.56 35.59 35.84
Low-skill 0.243 0.144 0.144 0.605 0.404 0.340
Blue-collar 0.302 0.499 0.500 0.054 0.316 0.464
White-collar 0.455 0.356 0.355 0.341 0.279 0.196

Panel D. Partner Characteristics

Partner age 39.70 40.18 39.46 43.21 42.88 43.54
Partner hours worked 21.51 20.77 20.61 38.88 38.77 38.11
Partner manufacturing 0.103 0.177 0.195 0.232 0.425 0.444
Partner active 0.786 0.790 0.770 0.929 0.929 0.925
Partner employed 0.730 0.741 0.716 0.764 0.784 0.780
Partner self-employed 0.039 0.032 0.033 0.147 0.127 0.126
Partner unemployed 0.017 0.017 0.020 0.018 0.018 0.019
Partner inactive home 0.151 0.146 0.167 0.007 - -

Notes: Table shows mean values for employees in the 2001 Longitudinal Study. Columns (1) and (4) (for the
sample of men and women, respectively) include employees in all industries, columns (2) and (5) include only
those employed in manufacturing industries, and columns (3) and (6) only include those employed in the top 20
three-digit SIC92 industries most exposed to Chinese import competition (see Table B.1). Cells marked “~" are
cases where average values have been suppressed because they were calculated with fewer than 10 individuals.
Source is ONS Longitudinal Study.
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For LS members with partners, Panel D summarises partner characteristics.

The average man’s partner is aged 40 and works 22 hours per week. 21% of men’s
partners are not active participants in the labour market. Of these, about 71%
report being inactive because they are “looking after the home”. Only 10% of men’s
partners are employed in manufacturing (rising to 18% for the partners of men
who are themselves employed in manufacturing). By contrast, the average partner
of women is aged 43 and works 38 hours per week. Only 7% of them are inactive
and 23% work in manufacturing (43% for partners of women who themselves work
in manufacturing). Those in the most exposed industries are similar in terms of

their partner’s baseline characteristics to other manufacturing workers.

2.2 Empirical Approach

Our analysis exploits the rapid increase in Chinese exports surrounding China’s
entry into the WTO in 2001. This increase has been attributed to a number of
factors including a reduction in trade uncertainty (Handley & Limao, 2017), a
reduction in the tariffs China itself charged on its imported inputs (Pierce &
Schott, 2016, Amiti et al., 2020), the end of international import quotas under the
multi-fibre agreement (Keller & Utar, 2022), as well as continued rapid Chinese
productivity growth during this period.

Appendix Figure B.1 shows the increase in Chinese imports to the UK from
1993 to 2016. As shown, most of this increase occurred in the 2000s. Real imports
from China increased from approximately £20 billion in 2001 to around £50 billion
in 2011. This led to China doubling its share of UK imports from 5% to over
10%. The extent of that import competition varied substantially across industries.
Appendix Table B.1 shows the 20 industries most affected by import competition
between 2001-2011. Imports were concentrated in low-tech manufacturing (e.g.
the manufacture of games and toys; luggage and handbags; footwear; leather),
consistent with China’s strong comparative advantage in labour-intensive activities
during this period (Amiti & Freund, 2010). In parallel, Figure B.2 shows the

decline in manufacturing employment for the same period, separately for more

13This includes married and cohabiting couples where both partners are observed.
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and less trade-exposed manufacturing industries. The decline starts in the early
2000s (mirroring the figure on imports), and it is more pronounced for the top 20

manufacturing industries most affected.'*

The empirical strategy presented in this chapter uses this cross-industry vari-
ation, following Autor et al. (2013, 2014). For a worker i initially employed in
industry j,'® exposure to import competition I E?K is defined as the growth in
imports from China during 2001-2011 relative to that industry’s total domestic

sales (i.e. industry turnover (sales) plus UK imports minus UK exports):

China—UK
UK AImports; 95115001

7,2011-2001 —

IE (2.1)

Turnoverj 2001 + Imports 7,.2001 — Exports 7,.2001

We compare own and partner outcomes for workers with similar characteristics
but initially employed in industries with different levels of exposure to import
competition. The baseline specification controls for age and gender, as well as fixed

effects for initial occupation, local labour market and broad industry sector:

" .
AYijytg=a+BIEVS |\ +6Xij 10+ +7" +4" + iy 1y (2.2)

where i is for individual, j is for industry, and ¢; = 2011 and ¢o = 2001. AY;; ;, ¢, is
the change in outcome Y between 2001-2011 for individual i who was employed in
industry j in 2001. The coefficient § captures the effect of increased import com-
petition. The vector X;; ;, contains baseline controls for workers’ gender, five-year
age groups and their interaction with gender, and foreign-born status. We include
two-digit occupation (y°¢°) and one-digit industry fixed effects (y"*?) to account
for industry and occupation-specific trends (e.g. those related to the automation
of routine tasks). We also include local labour market fixed effects (y***%), which
are defined as 2001 Travel to Work Areas (TTWAs); geographical units analogous
to Commuting Zones (CZ) in the US.!® In the household-level analysis, we addi-

tionally include partners’ age, (one-digit) occupation and (one-digit) industry fixed

P igure B.2 also shows that most of the decline occurred before 2007 and the impact of the
Great Recession did not differ for more vs less trade-exposed manufacturing industries.

15Workers’ initial industry is the three-digit UK Standard Industrial Classification SIC92 code
of their employer in 2001 (a total of 179 industries).

16There are 186 TTWAs in England and Wales. These are generated such that at least 75% of the
area’s resident workforce work in the area and at least 75% of the people who work in the area also
live in the area. Individuals are assigned to TTWAs using a time-consistent definition of TTWAs
across censuses from Montresor (2019).
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effects. We cluster standard errors at the level of three-digit industries, allowing for
correlation in error terms among workers who were initially employed in the same
narrow industry. We scale eq. (2.1) by the interquartile range of exposure across all
manufacturing workers, such that the reported coefficients can be interpreted as
the effect of moving a worker from the 25th to the 75th percentile in the exposure
distribution among manufacturing workers. For individuals initially employed
in manufacturing, the average increase in import exposure from China between
2001-2011 was 3.96 percentage points, and the interquartile range was 5.87 pp

(summary statistics are provided in Appendix Table B.4).17

The growth in import exposure could in part reflect domestic demand or produc-
tivity shocks, which we could confound with the role of growing import competition.
To address this, we follow the standard approach in the literature and employ an
instrumental variable (IV) strategy aimed at isolating the role of factors driving
Chinese export growth that is specific to China. Import exposure in eq. (2.1) is thus
instrumented with

China—Other
AImports 7,2011-2001

Turnoverj 1997 +Imports ; 1997 — Exports ; 1997

IE; 9011-2001 = (2.3)

where the numerator is the change in imports from China from 2001 to 2011 to
other non-UK high-income countries.'® Equation (2.3) uses turnover, import, and
export levels from 1997, the earliest year in which we observe industry turnover,
to avoid the potential endogeneity of using 2001 imports and sales that may have
already been influenced by Chinese import growth.'® The identifying assumption
underlying the use of this instrument is that common patterns in Chinese trade
across developed countries do not reflect correlated demand or technology shocks

across high-income countries. While this cannot be ruled out completely, Autor et al.

17In Appendix B.1, we also investigate the degree to which partners are differently affected by
increased Chinese import competition. The exposure of partners in the same household tends to be
low, at just 0.22 across all workers (Table B.5). This means that in most cases when an LS member
is exposed to a large trade shock, their partner is employed in an unexposed industry.

18These countries are Australia, Canada, Denmark, France, Germany, Italy, Japan, Spain,
Switzerland, and the United States. As we show in Appendix B.2, our results are robust to using
different sets of countries to construct the instrument.

19Tn Appendix B.1, we regress the value in eq. (2.1) on the value in eq. (2.3), which is equivalent
to the first-stage regression. The results in Table B.2 and Table B.3 show that import growth for
different industries in these other countries is highly predictive of UK import growth from China.
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(2014) obtain very similar results when measuring the change in import exposure
using residuals from a gravity model of trade flows, suggesting that correlated

import demand shocks across high-income countries play little role.2’

We run several checks to confirm that our results do indeed reflect the effects
of increased import competition rather than other factors. To verify our results do
not reflect industry-specific trends that predate the rise of import competition from
China, we repeat our main regression specifications for the decades 1981-1991 and
1991-2001, using workers’ future (2001-2011) exposure to growing Chinese import
competition in Appendix B.2. We find no evidence that workers employed in 1981 in
industries that would later be exposed to Chinese import competition saw greater
exits from manufacturing or a higher unemployment rate in 1991. The effects of
future import competition on unemployment and manufacturing employment are
slightly greater when we measure them for the 1991-2001 period but they remain
small and statistically insignificant at 5%. This is not unexpected as the rapid

growth in Chinese imports to the UK began towards the end of this later period.

We also check whether the growth in immigration to the UK in the 2000s,
particularly from Eastern Europe, could confound our results by examining the
extent to which trade-exposed industries saw greater growth in the share of foreign-
born workers. This appears not to be the case. We find that the correlation between
import exposure and the growth in the share of foreign workers is essentially zero,
which is true for all industries (-0.018) as well as for only manufacturing industries

(-0.040). We discuss further robustness checks in the next section.

2.3 Results

2.3.1 Individual Labour Responses to Import Competition

In this section, we report results on how rising exposure to Chinese import com-

petition affects the labour market status of individual workers. Table 2.2 shows

20The gravity approach neutralises demand conditions in importing countries by using the
change in China’s exports relative to its exports within destination markets, helping isolate supply
and trade cost-driven changes in China’s export performance. See Autor et al. (2013, 2014) for more.
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regression results for different labour market outcomes: employment in manufac-
turing, unemployment, employment in any industry, self-employment and being
active in the labour force (columns (1)-(5), respectively).?! By construction, the coef-
ficients in columns (2)-(4) sum to those in column (5). The regressions are estimated
by two-stage least squares (2SLS), using the variable described in eq. (2.3) as an
instrument for the change in import exposure given in eq. (2.1). All regressions
include the full set of controls discussed in Section 2.2. We also report the mean
of the dependent variable for each outcome to benchmark the magnitudes of the

effects relative to general trends.

Panel A shows the results for all workers in our sample. We return to the differ-
ences by gender and age groups below. Exposure to Chinese import competition
significantly decreases the probability of being employed in manufacturing and
increases the probability of unemployment. Increasing import exposure from the
25th percentile to the 75th percentile among manufacturing workers reduces the
probability that a worker is employed in manufacturing in 2011 by 7.5 percentage
points and increases the probability they are unemployed by 0.5 ppt (for comparison
regarding the scale of this effect, the unemployment rate in 2011 was 7.4%, Office
for National Statistics (2013)). While the effect on manufacturing employment is
considerable, we do not detect a statistically significant effect on the probability of
being in employment (column (3)). This implies that workers initially employed in
industries exposed to import competition are more likely to exit manufacturing,
with the majority reallocating to non-manufacturing sectors. Appendix B shows
that workers initially employed in import-competing industries mostly found new
employment in different, typically worse-paid, occupations. Table B.6 presents
results on how import competition affected the change in workers’ employment
in low-skill, blue-collar, and white-collar occupations (as described in footnote 12
of this chapter). Trade-exposed workers are more likely to shift out of blue-collar
occupations and move into lower-paid, low-skill occupations. These results are
consistent with findings that workers exposed to the China shock experienced
lower earnings growth, conditional on employment, as shown in the US (Autor
et al., 2014), Denmark (Utar, 2018) and the UK (De Lyon & Pessoa, 2021).

21Ty save space, we do not report employment in non-manufacturing as an additional outcome in
the tables. Implicitly, as we discuss later, this could be inferred from columns (1) and (3).
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Panels B and C of Table 2.2 show how the effects of import competition differ
by gender. Men and women in exposed industries respond quite differently. The
negative impact of import exposure on manufacturing employment is greater for
men than women; with a one unit change in import exposure associated with a 7.4

ppt decline in male employment in manufacturing, compared to a 5.8 percentage

Table 2.2: Import Exposure and Labour Market Responses by Gender

(1) (2) 3) (4) (5)
A manuf A unempl Aempl A self-empl A active
Panel A. All

Import Exposure  —7.483*** 0.480** -0.736 0.296 0.039
(2.243) (0.235) (0.604) (0.282) (0.399)

Mean Dep. Var. -7.60 2.65 -28.35 7.50 -18.19
First-Stage F-stat [32.12] [32.12] [32.12] [32.12] [32.12]
Observations 168,797 168,797 168,797 168,797 168,797

Panel B. Men

Import Exposure  —-7.410***  0.802"** —1.116" 0.897** 0.583*
(2.187) (0.274) (0.675) (0.371) (0.348)

Mean Dep. Var. -10.14 3.24 -27.87 10.23 -14.39
First-Stage F-stat  [29.23] [29.23] [29.23] [29.23] [29.23]
Observations 83,627 83,627 83,627 83,627 83,627
Panel C. Women
Import Exposure  —5.801** 0.057 -0.117 -0.620 -0.681
(2.314) (0.309) (0.721) (0.388) (0.542)
Mean Dep. Var. -5.12 2.07 -28.82 4.81 -21.92
First-Stage F-stat  [35.25] [35.25] [35.25] [35.25] [35.25]
Observations 85,170 85,170 85,170 85,170 85,170

Notes: Table shows the effect of import exposure on individual labour market outcomes. De-
pendent variables in columns (1)-(5) are: being employed in manufacturing, being unemployed,
employed in any industry, self-employed and active in the labour market (unemployed or
in-work). The regressions in all columns are estimated using two-stage least squares (2SLS),
with the variable described in eq. (2.3) as an instrument for the change in import exposure
given in eq. (2.1). Controls are the worker’s gender, five-year age groups interacted with gender,
and a dummy for whether the worker was foreign-born. We also include a two-digit occupation,
one-digit industry, and local labour market (defined as 2001 Travel to Work Areas) fixed effects.
See Section 2.2 for more details. Standard errors are clustered at the (SIC92) three-digit
industry level. *p < 0.1, **p < 0.05, ***p < 0.01. Source is ONS Longitudinal Study.
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point decline in female manufacturing employment. For men, there is also a signifi-
cant increase in unemployment, alongside an increase in economic activity (column
(5)), while for women the point estimates in columns (2) and (5), although not
statistically significant, suggest that import exposure leads to economic inactivity

rather than unemployment.

As discussed in Section 2.2, an advantage of our data is that we can follow
transitions into self-employment, which cannot be observed in other administrative
datasets that follow employees only. As the mean dependent variables in Table 2.2
show, there was a general increase in self-employment over this period, particularly
among men. The share of our sample who were self-employed increased by 10.2
percentage points among men and 4.8 ppt among women.?? Self-employment may
have acted as an ‘employment buffer’ for male workers, allowing displaced workers
to remain at work following the shock. While a one-unit increase in import exposure
decreases the likelihood that men are employees in 2011 by 1.1 ppt, it increases
the likelihood they are self-employed by 0.9 ppt (columns (3)-(4)). Our results
indicate that for male workers, these transitions were an important means of
insurance against job loss caused by import competition. By contrast, we do not
find evidence of such a buffer effect for women, who are no more likely to move into

self-employment if exposed to the trade shock.

Self-employment includes both solo self-employment (i.e. own account workers
without employees) and self-employment with employees (those who run busi-
nesses and hire workers). This distinction and the transitions across these self-
employment outcomes matter for the interpretation of the effects. In Appendix
Table B.7, we decompose self-employment into solo self-employment and self-
employment with employees. Most (around two-thirds) of the self-employment
effect for men is accounted for by an increase in solo self-employment. There is a
smaller, but still statistically significant, effect of import exposure on the proportion

of men who become self-employed with employees.

In Table 2.3, we report results split by age (‘young’ workers aged 18-44 in
2001 and ‘old’ workers aged 45-59) and gender. The impact of import exposure

22Qur results suggest that rising import competition contributed to this trend for men, although
the size of this contribution is likely to have been small, as only a minority of workers were employed
in trade-exposed industries.
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on manufacturing employment is substantially stronger for young workers than
for old, among both men and women: A one-unit change in the import exposure
measure decreases the probability a worker is employed in manufacturing by
almost 9 ppt for young men (6.3 ppt for young women) relative to 5 ppt for old men

(4.8 ppt for old women).

Table 2.3: Import Exposure and Labour Market Responses by Gender and Age

(1 (2) 3) (4) (5)
A manuf A unempl Aempl A self-empl A active

Panel A. Young Men

Import Exposure  —-8.946*** 0.870** -2.041*** 0.766** —0.405%*
(2.520) (0.357) (0.686) (0.401) (0.206)

Mean Dep. Var. -7.64 3.45 -19.04 11.63 -3.96
First-Stage F-stat  [26.20] [26.20] [26.20] [26.20] [26.20]
Observations 56,472 56,472 56,472 56,472 56,472
Panel B. Old Men
Import Exposure  —5.018** 0.717**  0.564 1.018* 2.298**
(2.087) (0.313) (0.972) (0.593) (0.895)
Mean Dep. Var. -15.34 2.82 -46.23 7.32 -36.09
First-Stage F-stat  [35.32] [35.32] [35.32] [35.32] [35.32]
Observations 27,155 27,155 27,155 27,155 27,155
Panel C. Young Women
Import Exposure  -6.268***  0.317 -0.312 —-0.685 -0.679
(2.276) (0.441) (0.596) (0.459) (0.421)
Mean Dep. Var. -4.68 2.47 -18.21 5.68 -10.05
First-Stage F-stat  [31.42] [31.42] [31.42] [31.42] [31.42]
Observations 56,800 56,800 56,800 56,800 56,800
Panel D. Old Women
Import Exposure  —4.843*  —-0.425**  0.430 -0.526 -0.521
(2.726) (0.199) (1.254) (0.443) (1.070)
Mean Dep. Var. -5.99 1.28 -50.05 3.07 -45.69
First-Stage F-stat  [40.95] [40.95] [40.95] [40.95] [40.95]
Observations 28,370 28,370 28,370 28,370 28,370

Notes: Table shows the effect of import exposure on individual labour market outcomes. See
notes of Table 2.2 for a list of the controls and details on the IV. Standard errors clustered
at the (SIC92) three-digit industry level are reported in parentheses. The mean dependent
variable and first-stage F statistics are reported below the estimates. *p < 0.1, **p < 0.05, ***p
< 0.01. Source is ONS Longitudinal Study.
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Table 2.3 also reveals substantial differences in the labour market responses of
young and old men. While young male workers exposed to import competition are
much less likely to be in work (increases in self-employment are not sufficient to
compensate for decreases in employment), the opposite is true for old male workers,
who are more likely to be in work and economically active if initially employed in
an exposed industry. To understand what lies behind this effect, we decompose the
effects of import exposure on economic inactivity according to different possible
reasons: retirement, studying, looking after the home, sickness, and ‘other’ reasons.
The results are reported in Appendix Table B.8. The key reason for higher rates of
economic activity is the reduced probability of retirement. A one-unit increase in
import exposure decreases the likelihood of retirement in 2011 by 3.5 percentage
points. This could be partially driven by the increase in self-employment shown
in Panel B of Table 2.3, as older self-employed workers are more likely to remain
in paid work at any given age than permanent employees (Crawford et al., 2021,
Banks, 2016).22. Another possible reason for delayed retirement is to compensate
for reduced earnings following displacement, or a wealth effect on lifetime labour
supply. The use of delayed retirement to compensate for lower retirement savings
due to job loss has been explored in life-cycle models including Stock & Wise
(1990), Scheiber (1992) and Merkurieva (2019), but this phenomenon is relatively
underexplored in the context of responses to trade competition. For women, we do

not find a significant effect on self-employment or retirement.

Appendix B.2 reports a range of robustness checks for these results. Table B.16
and Table B.17 summarise them. First, we show that our results are robust to using
different country combinations when constructing our instruments for import expo-
sure in eq. (2.3). Second, we include a richer set of industry- and occupation-specific
controls. Industry-specific controls we add are the intensity of R&D stock over
capital, ICT stock intensity over capital, computer stock intensity over capital, and
the intensity of net capital stock over industry output (measured in the year 1997
and at the two-digit SIC92 industry level). Occupation-specific controls we include
are the Routine Task Intensity (RTI, Autor et al. (2003)) and the offshorability

23Most (72%) of the effect on older men’s self-employment is accounted for by an increase in
solo self-employment (Table B.7). Younger men in exposed industries see a larger increase in
self-employment with employees than older men.

53



CHAPTER 2. HOUSEHOLD RESPONSES TO TRADE SHOCKS

index.?* These additional controls do not change our main results. We also show
that our results do not change if we exclude occupation fixed effects. Third, we
assess the sensitivity of our results to another major contemporary trade shock,
namely the accession to the European Union of a number of Eastern European
countries in 2004.25 Accounting for import competition with Eastern Europe does
not alter our main findings, consistent with these countries specialising in quite
different exports to China (Foliano & Riley, 2017). Finally, we examine whether
our results are affected if we control for workers’ exposure to rising export demand
from China. Controlling for UK exports to China also leaves our main results

unchanged.?%

2.3.2 Effects of Import Competition on Family Outcomes

We now turn to consider the impacts of import competition on partnering and
divorce. Changes in family formation and family stability may be an important
mechanism through which labour market shocks can affect broader social outcomes,
including for subsequent generations. Recent work documents how trade shocks
affect family outcomes, and the findings appear to differ by country. Focusing on
individuals aged 18-39, Autor et al. (2019) show how US areas more exposed to
Chinese import competition saw significantly lower marriage rates, lower fertility,
and increased single-parenthood and child poverty. They link the declines in
marriage rates to higher crime and greater mortality among men in affected areas.
However, the effects differ according to whether shocks predominantly affected
male or female workers in the local labour market. In labour markets where
relatively more men were affected, marriage rates and fertility declined. In labour

markets where relatively more women were affected, marriage rates and fertility

24These measures are initially constructed at the four-digit US-SOC2010 occupational classifica-
tion level from the US O*NET database. Official crosswalks are then used to map these measures
into the corresponding four-digit UK-SOC2000 occupation categories.

25Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia, and Slovenia.

26 Autor et al. (2013) also find that incorporating changes in US exports to China had no effect on
their estimates. In contrast, Dauth et al. (2014) find that, in Germany, exports to the ‘East’ (China
and Eastern Europe) helped to offset the negative employment effects. All of this is consistent with
the fact the US and the UK saw large growth in their imports from China but only limited growth
in their exports to China, while Germany saw large increases in both its imports from and exports
to China, and so a smaller deterioration in its bilateral trade balance (Dorn & Levell (2021)).
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increased. In line with this latter result, Keller & Utar (2022) find that female
workers in Denmark who were exposed to Chinese competition in the apparel sector
were more likely to have children, drop out of the labour force and get married
than other comparable workers. The effects were greater for women in their late
30s, with fewer remaining fertile years. They argue their results are consistent
with a reduction in the opportunity costs of raising a family for women. Unlike
Autor et al. (2019), however, they did not find effects on marriage and fertility for
men affected by the shock. In Germany, Giuntella et al. (2022) find that exposure
to import competition from China and Eastern Europe in the 2000s led to lower
fertility, while greater exposure to export opportunities to this region increased it.

They also find a negative and marginally significant effect on divorce for women.

Table 2.4 shows how import competition affected family status, split again by
age and gender. Column (1) focuses on marriage. Different from Autor et al. (2019)
but similar to Keller & Utar (2022), we do not find evidence for the effects on
the marriage rates of young men who were initially unmarried, or on the divorce
rates of young men who were initially married. Among old men, singles in exposed

industries are by contrast significantly less likely to get married.

Turning to divorce, the results in column (2) imply that import competition
leads to a reduction in the likelihood that trade-affected (married) women under
45 get divorced, which is consistent with Keller & Utar (2022) and Giuntella
et al. (2022).27 In particular, a one-unit increase in exposure to import competition
decreases the likelihood of divorce by 2 percentage points. This response is greater
in the presence of children in the household (not shown in Table 2.4), where the
estimated coefficient increases to 2.64 (standard error 0.77). Similarly, we find that
exposure to import competition means that married women under 45 are less likely

to find and cohabit with a new partner (column (5)).

Columns (3) and (4) of Table 2.4 show the effects of import competition on
whether those initially in a couple (column (3)), and those who were initially
uncoupled (column (4)), have a partner in the subsequent wave (irrespective of

whether they are married or not). The effects are small and not statistically

2"Note that in England and Wales overall in 2001, the median age of women at divorce is 37.7
years. The corresponding figure for males is 40.0 years (Office for National Statistics, 2015b).
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significant across all subgroups. This implies that, while the likelihood that young
women (who are exposed to import competition) in married couples divorce their
partners is lower than for other workers, the effect of import exposure on whether

young women have a married or unmarried partner is not as great.

Table 2.4: The Effects of Import Exposure on Divorce and Partnering

1) (2) (3) (4) (5)
A married A divorced A has part. A haspart. A new partner
(if unmarried) (if married) (if couple) (if not couple) (if couple)
Panel A. Young Men
Import Exposure 0.428 0.216 0.211 -0.351 0.651
(1.122) (0.693) (0.436) (0.859) (0.553)
First-Stage F-stat [21.22] [30.42] [28.66] [21.16] [27.88]
Observations 29,854 26,648 34,636 21,866 30,699
Panel B. Old Men
Import Exposure —-3.218*** 0.754 -1.304 —2.639 —-0.856
(1.237) (0.768) (0.878) (2.192) (0.618)
First-Stage F-stat [47.76] [33.06] [36.84] [28.64] [36.62]
Observations 5,233 21,930 22,844 4,319 21,184
Panel C. Young Women
Import Exposure —-0.083 —2.041"** 0.553 1.358 -1.201***
(1.211) (0.655) (0.573) (1.229) (0.458)
First-Stage F-stat [30.24] [33.31] [30.17] [34.34] [31.24]
Observations 28,716 28,126 36,004 20,838 30,698
Panel D. Old Women
Import Exposure 1.906 —0.097 0.824 0.905 0.013
(1.475) (0.461) (0.680) (1.429) (0.320)
First-Stage F-stat [38.69] [41.65] [40.05] [44.05] [40.46]
Observations 6,878 21,498 22,227 6,149 19,647

Notes: Table shows the effect of import exposure on individuals’ family status. Column (1) shows the effects on marriage
for a sample of initially unmarried people. Column (2) shows the effects on divorce for a sample of initially married
individuals. Columns (3)-(4) show the effects on partnering for coupled and uncoupled individuals, respectively. Column
(5) shows the effects on new partnering, that is, finding and cohabiting with a new person. Recall that we denote those
aged 18-44 in 2001 as ‘young’ and those aged 45-59 as ‘old’. We use age and other characteristics of the partner to
assess whether partners of LS members observed in two different waves are likely to be the same individual or not. In
this process, we lose a few observations, which is the reason why the number of observations between columns (3)
and (5) differs. See notes of Table 2.2 for a list of the controls and details on the IV. Standard errors clustered at the
three-digit industry level are reported in parentheses. *p < 0.1, **p < 0.05, ***p < 0.01. Source is ONS Longitudinal
Study.
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Unlike Keller & Utar (2022), we do not find significant effects of import exposure
on fertility, measured as the count of children aged under 10 in the 2011 wave (not
reported in Table 2.4, the coefficient is 0.014 with standard error of 0.971), nor do
we find significantly greater reductions in labour force participation among young
women (column (5) in Table 2.3). This suggests the lower divorce rate among young
women we observe is not driven by a fall in the opportunity costs of starting a
family. A possible explanation for lower divorce rates among young women is that,
by reducing their future expected earnings, exposure to import competition may

leave women more financially reliant on their current partners.

2.3.3 Family Labour Supply Responses to Import

Competition

We next look at the responses of partners of those affected by import competition.
We restrict attention to the sample of ‘stable’ couples, defined as households with
LS members who have a partner in both waves, and whose partners’ characteristics
— the year of birth and gender — do not change. For ease of exposition, we focus on
heterosexual couples — including non-heterosexual couples (approximately 1% of

our sample) in the analysis does not change our results.

The own and partner labour supply responses in response to import competition
are shown for men in Table 2.5 and for women in Table 2.6. In these regressions,
we include controls for partner characteristics (partner’s age, one-digit occupation
and one-digit industry fixed effects), in addition to the previous controls used in
Section 2.3.1. The own-response effect sizes in these tables differ from those in
Table 2.2 and Table 2.3 mainly because those in stable couples respond to the shock
differently to singles. Appendix Table B.9 shows these effects alongside those for
singles. Men in couples who are exposed to import competition are just as likely
to leave manufacturing as single men but are more likely to remain in work, less
likely to be unemployed, and more likely to shift towards self-employment. Women
in couples also behave differently to single women following the trade shock; the
point estimates, although statistically insignificant, suggest that those in stable
couples are more likely to leave the labour force and become inactive than single

women (who are instead more likely to move into unemployment).
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Table 2.5: Import Exposure and Family Labour Supply Responses (MEN)

OWN RESPONSE PARTNER RESPONSE
(1) (2) (3) (4) (6)) (6) (7
A manuf A unempl Aempl A self-empl A active A partnerin work A partner active
Panel A. Men
Import Exposure -7.715*** 0.580** -0.697 1.298***  1.182*** —-0.764 —-0.581
(2.153) (0.236) (0.657) (0.395) (0.402) (0.616) (0.433)
Mean Dep. Var. -11.20 2.18 -28.69 10.20 -16.31 -7.01 -6.91
First-Stage F-stat [30.98] [30.98] [30.98] [30.98] [30.98] [30.98] [30.98]
Observations 51,302 51,302 51,302 51,302 51,302 51,302 51,302
Panel B. Young Men
Import Exposure  -9.406***  0.628** -2.336*** 1.622*** -0.085 -0.907 —0.457
(2.503) (0.312) (0.677) (0.502) (0.225) (0.553) (0.565)
Mean Dep. Var. -8.26 2.12 -17.25 12.08 -3.05 4.55 4.85
First-Stage F-stat  [27.53] [27.53] [27.53] [27.53] [27.53] [27.53] [27.53]
Observations 30,277 30,277 30,277 30,277 30,277 30,277 30,277
Panel C. Old Men
Import Exposure  —-5.917***  0.444 1.603 0.722 2.770*** -0.807 -1.018
(2.215) (0.304) (1.322) (0.746) (0.945) (1.336) (1.239)
Mean Dep. Var. -15.43 2.26 -45.17 7.50 -35.41 -23.67 -23.83
First-Stage F-stat  [36.55] [36.55] [36.55] [36.55] [36.55] [36.55] [36.55]
Observations 21,025 21,025 21,025 21,025 21,025 21,025 21,025

Notes: Table shows the effects of import exposure on men’s own labour supply and the labour supply of their female partners. Samples are
for those in stable couples (those who remain in the same relationship over the period 2001-2011). In addition to the controls described in
the notes of Table 2.2, all regressions control for partner characteristics: partners’ age, one-digit occupation, and one-digit industry fixed
effects. Standard errors clustered at the three-digit industry level are reported in parentheses. *p < 0.1, **p < 0.05, ***p < 0.01. Source is ONS
Longitudinal Study.
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CHAPTER 2. HOUSEHOLD RESPONSES TO TRADE SHOCKS

The final two columns of Table 2.5 and Table 2.6 test for the presence or
absence of added worker effects. In these tables, we focus on the extensive margin
of responses (we discuss changes in part-time status below). Table 2.5 shows that
women in a relationship with men do not increase their labour market activity to
compensate for any earnings losses their partner may have experienced as a result
of rising import competition. Effects on the likelihood that female partners move
into work are negative, small, and not significantly different from zero. This is true
for both young and old women, despite the fact that their male partners are more
likely to be unemployed in 2011 if in an exposed industry in 2001. In Appendix B, we
also investigate heterogeneity in responses across subsamples, including whether
children are present in the household or not, and whether partners were initially
active in the labour market, employed full-time or employed part-time. The results
do not change when we restrict the sample to those with children or young children,

remaining negative and statistically insignificant (Table B.12).

A potential explanation for the absence of an added worker effect among women
is that women’s labour market responses are restricted by social norms that men
should be the ‘breadwinners’ in the couple, particularly if increasing labour supply
would make the woman the couple’s main earner (Bertrand et al., 2015). Another
possible explanation is that the UK unemployment benefit system, based on means-
tested benefits over this period, creates disincentives for women to enter the labour

market if their male partners lose their jobs (Bredtmann et al., 2018).

The results are different when it comes to the responses of men in households
where women are exposed to rising import competition (Table 2.6). The male
partners of women in trade-exposed industries increase their labour supply: each
one-unit increase in import exposure raises the probability their partner is in
work by 1.2 ppt. The effects are stronger for older women, for whom each one-
unit increase in import exposure results in a 1.6 ppt increase in their partner’s
employment. The responses of men to import competition affecting their partners
shown in Table 2.6, mirror those we found for older men directly affected by import
competition shown in Table 2.3, showing an increase in labour market activity
at older ages (when there is, of course, more scope to increase activity). Thus,

increased activity at older ages by men appears to be a means of compensating for
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lost household earnings, whether they arise through shocks affecting men directly

or through shocks affecting their partners.

Appendix Table B.10 and Table B.11 split the changes in the probabilities part-
ners are in work into self-employment and employment, by gender. The increase
in labour supply by the male partners is almost entirely driven by an increase in
self-employment. Partners of older women exposed to trade shocks are also less
likely to transition into part-time employment: each one-unit increase in women’s
import exposure increases the probability their partners remain in full-time work
by 2.4 ppt. In other words, older men respond to shocks affecting their partners by

increasing labour supply on both intensive and extensive margins.

The results on male partners’ labour supply (Table B.13) show that male
responses to shocks affecting their partners are greatest for families where the
youngest child was aged 5-10. A natural question is whether the increase in male
partners’ activity is an increase in activity from men who were initially inactive, or
a reduction in flows into inactivity from those who were initially active. We first
note that about 93% of male partners are active in 2001 (see Table 2.1). We find that
the effects of import exposure on male partner’s labour supply are similar when we
condition on households where male partners were initially active in the labour
market or in (full-time) work in 2001 (see Table B.13, Panels B.1, B.2, and B.4,
respectively). This implies that much of the increase in labour force participation
of men in households in which women are exposed to import competition is driven
by the fact these men are less likely to move into inactivity by 2011. Male partners
who were initially working full-time are also less likely to transition to part-time

work when their partners are exposed to Chinese import competition.

A further question is whether our results are driven by the fact that partners
are exposed to correlated shocks (e.g. partners work in the same industry). As
discussed in Section 2.2, the cross-partner correlation in import exposure is low,
suggesting this is unlikely to be driving our results. To further check this, we
restrict our sample to cases where the partners of LS members are not employed
in trade-exposed industries. The results are shown in Table B.18-B.19 for women
and Table B.20-B.21 for men. The results are similar to those in our main sample,

implying cross-partner correlations in import exposure are not driving our findings.
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To summarise, our results suggest that household labour supply is a potentially
important channel of insurance, especially in households where women are exposed
to trade shocks: male partners of these women increase labour force participation

through greater self-employment and reduced inactivity at older ages.

2.4 Summary and Conclusion

In this chapter, we use linked census data to investigate the responses of households
in England and Wales to increased Chinese import competition in the 2000s.
In addition to studying the impact of this shock on individuals’ employment in
manufacturing and participation in the workforce, we study broader margins of
adjustment at both the individual and the household level, including the shock’s
impact on self-employment, retirement, family formation and family stability, and

family labour supply. Our analysis allows for heterogeneity by gender and age.

We have three key findings. First, we show that the decline in manufacturing
that resulted from the trade shock not only led to an increase in unemployment
but also to an increase in self-employment among males, which acted as a buffer
for affected workers. Most of this increase was accounted for by a greater likelihood
of solo self-employment rather than self-employment with employees. This em-
phasises the importance for researchers of observing self-employment outcomes to
understand worker adjustment mechanisms, especially in settings (such as the UK)
where self-employment accounts for a substantial share of the workforce. We also
observe that older males in exposed industries delay their retirement; this could
either reflect more flexible retirement patterns associated with self-employment,

or workers extending their working lives in response to earnings losses.

Second, we find that, in the UK, import competition significantly reduces the
likelihood of divorce or of living with a new partner for women aged below 45. By
reducing their future expected earnings, exposure to import competition may leave
women more financially reliant on their current partners. In contrast, we find
no evidence of an impact on the divorce rates of married men exposed to import
competition. This is different from the US experience: Autor et al. (2019) find

substantial increases in divorce and marriage rates in local labour markets where
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men were more exposed to the China trade shock. It is however consistent with
findings from other European countries such as Germany and Denmark (Giuntella
et al., 2022, Keller & Utar, 2022). Our results suggest that family breakdown and
other negative social impacts following reductions in manufacturing employment
(e.g. Che et al. (2018) on crime, Pierce & Schott (2020) on ‘deaths of despair’) need
not be inevitable. One possibility is that the scale and nature of these broader
social impacts depend on whether affected individuals transition into inactivity (as
appears to be the case for men in the US) or move into other forms of employment.

Future research is needed to understand the importance of this particular channel.

Third, while we find no evidence that women respond to shocks affecting their
male partners, we do find an added worker effect for men, who are significantly
more likely to be working ten years later if their female partner was initially
employed in a trade-exposed industry. The stronger responsiveness of males here
mirrors our finding on gender differences regarding their own response to trade
shock exposure. The effect is larger for older men, who see greater reductions in

inactivity in response to shocks affecting their partners.

Overall, this chapter shows there is substantial heterogeneity in labour market
and life decisions in response to increased import competition. Men and women
do not respond to trade shocks in the same way, nor do they respond in the same
way to shocks affecting their partners. Future research should investigate to what
extent these differences are driven by differences in opportunities or differences
in constraints, such as social norms. More broadly, heterogeneity in responses to
labour market shocks is important for understanding how they will affect gender
inequality. Understanding how different workers and their families adapt to trade
shocks, and how responses differ across them, is also important for understand-
ing the welfare implications of such shocks and for designing appropriate policy
responses. The findings on the partner responses suggest that the family plays
an important part in providing insurance to workers; individuals without strong

intra-household insurance are likely to be more in need of public insurance.
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CHAPTER

HETEROGENEOUS PRICE ELASTICITIES OF LABOUR
SUPPLY AND OCCUPATIONAL CHANGE!

he structure of employment and wages across occupations has changed con-
Tsiderably in most developed countries over recent decades. Autor et al. (2003)
and Goos & Manning (2007), among the first, show that shifts in occupational
employment are linked to the effect that technological change has on the labour
market. Later research has connected these changes in the job structure to changes
in wage inequality and wages in occupations (Dustmann et al., 2009, Acemoglu &
Autor, 2011, Cortes, 2016, Cavaglia & Etheridge, 2020, Bohm et al., 2022).

Today it is well-established that shifts in the demand for occupations over time
have led to large changes in employment and wages, with many economic and
societal consequences. A smaller body of research has also explored the role of
shifts across occupations in the supply of labour (e.g. Glitz & Wissmann, 2021).
One aspect that has received a lot of discussion in the policy sphere, but with still
limited systematic treatment in research, is the responsiveness of labour supply to
the changing demand for jobs. This refers to the ability of the workforce to adapt
to the changing job market.

LJoint work with Michael J. Bshm (TU Dortmund) and Ben Etheridge (University of Essex).
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In this chapter, we study the role of the heterogeneity of occupational labour
supply in explaining the variation of employment and wage growth between 1985
and 2010. We set up a random utility model of workers’ preferences for occupations
related to, among others, Cortes & Gallipoli (2018) and Card et al. (2018). In this
model, occupational choice depends on wages and the costs of switching between
occupations. The strength of the model is that price elasticities of occupational
labour supply — the elasticity of occupation j’s employment with respect to any
occupation &’s price — can be computed from empirical transition rates between
occupations and baseline employment shares. Given that transition probabilities
and size vary across occupations, the model provides an intuitive reason for why

price elasticities of labour supply vary by occupation.?

As comes naturally out of the model, we distinguish between cross-price elas-
ticities, which capture the impact on employment of changes in the price or wage
in a different occupation, and own-price elasticities, which capture the impact of
price changes in the occupation itself. We show how these price elasticities can be
interpreted in terms of moments of the job flows. For example, we show that a key
term in the cross-price elasticity of occupation j with respect to price changes in
k is the covariance of job flows into these occupations from all other occupations.
This covariance term can be interpreted straightforwardly: Two occupations that
attract the same type of workers are more substitutable than occupations that

attract workers from completely different sources.

We then proceed to use the model to theoretically assess the outcome of an
economy-wide set of wage changes. We decompose the predicted employment
changes into those coming from own-price and total cross-price effects. The own-
price effect is determined both by the own-price elasticity and the size of the wage
(or price) change. Similarly, the total cross-price effect depends on the interaction of
cross-price elasticities and outside wage changes. The resulting outcome depends

subtly on whether close substitute occupations saw wage improvements or declines.

We implement these insights using administrative panel data from Germany,
the Sample of Integrated Employment Biographies (SIAB), which are uniquely

suited for the purpose. The SIAB data follows workers over their entire labour

2In this chapter, we use wages and prices interchangeably.
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market careers and provides a consistent set of 120 occupations for the years
1975-2010. We use workers’ transition flows and occupations’ employment sizes
during the baseline period of 1975-1984 to estimate the price elasticities.? These
display substantial heterogeneity: Own-price elasticities vary by a factor of ten
between the most elastic (e.g. nursery teachers, occupations attending on guests)
and the most inelastic (e.g. physicians and pharmacists, bank and building society
specialists). Similarly, cross-price elasticities vary considerably across occupation
pairs. Most cross-price elasticities are small, but there exist a number of pairs,
often related through broader groups (such as nursery teachers and social work
teachers, or carpenters and concrete workers), that lead to high elasticities of

employment with respect to each others’ price changes.

We validate these price elasticity estimates by comparing them to external
measures. Own-price elasticities are correlated with occupational certification and
regulation requirements, as well as skill requirements captured by the share of
university graduates, or the analytical task intensity of the occupation. However,
there is still a large variation in occupations’ own-price elasticities conditional on
any observables. Cross-price elasticities are correlated with task distance between
occupations, measured as in Cortes & Gallipoli (2018), although again, these
distances cannot explain the majority of actual worker-flow-based cross-price

elasticities, let alone their skewness and high-impact values.

We then analyse changes observed in the economy during 1985-2010 by exploit-
ing our decomposition and first focusing on own-price effects alone. We start by
visualising employment growth against wage growth separately for occupations
that are estimated to be more versus less own-price elastic. We show that more
elastic occupations display significantly higher employment growth per unit of
wage growth than do less elastic occupations. When we formalise this by regressing
employment change onto wage change alongside its interaction with the own-price
elasticity, the interaction term is statistically significant and economically strong.*

This is our first result that heterogeneity in labour supply responsiveness matters.

3We use transitions over five years, i.e. between 1975-1980, 1976-1981, and so on. The SIAB
stands out in its ability to precisely measure workers’ transitions even at longer frequencies.

4The linear correlation of occupations’ employment and wage growth has been analysed by, e.g.
Mishel et al. (2013), Hsieh et al. (2019), Bohm et al. (2022).
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While the own-price effects are illustrative and suggestive, our model implies
that employment growth is also impacted by patterns of wage growth in other oc-
cupations. We show that both own-price and total cross-price effects are significant
and in the predicted direction. Consistent with the theory, coefficient sizes turn
out to be very similar across each of these sources. Our estimates also imply that
occupation pairs with higher similarity tended to experience more correlated wage
growths. In terms of explanatory power, the model including cross-price effects
explains substantially more than the model with own-price elasticities alone: The
R-squared of the model increases from 0.31 to almost 0.4. Overall, these findings
indicate that accounting for wage changes in other occupations — and hence for occu-
pations’ substitutability — is crucial for explaining the evolution of the employment

structure of the economy.

One concern for this analysis pertains to the extent to which occupational
wage growth is exogenous. The chapter’s appendix (Appendix C) studies in detail
the demand side of a model that yields changes in wage rates as an equilibrium
outcome from labour supply and shifts in the relative productivities of occupations
over time. Empirically, we resort to initial task contents (i.e. routine, manual, and
analytical intensities in the early 1980s) in order to isolate shifts in the demand
for occupations during our period of analysis, 1985-2010. We obtain similar results

with this approach, alleviating endogeneity concerns regarding our main results.

The chapter offers a series of extensions and robustness checks. First, we extend
the model to account for non-employment transitions. While we cannot observe
prices or wages for non-employment states directly in our data, we can compute
price elasticities with respect to these states using observed transitions (to and
from non-employment states) as before, and use them in our regression framework
to estimate shadow price changes.’ The estimated role of own- and cross-price
effects turn out similar to our main results. Second, the main results are robust to
estimating the model in shorter intervals (i.e. five-year sub-periods for 1985-2010).

Finally, our findings are also similar whether we measure changes in occupational

5These elasticities can be separately measured (and controlled for) from flows and sizes as long
as the respective non-employment states are in the data (e.g. young workers’ labour market entry,
old workers’ retirement, unemployment).
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prices as the wage growth of period-to-period staying workers or estimate them via

time-varying occupation fixed effects following Cortes (2016).

This chapter contributes to the analysis of occupational change. A large body of
research has studied whether and what kinds of demand shocks have worked on
the occupation and task structures (e.g. Spitz-Oener, 2006, Autor & Dorn, 2013,
Goos et al., 2014), and what effects this has had on employment and wages (e.g.
Autor et al., 2008, Dustmann et al., 2009, Acemoglu & Autor, 2011, Cortes, 2016,
Cavaglia & Etheridge, 2020, Bohm et al., 2022). We advance this literature by
highlighting that a fundamental catalyst of these changes is the flexibility of
labour supply to react to them. Occupation-specific price elasticities implied from
our model can be readily inferred in longitudinal data and they have substantial

power to explain changes in employment and wages over time.

A key advantage of the framework we adopt, in contrast to methods that rely
directly on observed wages, is that the identification of occupation-specific price
elasticities of labour supply is primarily based on worker flow data. Gathmann &
Schonberg (2010) and Cortes & Gallipoli (2018) estimate the components (pecuniary
and non-pecuniary including task distance) of occupational switching costs in this
type of model, while Hsieh et al. (2019) study the effects of discrimination and
Card et al. (2018) market power and wage setting. Our contribution to this model
is to derive price elasticities in closed form, provide direct economic interpretations,

and study their implications for occupational changes over time.

More generally, the results of this work inform a broader debate about how the
labour market will generate the jobs of the future. Autor (2019) discusses training
and re-training options to endow workers with the skills that are needed. More
recently, Autor et al. (2022) show how new occupations and job types emerge from
labour-augmenting and automating innovations. We complement this research
agenda by studying the ability of labour supply to shift employment among the

existing set of occupations at a given period in time.

The chapter proceeds as follows. Section 3.1 presents the model. Section 3.2
describes the data and presents descriptive statistics. The main estimation results

are discussed in Section 3.3. Section 3.4 extends the model and provides robustness
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checks. Section 3.5 concludes. Appendix C includes further details on the theory

and data, supplementary tables and figures, and further robustness checks.

3.1 The Model

We adopt a random utility model of worker preferences that characterises occupation-
specific labour supply functions. This builds on Cortes & Gallipoli (2018) and Hsieh
et al. (2019), who adapt the environment in Eaton & Kortum (2002) to occupational
choices, and Card et al. (2018) who study the selection of workers into firms. We
start by focusing on a static partial equilibrium model with perfect information,
providing a tractable framework for labour mobility decisions under frictions. We

then close the model by specifying labour demand and characterising equilibrium.

3.1.1 Environment

There is a continuum of workers w € ) and a finite set of N occupations. The
number of employers in each occupation is large, such that labour demand is
competitive and there is no strategic wage setting. Every worker is initially and
predeterminedly assigned to an occupation i. Workers subsequently choose occupa-
tions to maximise their utility, which can be interpreted as a total lifetime payoff
and is occupation-combination as well as individual-specific. It includes wages as
pecuniary benefits, a specific cost of switching between occupations i and j, and an

idiosyncratic preference for working in occupation j.

The indirect utility of worker w with initial occupation i choosing occupation j

is given by:
uij(w):Hpj+aij+€j(w) (3.1)
where Op; is the general pecuniary payoff to occupation j. The component p; can
be interpreted as the log occupational price or wage rate offered to all workers per

unit of their skill (we will later simplify our language and refer to this as ‘price’)

and 6 as their pecuniary preference or ‘wage elasticity’ parameter.

The occupation-combination-specific term a;; summarises potential pecuniary

and non-pecuniary costs of selecting occupation j for individuals initially assigned
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to occupation i. These can include lower payoffs as switchers may need to learn new
tasks in j or institutional barriers. Gathmann & Schonberg (2010) and Cortes &
Gallipoli (2018) analyse these costs explicitly — we further discuss this in Section 3.2

— while we let them flexibly affect the labour supply functions that we are after.

The final summand ¢;(w) is an idiosyncratic preference shock for working in
occupation j, which may, for example, include non-pecuniary match components
with occupation-specific amenities or types of coworkers. We assume ¢;(w) is
independently drawn from a type I extreme value (i.e. Gumbel) distribution.®
Draws, including for the current occupation, occur at the beginning of the period.
Based on realised shocks, switching costs, and log occupational prices, workers

decide whether to stay in their occupation or switch to a different one.

3.1.2 Occupational Choice and Price Elasticities

By standard arguments (McFadden, 1973), the assumptions on eq. (3.1) imply that

workers’ occupational choice probabilities are of the form:
exp(fp;+a;;)

YN exp(Opr +air)

ij(p)= (3.2)
where p is the vector of N log occupational prices. We follow the convention
that, by the law of large numbers, 7;; is the fraction of workers switching from
occupation i to j. Choice probabilities are occupation-combination-specific and they
may involve staying in the current occupation (i = j). Intuitively, eq. (3.2) says the
more attractive occupation j is relative to all other occupations, and the lower the
cost of switching to it from i, the higher will be the fraction of workers who will
move to that occupation. Since they are aggregated over idiosyncratic shocks, the

probabilities are not individual-specific and we can omit the index w from now on.

Let 7; denote the share of the working population originating in occupation i,
such that ) ; 7; = 1. One can think of {7;} as the stationary distribution of employ-

ment in a baseline period. Further, let E;(p) be the fraction ending up working in

6Gumbel location p and scale § are general because equation (3.1) can always be recast as
uij(w)= %pj + aéi + E'i(tg)_”, yielding the same choice probabilities (see Card et al., 2018). In that

sense, 0 can be thought of as scaling the importance of wages relative to idiosyncratic shocks.
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occupation j as a function of log occupational prices. This implies that
Ej(P)=ZTi7Tij(p) (3.3)
i
=7jifp=p"
with p* the vector of baseline log occupational prices. From now, we simplify our
language by using ‘prices’ to mean log occupational prices as described in eq. (3.1).
Effect of Individual Price Changes

Our interest centres on (own- and cross-occupation) price elasticities, that is, the
elasticity of occupation j’s employment with respect to any occupation k’s price

(including & = j). Writing e; =InE ;(p), and differentiating eq. (3.3), we obtain:

Remark 1 (Elasticities and Job Flows). The short-term partial derivative of occu-

pation j’s log employment share with respect to k’s log price is equal to:

Oej(p)
——— =0d; 3.4
Opr 7t B4
with
ZiTi(ﬂii(l—ﬂij)) ifj=k
djk = Zﬁ.(nj. k) (3.5)
—% otherwise

Appendix C.1 contains the derivation.

Equation (3.4) shows how these price elasticities can be computed using tran-
sition probabilities (as we discuss in the next section, the transition probabilities
have direct analogues in the data as job flows), baseline employment shares, and an
unobserved pecuniary parameter 6. We return to the estimation of 6 in Section 3.3.

We now focus our attention on eq. (3.5).

Element d j;, in eq. (3.5) can be thought of as a constituent of an N x N matrix of
price elasticities, which we also refer to as ‘elasticity matrix’ or ‘matrix D’ through-
out the chapter. With a slight abuse of notation, we thus refer to elements d;; and
dj; as own- and cross-price elasticities, respectively.” To gauge the empirical con-

tent of this result further, we derive alternative formulations of these elasticities

"Strictly speaking, these elements should be multiplied by 6 as shown in eq. (3.4).
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more explicitly in terms of moments of job flows. This provides further intuition
on what determines the elasticities as well as metrics to compare to other related

measures used in the literature.

To do this, we define some additional terms. First, and as standard, let E;,x =
Y 1;x; be the average of vector elements x; weighted by the stationary employment
distribution {7;}. Then define 7;, = %, such that 7;, gives normalised job flows,
with E;; 7,4, = 1. Normalising the transition probabilities in this way yields moments
that are invariant to occupation size. In this spirit, and in parallel, let Cov, (x,y) =

Y 7; (x; —Er,x) (yi — Er,»). This leads us to the following result:

Remark 2 (Individual Cross-Price Elasticities). For all j # k, the off-diagonal

elements of matrix D can be expressed as:

—djr= 11 x Covy (% j, /i )+ T (3.6)
v [\ - v v
occupational occupational price
importance similarity index

where we examine the negative of d j, rather than d jj, itself, so that we can interpret

higher elasticities by larger positive numbers. Appendix C.1 contains the derivation.

Equation (3.6) above consists of two additive components. First is a substi-
tutability component 7,Covs, (% j,7_ ). It consists of an ‘occupational-similarity’
term that is symmetric between j and £, is invariant to the fineness of the oc-
cupational classification, and captures the pure similarity of occupation in-flows:
If Covy, (% j, 7 1) > 0, then occupations j and % are ‘competing’ for workers and
the cross-price elasticity (i.e. the responsiveness of employment in occupation j to
changes in the price of occupation k) will be higher. This occupational similarity
term is then weighted by an ‘occupational-importance’ term 7, that depends on the
size of the occupation of the price change: Price increases in a smaller competing
occupation will have smaller percentage ripple effects than price increases in a
larger occupation. Second is an occupation-specific intercept which captures occu-
pation &’s contribution to a price index and which, in terms of variability across

occupations, turns out to be quantitatively relatively unimportant.

Likewise, we can reformulate the on-diagonal elements of the elasticity matrix

D, which capture the own-price elasticities. This leads us to the following result:
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Remark 3 (Individual Own-Price Elasticities). For all j = k, the on-diagonal

elements of D, can be expressed as:

de': ZTkCOUTi (ﬂ.,j,ﬂ.’k)-i- 1 - T; ::TjVarTi (ﬂ,,jl+ 1 - T; 3.7)
R7J - , direct price Jjob-flow direct price
aggregate index dispersion index
substitutability

where Var;, (x) =1, (xi - [ETix)2. Appendix C.1 contains the derivation.

Equation (3.7) captures the effect of an isolated change in occupation j’s own
price and has a similar structure to eq. (3.6), though in this case it can be construc-
tively formulated in two ways, each of which provides informative interpretations.
The first formulation includes an ‘aggregate substitutability’ term, that sums sub-
stitutability components from all other occupations. This term captures the fact
that a unit increase in the price of occupation j is equivalent to an equal and
opposite price decline in all other occupations. It is in this sense that the own-price

elasticity captures aggregate substitutability with other occupations.

In the second formulation, on the right-hand side of expression (3.7), the term
7;Vars, (%) can be interpreted as a 4job-flow dispersion’ term, reflecting how
dispersed or concentrated are the inflows to occupation j: Occupations hiring from
a diversity of sources (in this case, a small Var, (ﬁ j)) are more elastic. Following
this line of thought, it is useful to consider that inflows are typically concentrated
if the diagonal element of the transition matrix is close to 1 (meaning everyone
remains in the current occupation) and the off-diagonal elements are close to
0. In this case, Vary, (%_;) is large, the job-flow dispersion component is more
negative, and d; is lower, indicating a lower own-price elasticity. Finally, in both
formulations are ‘direct’ and price-index effects. As in the discussion following
Remark 2, these terms contribute to the level of the elasticity, but little to the

observed variability.

Remarks 2 and 3 show that we can express the price elasticities in terms of
simple moments of the distribution of job flows. Before moving on, it is worth
commenting that in eq. (3.6) we conceptually separate Cov.; (fr j,ﬁ_,k) from 73 in
the final summand, while in eq. (3.7) we interpret 7;Var,, (J’i j) jointly. We for-

mulate the expressions in this way because it is Covy, (%_;,% 1) and 7,;Vary, (%)
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(rather than Var, (7”[ j)) which are invariant to the fineness of the occupational
classification. We discuss this point further in Appendix C.1 using both empirical

evidence and theoretical justification.

Effect of Multiple Price Changes

We now generalise the formulation given in eq. (3.4). The response of the vector of

employment shares to a change in the vector of prices can be approximated by:

v
Ae~~SAp=6DAp (3.8)
Vp

with Ae representing the change of the N x 1 vector of log employment shares, {e;},

and g—; the N x N matrix of partial derivatives ag;( :') V j,k. Given some demand-

side shock and ensuing shock to prices, which we discuss below, the change to
employment shares can be approximated by eq. (3.8). This approximation is exact

for marginal changes in prices.

Equation (3.8) shows how the model traces out a supply curve vector, e(p), of
log employment shares. With a view to our empirical application, we rewrite the

inner product of elasticity matrix D with the vector of price changes as follows:

Aej = 0d;Ap

=9(djjApj+ZdjkApk) 3.9
own-price N——r

effect total cross-

-price effect
where dj is the jth row of matrix D, and, in the bottom line, we separate the
effects of on-diagonal elements in D from those of all off-diagonal elements. To
summarise the intuition, the own-price effect in eq. (3.9) represents the part of
occupations’ employment changes that are due to their own price changing. The
total cross-price effect captures the effect of heterogeneity in price changes across
all other occupations: Intuitively, large price changes in occupations that are very
substitutable with j (i.e. d;; < 0) will have potentially important effects on j’s

employment share. We provide additional formal details in Appendix C.1.
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3.1.3 Labour Demand and Equilibrium

Having primarily addressed the supply side thus far, we proceed to close the model
by specifying an explicit theory of occupational labour demand. We provide a short

discussion here (and later in Section 3.3.3) leaving details to Appendix C.1.

We consider an economy-wide constant elasticity of substitution (CES) produc-

tion function

o-1

=
Y:A(Z,BJ-EJ.T) st. Y pi=1 (3.10)
7

where f3; are the factor intensities of different occupation inputs and o > 0 is the
elasticity of substitution across occupations. As we show in Appendix C.1, this
full supply and demand model allows characterisation of the equilibrium prices
{p;} and quantities {E ;} as a function of productivity shifts (Ab), supply shocks
(As), elasticities d j, and model parameters 0 and o. The thought experiment we
imagine is that the economy is hit by a sudden change in the technology of final
goods production {f;}, which shifts demands for the different intermediate inputs
either to the right (an increase) or to the left (a decrease).® This leads to a new set
of equilibrium prices {p;} and quantities of {£;} labour inputs in all occupations. In
the absence of supply shocks (eq. (3.9)), these price changes are sufficient statistics
for the implied changes in demand — we consider this case in Section 3.3.2. In the
presence of supply shocks (Ae = 0d;Ap + As), the equilibrium model (discussed in
Appendix C.1.2) provides an identification framework which can be implemented

with appropriate instruments — we consider this case in Section 3.3.3.

80ur focus is not on a particular demand-side shock, i.e. production function (3.10) and parame-
ters ; should be viewed as an example production technology. More generally, forces of occupational
demand may include, among others, routine-biased technological change (e.g. Autor et al., 2003),
international trade and offshoring (Autor et al., 2013, Goos et al., 2014), transformation of the
industry structure (Barany & Siegel, 2018), changes in consumption patterns (Autor & Dorn, 2013,
Mazzolari & Ragusa, 2013), or social skills content (Deming, 2017). See also Chapters 1 and 2.
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3.2 Data and the Elasticity Matrix

3.2.1 Data Sources

Our objective is to estimate eq. (3.9). To take the model to the data, we use the
Sample of Integrated Labour Market Biographies (SIAB, Frodermann et al., 2021),
a 2% sample of administrative social security records in Germany since 1975. The
SIAB data contains complete employment histories and wage information for more
than one million employees. This data is representative of all individuals covered
by the social security system, roughly 80% of the German workforce. It excludes

self-employed, civil servants, and individuals performing military service.’

The SIAB data is uniquely suited for the purpose. First, the panel dimension
allows us to measure worker flows over long frequencies. Second, the administrative
nature ensures that we observe the exact date of a job change and the wage
associated with each job. Third, occupation codes are consistently coded from 1975
t0 2010 (NN = 120 occupations). Employers are required to report the kind of job their
employees perform. Miscoding of occupations is thus less likely than in the case
of survey-based data collection. Finally, the wage information is highly reliable.
The SIAB is based on process data used to calculate retirement pensions and

unemployment insurance benefits, so misreporting is subject to severe penalties.

We restrict the main sample of analysis to men aged 25-59 who are working
full-time (excluding apprentices and foreigners) in West Germany.'® We further
drop spells of workers with missing information on occupation and wage, and
wages below the limit for which social security contributions have to be paid.!!
Following Bohm et al. (2022), we transform the spell structure of the SIAB data

into a yearly panel by using the longest spell in a given year. Our final sample

9The German SIAB data has previously been used to study job polarisation (Goos et al., 2014),
earning shocks (Sanchez & Wellschmied, 2020), wage mobility (Riphahn & Schnitzlein, 2016) or
the effects of international trade (Dauth et al., 2014).

OExcluding East Germans allows the sample to be defined consistently during the whole period
1975-2010. Potentially confounding trends that may have affected the price elasticities of women
and foreigners — such as rapidly rising education and full-time labour force participation as well as
declining workplace discrimination (e.g. Hsieh et al., 2019) — are also removed.

H1p preparing the data, we impute censored wages above the upper earnings threshold for social
security contributions (Dustmann et al., 2009, Card et al., 2013) and correct for the wage break in
1983-1984 (Fitzenberger, 1999, Dustmann et al., 2009). See Appendix C.2 for all the details.
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consists of approximately 600,000 unique individuals and 9 million individual x

year observations for the whole period 1975-2010.

Importantly, the SIAB data allows us to compute worker flows (sufficient
statistics for the elasticities d ), changes in occupational employment (Ae), as well
as changes in occupational prices (Ap). As for the latter, we follow the literature on
this, which emphasises that raw wages need to be selection-corrected (Cavaglia
& Etheridge, 2020, Bohm et al., 2022), and use occupation stayers’ (i.e. workers
who do not switch occupations from one year to the next) wage changes as the
main estimate of changes in occupational prices. We show the robustness of our
results using an alternative price estimation procedure following Cortes (2016)
that corrects for worker-occupation-spell fixed effects in Section 3.4. The SIAB data
also allows us to construct other occupational characteristics (e.g. workers’ mean
age by occupation, the share of workers with university degrees by occupation)

that we use below to relate to our price elasticity measures.

To obtain task information in occupations, we use the Qualifications and Career
Surveys (QCS, Hall et al., 2012).12 The QCS, conducted by the Federal Institute
for Vocational Education and Training (BiBB), consists of cross-sectional surveys
with 20,000-35,000 individuals in each wave. Respondents report on the tasks
performed in their occupations, and we categorise them into analytical, routine,
and manual tasks, assigning values based on response frequency. By averaging
responses from pooled QCS data in 1979 and 1985/1986, we compute task intensi-
ties among those three categories by occupation, which we also use to construct a
measure of task distance between occupations following Cortes & Gallipoli (2018).
We study how they relate to our elasticity measures below. In Section 3.3.3, we use

them to instrument demand changes across occupations between 1985-2010.

Finally, to obtain measures of occupation’s certification requirements and degree
of regulation, we use the indicators for standardised certificates and regulation
developed by Vicari (2014). These indicators are based on BERUFENET, the online
career information portal provided by the German Federal Employment Agency —
a rich job title database similar to the US O*NET.

2The QCS have been used to study task intensities in previous studies (see, e.g. Spitz-Oener,
2006, Antonczyk et al., 2009, Gathmann & Schoénberg, 2010)
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Table 3.1 presents summary statistics for the 120 occupations. We highlight
the main points as follows. First, variation in employment growth in the cross-
section of occupation is substantial, with the fastest occupations shrinking at
1.8 log points annually (averaged over the period 1985-2010), or growing at 2.4,
respectively (see also Figure 3.2 below). Second, the annualised wage growth of
occupational stayers (i.e. our main estimate of changes in occupational prices),
is positive on average at 0.58 log points per annum, again with considerable
variation around this average (-0.96 and +2.17 log points for the occupations
with the lowest and highest wage growth, respectively). The same is true for our
alternative measure of occupational prices.!> When it comes to other occupational
characteristics, Table 3.1 shows there exists substantial variation in terms of
occupational certification and regulation, or the share of workers with university
degrees (which, on average across occupations, is below 14%). Finally, we see
how task usage (analytical, routine, manual) varies across the 120 occupations
contained in our data. Consistent with earlier work (Gathmann & Schonberg, 2010),
the table shows that there is a great deal of variation. For example, the median
occupation is more than twice routine-intensive relative to the occupation in the
lowest decile. As a result, task distance between occupation pairs (see Appendix C.2
for details about how this measure is constructed) ranges from essentially zero
(i.e. occupations use identical task sets) to essentially one (i.e. occupations use
completely different task sets). We leave further details on the data, variable

construction and descriptive statistics for Appendix C.2.

3.2.2 The Elasticity Matrix

A strength of the elasticity matrix implied by the theory (eq. (3.5)) is that it can
be computed directly from baseline worker flows. We construct transition rates

across all occupation pairs for individuals who are observed at the endpoints of

4.14

five-year periods within 1975-198 The flow of switchers from origin occupation

13Table C.3 using five-year sub-periods shows there is also substantial variation of employment
and wage growth over time which is, e.g. slower in the economically sluggish early 2000s.

14The baseline period (1975-1984) sample consists of 252,309 unique individuals and 1,794,286
individual x year observations. Using two-yearly or ten-yearly period lengths for the flows does not
make a material difference to our findings. The resulting analysis period 1985-2010 is similar to
Card et al. (2013) and Bohm et al. (2022).
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i to destination occupation j (which includes staying in occupation i) is defined
as the number of individuals who are employed in occupation i in year ¢ and
employed in occupation j in year ¢ + 5. Dividing each element by total flows from
origin occupation i we obtain the transition probability matrix I, which is of size
120 x 120, and element 7;; represents the empirical probability that a worker
employed in origin occupation i switches to j in five years’ time. The transition
probability matrix also implies a steady state vector 7 of size 120 x 1, with element
T; representing occupation i’s size as a share of total employment. With that, we

compute the elasticity matrix D following eq. (3.5).1°

Table 3.2 reports occupations at different quantiles of the elasticity distribution.
In Panel A, we consider the own-price elasticities d ;. Elasticities with respect to
changes in the own price range from 0.07 among physicians and pharmacists to
0.80 among personnel in medical, social, and gastronomy service occupations. This
is consistent with findings below where occupations with higher regulation and
certification requirements, like physicians and pharmacists, are substantially less
own-elastic. A full list of the 120 occupations ranked by their respective own-price

elasticities, together with their employment size can be found in Table C.4.

Panel B shows cross-price elasticities (d ;) between occupation pairs. The high-
est effects of price changes on employment are naturally among related occupations:
from ‘home wardens, social work teachers’ on ‘nursery teachers, child nurses’; from
‘non-medical practitioners, masseurs, physiotherapists’ on ‘medical receptionists’;
and from ‘office specialists’ on ‘stenographers, shorthand typists, data typists’.
While quantitatively these top pairs are within the range of the own-price elastic-
ities, cross-price elasticities fall off quickly from the top and become an order of
magnitude smaller than any own-price elasticities already at the 90th percentile.

This skewness of cross-price elasticities will be underscored below.

15 Appendix Table C.2 presents summary statistics for both matrices, the transition probability
matrix [T and the elasticity matrix D. We also construct these matrices for different five-year
periods (1975-1980,..., 2000-2005, 2005-2010) and study the relation of the respective own-price
and cross-price elasticities across periods. Autocorrelation turns out high, in the range of 0.7-0.85,
even for the long time distances between the early and late periods. This is consistent with the high
autocorrelation of occupational task distance reported in Gathmann & Schénberg (2010) and with
the analysis in Section 3.4 when estimating our model pooled in five-year sub-periods.
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Figure 3.1 focuses on the key components of the price elasticities analysed
in Remarks 2 and 3. In Figure 3.1a, we show how aggregate substitutability
(X2 TRCour, (ﬁ j,ﬁ,,k)) correlates with education, age, task content, and occupa-
tional requirements. Employment in occupations with higher degree share, more
demanding analytical tasks, and higher regulation or certification requirements
are significantly less own-price elastic. As discussed above, this substitutability is

the key component of eq. (3.7), dominating the price index component.'®

Finally, Figure 3.1b plots the occupational similarity component in eq. (3.6),
namely Couvy, (7,7 1), against occupational task distance. Because it abstracts
from the role of occupational importance, ‘occupational similarity’ is the fitting
comparison to task distance which is also symmetric and size-independent (alterna-
tively, the parallel Appendix Figure C.3 shows the plot for cross-elasticities against
occupational task distance). The figure illustrates a negative (and significant)
relationship between measured task distance and occupational similarity, and by
extension cross-elasticities. In other words, the figure shows that the higher the
distance in the task content between two occupations, the lower the cross-price
elasticity (i.e. lower ‘substitutability’ of these occupations). However, we note that
task distance is based only on the set of tasks reported in survey responses and it
explains at most a subset of occupational similarity, which in contrast contains all
information implied by realised worker flows. This last point is underscored by the
fact that task distance is essentially an ordinal variable whereas the skewness of
occupational similarity / cross-elasticities has a natural quantitative interpreta-
tion. Accordingly, Spearman’s rank coefficient provides a substantially better fit in

Figure 3.1b than standard linear correlation.

16The variation in Yz TRCovy, (ﬁ j,ﬁ,,k) is substantially larger than in 7;. As a result, the
relationship of the own-price elasticity with the external characteristics is almost parallel to those
of the substitutability component (see Appendix Figure C.3)
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3.3 Estimation Results

In this section, we present the main estimation results. We start by considering a
version of the model without cross-price effects. We then estimate the full model to
show the role heterogeneous labour supply elasticities play in how occupational
change unfolds. We show this both in linear projections and when isolating occupa-

tional demand shocks via instrumental variables based on initial task content.

3.3.1 Heterogeneity of Own-Price Elasticities

Figure 3.2a plots occupations’ changes in (log) employment — annualised over
the period 1985-2010 — against our measure of changes in occupational prices,
based on stayers’ wage growth. These wage growth rates clearly line up with
their employment growth, consistent with earlier work (Cavaglia & Etheridge,
2020, Bohm et al., 2022). However, there is a significant amount of variation in
the movements of employment and wages across occupations. For example, the
explicitly labelled occupation ‘physicians and pharmacists’ has high occupational
wage growth (over five log points per year) but rather small employment growth,

while ‘assistants’ exhibit high employment but only modest wage growth.

This chapter’s hypothesis is that a substantial part of such heterogeneity is
due to differences in labour supply curves across occupations. To investigate this
empirically, we start by considering own price changes in isolation (i.e. ignoring

cross-price effects) and approximate eq. (3.9) as follows:

Aej(p) I~ ijjApj (3.11)
—_—

own-price
effect

That is, we hypothesise that the effect of occupations’ own price changes on their
employment should be governed by the heterogeneity in elasticities d ;. In the
accompanying Figure 3.2b, we split occupations at the median of d;; and draw two
separate regression lines. The blue circles, including ‘physicians and pharmacists’,
are the occupations predicted to be relatively inelastic in terms of employment
response with respect to changes in their own price, while the red circles, including

‘assistants’, are predicted to be relatively elastic.
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OCCUPATIONAL CHANGE

Indeed, we find that the relationship between occupational employment and
price changes is substantially flatter among the red than among the blue circles.
That is, the employment response associated with a given price change is sub-
stantially stronger among the above-median d;; (high predicted elasticity) than
among the below-median d;; (low elasticity) occupations. The differences on the
regression slopes are not only strongly significant (p-value < 0.01), but also econom-
ically meaningful. As shown in the plot labels, a 1% increase in wages increases
employment by 0.6% for the group with high predicted elasticities but increases
employment by under 0.3% for the low-elasticity group. Appendix Figure C.4 alter-
natively splits occupations into d;; quartiles. The resulting four regression lines
are visibly ranked by predicted labour supply elasticity, with the lowest d ;; quartile
exhibiting the steepest relation of employment vs prices, the highest d;; quartile

exhibiting the flattest relationship, and the middle quartiles ranked in between.

3.3.2 Full Model Implementation. Estimating 0

The analysis in the previous section shows that even a simplified version of our
model helps explain whether occupational changes are characterised by relatively
larger shifts in employment or wages. The full model presented in Section 3.2 is

however equally characterised by price effects that work across all occupations.

We take our model to data fully by developing eq. (3.9) as follows:

Aej = Q(djjApj‘FZk;éjdjkApk)
= 0dgiagAp; + 0djj—dagiag)Dp; + 0) djrApe (3.12)
\ﬁf_d [ -~ J/ k?f . .
fixed relationship of heterogeneity of —],_4
price with employment own-price effect total cross-

-price effect

The top line of eq. (3.12) repeats that displayed in Section 3.2, and includes both
own- and cross-price effects. Following up on the discussion in the preceding section,
it is instructive to further split the own-price effect into a fixed relationship that
one would obtain when regressing employment onto price changes (Figure 3.2a)
and the additional effect of the pure heterogeneity in elasticities d;; (Figure 3.2b).
This is done in the last line of eq. (3.12), where Ediag is the mean of matrix D’s

main diagonal elements, and the heterogeneity is captured by d;; —dgiq a-
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We rewrite eq. (3.12) in a vector regression format as follows:
Ae = a+01DgiagAP +02(Ddiog — D aiag)AP +03(D — Dgiag) AP + €, (3.13)

with Ae and Ap representing the N x 1 vectors of stacked log employment and
price changes, D giq g and Dg;,s the N x N diagonal matrices with elements dgia g
and d;;, and € the N x 1 vector of approximation error. Intercept a accounts for
overall changes in log employment. We have further replaced here the pecuniary
preference parameter with some generic 01, 62, and 03 to indicate that the common

0 represents a model restriction that can be tested in data, as we do below.

Table 3.3 reports the estimates from specifications (3.12) and (3.13).17 The first
column shows the regression of Ae; onto dgia ¢Ap; only. As seen in Figure 3.2a as
well as in prior work (e.g. Bohm et al., 2022), this fixed relationship of employment
with price changes results in a clearly positive and significant slope parameter with
R-squared of 0.29. Then column (2), which allows for heterogeneity in own-price
elasticities dj;, yields an additional positive and significant effect, consistent with
the strong implications of Figure 3.2b. The point estimate on EdiagAp j is also
statistically larger (Wald test p-value < 0.05) than in column (1) and the R-squared

rises by 2 percentage points.

Column (3) of Table 3.3 then adds the cross effects of price changes in other
occupations. Consistent with theory, the coefficient on this is also positive and sig-
nificant. To see why this should be so, notice that, since d; <0 for & # j, a positive
regression coefficient implies that rising prices in other occupations % leads to a
decline of employment in occupation j (see also column (2) of Table C.4). As dis-
cussed above, a stronger implication of the theory is that coefficients 6;—03 should
all capture the same pecuniary preference parameter. Although econometrically
they are allowed to differ, estimated coefficients turn out almost identical across
regressors. Accordingly, we examine the equality of coefficients more formally in
columns (4) and (5). Consistent with 81 = 03 = 03 being fulfilled, the estimates do

not change very much when we run the restricted models (3.11) and (3.12).

17 Alternatively, Appendix Table C.4 considers the case in which own-price effects are not split into
a fixed relationship and the additional effect of the heterogeneity in elasticities d ;, corresponding
to eq. (3.11). The main findings remain the same.
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Table 3.3: Full Model: Three-Type Decomposition (OLS)

Dependent Variable: Ae

Three-Type Decomposition Unrestricted Model Restricted Model
(1) (2) (3) (4) (5)
fixed relationship:  dgiqgAp; 1.59***  1.79***  4.09***
(0.30) (0.31) (0.89) 1.81%**

heter. own effect: (d;; —dgiqag)Ap; 1.25***  4.07*** (0.32) 4.15%**

(0.36) (1.00) (0.70)
total cross effect: Y ;. djrApy 4.02%**

(1.33)

R-squared 0.295 0.314 0.394 0.310 0.394
Number of occupations 120 120 120 120 120

Notes: Regressor in column (4) is dj;Aln p;. In column (5), the regressor is }_;d jr Aln py, i.e. corresponding
to the full model. Standard errors in parentheses; all coefficients shown are significant at the 1% level.
Observations weighted by occupation j’s initial employment size. Period 1985-2010.

An equally noteworthy feature of columns (3) and (5) is that the estimated
coefficients are all substantially larger than those in the other columns (Wald test
p-value < 0.05). The mechanical reason for this feature is that the own-price and
total cross-price effects are negatively correlated. The underlying economics is
that similar, and therefore more substitutable, occupations experienced correlated
price changes over time. To consider this in formal terms, note that when —d ;.
is large, j and %k tend to also experience similar price changes. This leads to
cov(Ap;,djrApr) <0. Then we have that the covariance of the own effect with the

total cross-price effect is given by:

COV(djjApj, Z djkApk) = djj Z COV(Apj,djkApk)
k#j k#j

<0

A further noteworthy feature of columns (3) and (5) is that the R-squared
rises by another substantial 8 percentage points when including the total cross-
price effect. This feature, together with the change in the coefficients, shows that
including these cross-price effects is crucial for a fuller understanding of how

changes in the wage and employment structure of the economy unfold.
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It is instructive to compare our implied labour supply elasticities to existing
work. The literature on employer wage effects finds that the labour supply elasticity
to the firm is around 2-7 (e.g. see Lamadon et al., 2022, and papers cited therein).
Given that switching occupations is likely more costly than switching firms, it
seems plausible that our implied own-price elasticities (now accounting for 6 as
discussed in footnote 7 in Section 3.2) fall into the lower end of this range (average
0d;; =1.8 as dgia ¢ = 0.43). The novelty of our approach lies in the heterogeneity
around the average for own-price (from 0.07-4.15=0.3 to 0.80-4.15 = 3.3) as well
as cross-price elasticities (from essentially 0 to 1.9). This stems from the flows and
substitutabilities between occupations that we model explicitly.'® Our pecuniary
preference parameter can also be compared to Cortes & Gallipoli (2018), who

estimate 0 using US wage data and obtain estimates in the range of 2 and 8.87.1°

3.3.3 Instrumental Variables Estimation

One worry in the analysis so far pertains to the extent to which a substantial
share of the movements in employment and prices may be due to shifts in workers’
supply to occupations. In this section, we provide a high-level summary of the full
equilibrium model of demand and supply considered in Appendix C.1.2 to guide

the empirics of extracting arguably pure shocks to occupational demand.

The full demand and supply model presented in Appendix C.1.2 allows charac-

terisation of the equilibrium as

ej(b,s)=e’((p(b,s)),8) = el ((p(b,s)),b) (3.14)

where b is the vector of relative productivities (i.e. demand shifters (ln f éij))’ s
is the vector of supply shifters, j is for occupation as before, and both supply (s)
and demand (d) curves depend on the full system of prices. We define matrices for

gradients of equilibrium quantities {E;} and prices {p;} as follows:

18Berger et al. (2022) and Jarosch et al. (2019) derive heterogeneity in labour supplies to firms
due to granularity / size differences, a feature contained in but not dominating our mechanism.

9Cortes & Gallipoli (2018) set # = 1 in what corresponds to eq. (3.1) but estimate it via the
dispersion of ¢€; (w), which is equivalent (see also footnote 6 of this chapter).
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Notation | Typical element
dei
ﬁ .
T de;

—
—
—

Then we have that changes in prices and employment are given by:
Ap=VAb+SAs (3.15)
and

Ae ==ZAb+T'As
=0DVAb-oc(l -W)SAs (3.16)

with V = (gD +1 )_1 (I — W) where W stacks occupation sizes 7. These expressions
describe changes to employment and prices in terms of demand and supply shocks,

price elasticities, and model parameters 6 and o.

Combining eq. (3.15) and eq. (3.16), we obtain our basic regression equation
Ae = 0d;Ap + As. In the absence of supply shocks (i.e. As = 0), OLS is sufficient.
The logic of requiring the IV is that dAp might be correlated with supply shocks.

Instrumentation. Suppose we have a variable, which we denote r;, which is

correlated with demand shifters In lf;ij but not with supply shifters As;. In matrix

notation, we have that:

Ab=x1y+Ar+1

where x and A are scalars, 1y is a vector of ones and 7} is a vector of shocks.
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Then, from eq. (3.15):

Ap=VAb+SAs
— Ap=AVr+é+SAs

— DAp=ADVr+Dé+DSAs
-1

0
=/1D(—D+I (I -W)r+De+DSAs
o

0 -1
:AD(—D+I) r+Dé+DSAs
o

where the second line follows from the first because, if v;; is the i, jth element
of V, then } ;v;; = 0 (see Appendix C.1.2 for more details on this). Vector ¥ is the

employment-share-weighted-demeaned version of r and finally, €= V7.

In terms of regressing Ae; on the vector of price changes, this implies that,
if G=D(¢D+1I )_1 and g; is the jth row of this matrix, then an appropriate
instrument for d;Ap is g;¥, or equivalently g;(I/ — W)r. For cases in which we
focus only on the own-price effects (i.e. assuming the off-diagonal elements of the
elasticity matrix D equal zero), we have that the vector  will be pre-multiplied by
Gdiag =Dadiag (gD +1 )_1. We assume g = 1 throughout the chapter as a benchmark.
In Appendix Table C.5, we show the robustness of our results to different values of

g. We now turn to the vector r.

We proxy for relative productivity shocks based on initial task content. As dis-
cussed in Section 3.2, we employ survey information that asks workers which tasks
they carry out in their jobs to construct measures of analytical, routine, and manual
task intensity across occupations in the late 1970s and early 1980s. Following the
literature on routine-biased technical change (RBTC, Autor et al., 2003), several
important papers have shown that occupations intensive in analytical tasks grew
quite strongly, whereas employment in routine-intensive occupations declined in
the late 1980s and the 1990s (Autor et al., 2008, Acemoglu & Autor, 2011). For
Germany, Bohm et al. (2022) shows that the overall demand shift was negative

for manual-intensive occupations, with employment, average wages, as well as
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skill prices declining after 1985.2° We thus approximate occupation j’s (negative)
demand shocks during 1985-2010 as

r; =(routinej+manual;)—analytical;

The idea is that occupations initially scoring high on routine and manual
relative to analytical tasks will decline during the sample period, in terms of wages

and employment, compared to occupations that score low on our measure r;.

Table 3.4 reports the estimation results from the full model, comparing the IV
to the OLS from above. We focus directly on the restricted model (Table 3.3 already
indicated that the estimates for 0 are very similar across regressors). Remarkably,
the IV estimates turn out not too different from the OLS, both in terms of size and
significance, confirming the conclusions from the previous section and alleviating

endogeneity concerns regarding our main results.

Table 3.4: Full Model (OLS-IV)

Dependent Variable: Ae

Three-Type Decomposition 1) @) 3)
(Restricted Model)

OLS v OLS v OLS v
fixed relationship: EdiagApj 1.59*** 1.21***

(0.30)  (0.36)
own effect: djjAp; 1.81%** 1.32***

(0.32) (0.38)
own & cross effect: ZgzldjkApk 4.15%** 4.95%**
(0.70)  (1.47)

Number of Occupations 120 120 120 120 120 120
R-squared 0.295 - 0.310 - 0.394 -
F-stat 1st Stage - 101 - 96 - 11

Notes: OLS and instrumental variable two-stage least squares (IV-2SLS) estimation results of the restricted
model. In columns (1)-(2), the instrument is Dg;q, (gD +I)_1(I —W)r. In column (3), the instrument is

D (gD +1 )_1 (I - W)r. Standard errors are in parentheses; all coefficients shown are significant at the 1%
level. Observations weighted by ;j’s initial employment size. Period 1985-2010.

20Bghm et al. (2022) caution the QCS questionnaires have some difficulty distinguishing between
routine and manual job tasks. See also Rohrbach-Schmidt & Tiemann (2013) for details about
classifying tasks in the German context. It is likely that our manual measure is capturing what
other papers (e.g. Spitz-Oener (2006)) have referred to as ‘routine manual’.
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3.4 Extensions and Robustness

This section summarises findings from extensions and robustness checks of the
main results. The model is extended to non-employment transitions in Section 3.4.1.
We then discuss estimates in five-year sub-periods and finally, in Section 3.4.3,

with an alternative method of estimating occupational prices.

3.4.1 Accounting for Non-Employment Transitions

A driver of heterogeneity in occupational growth that we have omitted so far
is the extensive margin of employment. This may be particularly important if
young workers’ entry and old workers’ exit from the labour market affects specific
occupations’ growth (in the case of US routine occupations this was prominently
shown by Autor & Dorn, 2009). The secular decline of German unemployment from

the mid-2000s may also be relevant in this respect.

In line with eq. (3.1), we interpret indirect utility in M different non-employment
states m € {N +1,...,N + M} as containing pecuniary payoffs, transition costs, and
idiosyncratic components. While pecuniary payoffs p,, are unobserved, the empiri-
cal framework can be extended in order to model-consistently control for switches

to and from different non-employment states.?!

We start by computing a new elasticity matrix that includes all transitions to
and from non-employment states. Then consider eq. (3.12) with N + M occupations,

with M referring to non-employment sectors:

N+M N N+M
Nej=0 > djplApr=0) djrApr+ Y. OApn)djm (3.17)
k=1 k=1 m=N+1

The first summation on the right-hand side represents our standard (own- and
cross-occupation) effects, while in the second summation, we explicitly group factors
0Apn, together. This is to indicate that d ;,,, are control variables for the occupation
J’s predicted elasticity with respect to non-employment state m. The OAp,, coeffi-

cient on the respective control represents the combination of pecuniary preferences

21As discussed in the previous section, regressions so far included a constant that captures
employment growth from sources other than direct occupational transitions (e.g. due to general
growth of the working-age population). Now we allow for such contributions to vary by occupation.
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and changes in non-employment ‘prices’. This product cannot be disentangled, as

Apn, is unobserved, but other than that the model is again identified.

Appendix C.4.1 shows the results from these estimations with M = 3 different
non-employment sectors: unemployment, out of the labour force (during the career
and including part-time as well as employment with benefit receipt), and entry
or exit due to newly joining the labour force at age 25-32 or retiring at age
52-59.22 The R-squared is consistently higher in all specifications as more of
the heterogeneity in employment growth can be explained when allowing for
occupations’ different elasticities with respect to non-employment states. However,
the estimated role of own- and cross-price effects turn out similar to before (see
Table C.6 and Table C.7). Results also do not substantively change when further
separating part-time work and work with benefit receipt from out of labour force,
or when merging the three states into one single non-employment sector (results

not reported but available upon request).

3.4.2 Analysis in Five-Year Sub-Periods

In the main analysis, we study changes in occupational prices and employment
over the period 1985-2010. We now split this longer interval into five-year sub-
periods (1985-1990, 1990-1995, 1995-2000, 2000—-2005, and 2005-2010), to explore

robustness and potential temporal heterogeneity.

The pooled panel sample containing 600 observations (120 occupations x 5

sub-periods) is used to estimate an extended version of eq. (3.12):

Aejt =a +0djjApjt +0 Z djkApkt +0; (-I-)/j)-i- €t (3.18)

>y
where ¢ refers to a five-year period, and the matrix of elasticities D can be obtained
using the baseline period 1975-1984 as previously or using the lagged matrix
from the preceding five-year period (e.g. for the period 1995-2000, the matrix of

22A limitation of the records from unemployment insurance is that we cannot observe the exact
reasons for individuals entering or leaving the dataset (e.g. health shock, discouraged worker,
emigration, self-employment, military service or becoming a civil servant). Outside the age range
for labour market entry or retirement, these are all treated as out of the labour force for our
purposes.
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elasticity is computed using employment transitions over the period 1990-1995).%3

The period fixed effects (6;) capture unobserved time-specific shocks or trends
that affect all occupations uniformly within each sub-period. A more demanding
specification additionally includes occupation fixed effects (y;), removing average
occupational growth over 1985-2010 and identifying only from accelerations /

decelerations in the respective sub-period.

The results are shown in Appendix C.4.2. Graphically, Figure C.5 plots prices
against employment growth for the pooled sample of 600 occupation-sub-periods
(panel a) as well as separately for each sub-period (panel b), analogous to the
main text Figure 3.2b. The previous finding is strengthened in the sense that
each regression slope for above-median own-price elastic occupations is flatter
than any slope for below-median own-price inelastic occupations. Linear OLS
(Table C.8) and IV estimation (Table C.9) on the pooled data essentially reproduce
the results obtained in Section 3.3. Even in estimations with occupation fixed effects
(y;), which only use deviations of price changes from their 1985-2010 averages
interacted with the price elasticities, results are broadly similar to before.? Overall,
estimation in a series of shorter intervals shows that the role of occupational price
elasticities persists, with some evidence that even acceleration / deceleration
of price growth in different sub-periods is translated into employment growth
according to these elasticities. These results are also robust to using alternative

estimates of occupational prices, which we now turn to discuss.

3.4.3 Alternative Price Estimation

The results so far use the annual wage growth of workers who do not switch occu-
pations (i.e. occupation stayers) as the main estimate of an occupation’s changing
log price or wage rate per efficiency unit of skill. This accounts flexibly for the
selection into occupations based on observable and unobservable individual char-
acteristics. Now we use an alternative price estimation that also controls for the

occupation-specific effect of time-varying observable characteristics on wages.

23Consistent with the high autocorrelation of matrix D over time, results are similar whether
we use the baseline or the lagged elasticity matrix.
24We can only do the OLS for this as the instrument does not vary by period.
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In this approach, originally proposed by Cortes (2016), observed log wages for

individual w in period ¢ are estimated by

Inwi(w) = Zth(w)(pjt + Zth(w)Xt(w)(j + ZthKj(w) + py(w) (3.19)
J J J

where Z ;(w) is an occupation selection indicator that equals one if individual w
chooses occupation j at time ¢, ¢;; are occupation-time fixed effects, and «x;(w)
are occupation-spell fixed effects for each individual. The model allows for time-
varying observable skills (e.g. due to general human capital evolving over the
life cycle) by including in the control variables X; a set of dummies for five-year
age bins interacted with occupation dummies.?’ Finally, u;(w) reflects classical
measurement error, which is orthogonal to Z;;(w). It may be interpreted as a
temporary idiosyncratic shock that affects the wages of individual w in period ¢
regardless of their occupational choice. The estimated occupation-year fixed effects
() are the parameters of interest, which allow studying changes over time (in
our case, 1985-2010) in occupation’s log prices (Ap ;).

The results using prices a la Cortes (2016) are presented in Appendix C.4.3.
The main figures of this chapter are replicated using these alternative prices in
Figure C.6. The main regression results (Table C.10-C.11-C.12-C.13), including
those when accounting for non-employment transitions, turn out very similar. Our

findings hence remain consistent and robust to this alternative price estimation.

3.5 Summary and Conclusion

Shifts in the demand for occupations have led to large changes in employment
and wages (Goos & Manning, 2007, Cavaglia & Etheridge, 2020). One important
aspect that remains unexplored is the responsiveness of labour supply (i.e. the
ability of the workforce to react) to the changing demand for jobs. In this chapter,
we study the role of the heterogeneity of occupational labour supply in explaining

the variation of employment and wage growth between 1985 and 2010.

25The bins are for ages 25-29, 30-34, 35-39, 40-44, 45-49, 50-54, and 55-59.
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We propose a measure of occupation-specific labour supply elasticities, captur-
ing the impact on employment of changes in the wage structure across occupations.
These include wage changes in the occupation itself (own-price elasticities) and
wage changes in other occupations (cross-price elasticities). We show how these
price elasticities can be interpreted in terms of moments of the job flows and study
how they relate to several occupational characteristics such as occupational cer-
tification or task content. We implement our framework in administrative panel
data from Germany with long-running occupation information. The findings of
this chapter show that heterogeneity in labour supply responsiveness matters, and
that accounting for wage changes in other occupations is crucial for explaining the

evolution of the employment structure of the economy.

We close the chapter by discussing several avenues this research opens up for
further exploration. First, our framework allows us to conduct "what-if" scenarios
to better understand the potential impact of specific changes. For example, a
pertinent counterfactual might involve considering a scenario where occupations
with lower elasticities were brought up to the median (own-price) elasticity. This
could provide insights into potential policy interventions to enhance labour market
flexibility and responsiveness. Second, while the research’s primary focus spans
from 1985-2010, there exists an opportunity to extend the analysis to more recent
years, specifically from 2012 onwards, with a new classification of occupations.?8
Finally, exploring the ripple effects of labour supply elasticity on individuals’
careers presents another future avenue. This entails understanding how shifts in
demand and supply dynamics influence occupational mobility, career trajectories,

and wage growth prospects for different segments of the workforce.

26The introduction of the new occupation code KldB 2010 in 2011 led to several serious problems
(e.g. an increase in missing values for variables relevant in our framework) for the year 2011.
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APPENDIX TO CHAPTER 1

A.1 Supplementary Figures & Tables

Figure A.1: Industrial Robots in GB (1993-2018), in Absolute Value
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Source: Own calculations based on IFR data

113



APPENDIX A. APPENDIX TO CHAPTER 1

Figure A.2: Capturing the GB Robot Penetration Trend: EURO2 vs EURO5

257 EUROS as in Acemoglu and Restrepo (2020)
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Notes: EUROS5 refers to the average of the following countries: Denmark, Finland, France, Italy,
and Sweden. Source: Own calculations based on IFR, EU KLEMS, and EUROSTAT data.

Figure A.3: Share of Manufacturing Employment: GB vs EURO2

16 France

W Great Britain
Norway

i\-\"\n—n\

8 -\H\H

Manufacturing Share over Total Employment (%)

6 -
1995 1998 2003 2008 2013 2018
Source: Own calculations based on EU KLEMS, and EUROSTAT data.

114



A.1. SUPPLEMENTARY FIGURES & TABLES

Figure A.4: Exposure to Robots and Exposure to Computer Technology
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Notes: Plot of the exposure to robots and the exposure to computer technology (ICT capital). Data comes from
the IFR and the EU KLEMS. The solid line corresponds to a linear fit with the baseline district population as

weights. Marker size indicates the baseline 1995 population in the district.

Figure A.5: Exposure to Robots and Exposure to Chinese Imports
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Notes: Plot of the exposure to robots and the exposure to Chinese imports. Data comes from the IFR and
the UN Comtrade. The solid line corresponds to a linear fit with the baseline district population as weights.

Marker size indicates the baseline 1995 population in the district.
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Table A.1: Summary Overview of Most Relevant Papers.

Authors Country(s) Period Observations Model Main Datasets used Main Results
. - Robot densification increased annual growth of labour productivity by
Graetz & 17 countries about 0.36 percentage points
Michaels (US, 14 EU, 1993 238 noﬁi@.w.cmzm:% OLS and - IFR data, EU KLEMS - Robot densification is associated with increases in both TFP and wages,
South Korea, 2007 observations v R K .
(2018) Australia) and reductions in output prices.
- Robots reduce the share of hours worked by low-skilled workers.
-IF EU KLEM
_w. data, EU . S . - Large and robust negative effects of robots on employment and wages
Acemoglu - US industry-data: i) County Businness (mainly in manufacturing)
g 722 US commuting Patterns (CBP), ii) NBER-CES dataset, Y X £). ) ,
& 1990- OLS and ... . . - The negative employment effects are mostly in routine manual
Us zones (local labour iii) Bureau of Economic Analysis (BEA), . . Y .
Restrepo 2007 v . . occupations, and in particular in blue collar.
markets) and iv) Bureau of labour Statistics (BLS). ..
(2020) - Negative impacts for both men and women.
- 1970, 1990, 2000 Census data Robots have very different effects from ICT.
- American Community Survey (ACS) v )
- Robot exposure reduces the labour share and increases producti-
vity. No employment effect at all: displacement effects in manufacturing are
offset by new jobs in services.
Dauth -IF EU KLEM
aut 1994- 402 local labour OLS and R data, C . .m« UN Comtrade - Two adjustment mechanisms: i) reduced creation of new jobs for younger
et al. Germany - German administrative labour data ey 1 .
2014 markets v . . workers, and ii) skill upgrading.
(2021) - Establishment History Panel (EHP) . . . . . .
- Earnings inequality: workers who are retained by their plants experienced
positive earnings effects. Workers forced to switch plants, industries, or
leave manufacturing see significant earnings losses.
Finland - One additional robot per thousand workers reduces employment rate by
. . ? . - IFR data, EU KLEMS, UN Comtrade  0.16-0.20 percentage points.
Chiacchio France, 116 regions, 18 . . i . . . .
1995- . - European Community Household Panel - Displacement effect is particularly evident for middle education workers
et al. Germany, demographic groups, OLS . R
(2018) Ttaly. Spain 2007 2088 observations - European Union Statistics on Income and young cohorts.
% Opain, and Living Conditions (EU-SILC) - Men are more affected than women.
Sweden X
- No robust results on the impact of robots on wages.
- Robots in the US have an important negative impact on employment in
Faber Mexico 1990- 1,806 commuting OLS and - IFR data, UN Comtrade WMMMMMMHMVMFMMMMMM MM«M,“MMW &“MMWQ exports to the US and fewer exports-
(2020) 2015 zones v - Mexican Census data: 1990, 2000, 2015 - Foreign robots reduced engagement in Mexico by about 2 million workers
between 2000 and 2015.
- Positive and significant output effects of robot adoption. Robots raise firm-
level employment by around 10%.
Koch et al. Spain 1990-  approx. 4,600 firms OLS and - Encuesta Sobre Estrategias Empresari- - Larger and more productive firms are more likely to become first time robot
(2021) P 2016 in 20 industries Probit  ales (ESEE) adopters. More skill-intensive firms are less likely.
- An increase in robot density has a significant negative impact on employ-
ment in firms that do not adopt robots.
s - Firms that use more automation technologies increase their total sales,
Aghi 19,448 plants within total empl t 1 1 t of medium-skill and low-skill
gnion 1994- 16,227 firmsin 245 OLS and - French administrative data, the DADS oo STipioyment, as well as employment of mecium-skiil and Jow-ski
etal. France 2015 manufacturin, v and INSEE databases workers.
(2023) industries g ’ - The productivity gains from higher automation benefit both consumers

through lower prices and firm owners via increased profits.
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Table A.3: Effects of Industrial Robots on Employment: Alternative Inference following Borusyak et al. (2022)

IV ESTIMATES, LONG-DIFFERENCE SPECIFICATIONS, 1998-2018

Weighted by Population Unweighted
1 (2) 3) (4) (%) (6)
Panel A. Employment-to-Working-Age Population (change in pp)
GB Exposure to Robots 0.0259*** 0.0478*** 0.0753*** 0.0755*** 0.0826*** 0.0914***
(0.0070) (0.0037) (0.0068) (0.0054) (0.0053) (0.0079)
R-squared 0.38 0.52 0.62 0.71 0.68 0.58
Panel B. Employment to Total Population (change in pp)
GB Exposure to Robots 0.0153*** 0.0296"** 0.0469*** 0.0470*** 0.0517*** 0.0591***
(0.0043) (0.0027) (0.0053) (0.0042) (0.0041) (0.0054)
R-squared 0.33 0.43 0.51 0.61 0.59 0.54
Panel C. Log Change in Total Employment
GB Exposure to Robots 0.0318*** 0.0679*** 0.1075*** 0.1078*** 0.1200*** 0.1376***
(0.0099) (0.0088) (0.0168) (0.0130) (0.0131) (0.0182)
R-squared 0.23 0.37 0.35 0.52 0.51 0.44
Number of Industries 17 17 17 17 17 17
Number of Districts 380 380 380 380 380 380
Region dummies v v v v v v
Demographics v v v v v v
Industry characteristics v v v v v
ICT exposure v v v v
Exposure of China imports v v v
Exclude top 1% districts v

Notes: Table presents 2SLS estimates of the effects of exposure to robots on several district-level outcome variables for the period 1998-2018. Panel A presents long-difference
estimates for changes in the employment-to-working-age population ratio. Panel B presents changes in the employment-to-total population ratio. Panel C for changes in log
total employment. The regressions in columns (1)-(5) are weighted by baseline population, while the regressions in column (6) are unweighted. Robuts standard errors
following Borusyak et al. (2022) in parenthesis. * p<0.1, ** p<0.05, *** p<0.01.
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Table A.5: District-level Results by Sectors: Further Robustness Checks (II)

IV ESTIMATES, LONG-DIFFERENCE SPECIFICATIONS, 1998-2018

Baseline Unadjusted Adjusted Adjusted Only Only IFR robot
Estimates EURO2 EURO3 EURO4 Finland France stock
(1) (2) 3 4) (5) (6) (7
Panel A. MANUFACTURING, Employment to Working Age Population (change in pp)
GB Exposure to Robots 0.0083 0.0083 0.0079 0.0080 0.0068 0.0084 0.0049
(0.0091) (0.0091) (0.0099) (0.0104) (0.0120) (0.0089) (0.0118)
R-squared 0.55 0.55 0.55 0.55 0.55 0.55 0.55

Panel B. NON-MANUFACTURING, Employment to Working Age Population (change in pp)

GB Exposure to Robots 0.0672***  0.0672***  0.0704*** 0.0712*** 0.0773** 0.0661*** 0.0690***
(0.0236) (0.0236) (0.0256) (0.0268) (0.0304) (0.0225)  (0.0262)
R-squared 0.29 0.29 0.29 0.29 0.29 0.30 0.29

Panel C. MANUFACTURING, Employment to Total Population (change in pp)

GB Exposure to Robots 0.0054 0.0054 0.0052 0.0054 0.0048 0.0055 0.0032
(0.0057) (0.0056) (0.0062) (0.0064) (0.0074) (0.0055)  (0.0074)
R-squared 0.56 0.56 0.56 0.56 0.57 0.56 0.57

Panel D. NON-MANUFACTURING, Employment to Total Population (change in pp)

GB Exposure to Robots 0.0416"* 0.0416** 0.0444** 0.0457** 0.0503** 0.0407*** 0.0432"*
(0.0163) (0.0163) (0.0177)  (0.0186) (0.0211) (0.0156) (0.0174)
R-squared 0.26 0.26 0.25 0.25 0.24 0.26 0.25

Region dummies
Demographics

Industry characteristics

ICT exposure, China Exposure

SNENENEN
SSENENEN
SSENENEN
SNENENEN
ESRNRNEN

ENENENEN
ENENENEN

Notes: Table presents 2SLS estimates of the effects of exposure to robots on two district-level outcome variables for the period 1998-2018 separately for
manufacturing and non-manufacturing industries, as in Table 1.3. Each column presents different specifications as robustness checks. Column (1) reports the
baseline estimates as in columns (4) and (7) in Table 1.3. Column (2) presents results for the penetration of robots without the adjustment term. Column (3)
considers the EURO3 adjusted RPR. EUROS3 refers to the average of Finland, France, and Norway. Column (4) uses the EURO4 adjusted RPR. EURO4 refers to
the average of Denmark, Finland, France, and Norway. Column (5) uses Finland as the instrument country. Column (6) uses France instead. Finally, column (7)
considers the stock of robots as provided by the IFR. All models control for a full set of covariates. The regressions are weighted by baseline district population.
Standard errors that are robust against heteroskedasticity and clustered at the county level are given in parentheses. * p<0.1, ** p<0.05, *** p<0.01.
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A.2 Data Appendix

A.2.1 Industry Mapping

The industry classification available in the Business Register and Employment
Survey (BRES) corresponds to SIC 2007, whereas SIC 1992 is used in both prede-
cessors, the Annual Business Inquiry (ABI) and the Annual Employment Survey
(AES). To consistently map SIC 1992 industries into the 17 main industries con-
sidered in the analysis of Chapter 1 (corresponding to SIC 2007 classification
or ISIC Revision 4 codes, see Table A.2), we proceed as follows. First, note that
SIC 2003 is essentially identical to SIC 1992 at the three-digit aggregation level
and above. We then use an official spreadsheet with proportions mapping each
SIC 2003 industry category to one or more SIC 2007 industry categories at each
of the three-digit level (with proportions describing the likelihood of each such
correspondence). These spreadsheets are based on mappings created using the
Inter-Departmental Business Register (IDBR), the continually-updated universe
of UK VAT- or PAYE-registered businesses maintained by the ONS. The mapped
industries at the three-digit level are then aggregated into the 17 industries.!

A.2.2 Comparable Data across GB Employment Surveys

From 2016 onwards, the coverage of the ONS Standard Business Survey Popula-
tion was extended to include a population solely Pay-As-You-Earn (PAYE) based
businesses. This improvement in coverage is estimated to have increased the busi-
ness survey population by around 100,000 businesses. This increase has led to an
increase in the estimate of the number of employees. For 2015, data is provided for
both samples (the old one and the new one, with the mentioned improvement). We
perform a comparison between both datasets by industry and region to assess the
extent to which employee estimates are affected. Later, this information is used to

rescale surveys accordingly. See ONS (2017) for further details.

IThere are a few industries we are not able to map due to data unavailability for the crosswalk.
These include: "010: DEFRA/Scottish Executive Agricultural Data", "102: Mining and agglomeration
of hard coal", "120: Mining of uranium and thorium ores", "950: Private household with employed
persons”, and "990: Extra-territorial organisations".
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A.2.3 Trade Data Mapping

Trade information is used from the United Nations Commodity Trade Statistics
Database (UN Comtrade). This is an international database of six-digit product-
level information on all bilateral imports and exports between any given pair
of countries. It provides product-level trade values (in $US) using a six-digit
Harmonised System (HS) commodity description. For the purposes of Chapter 1,
HS-1996 (also known as HS1) is used. In order to link trade information to the
SIC 2007 industry codes, product concordances from the United Nations Statistics
Division and the World Integrated Trade Solution (WITS) are used.

A.3 Theory Appendix: Robots and Employment

The empirical approach adopted in Chapter 1 is based on the theoretical task-based
model in Acemoglu & Restrepo (2020), which builds on some of their earlier work
(Acemoglu & Restrepo, 2018, 2019). Below, we provide a brief summary of the
model where robots compete against workers in the production of different tasks.
Robots can perform some tasks, while other tasks can only be completed by human
labour. The demand for labour thus depends on the set of tasks robots can perform.
To develop intuition, we start by considering the model without trade between local

labour markets. A summary of the model with trade is considered later.

A.3.1 Without Trade between Local Labour Markets

An economy is made up of local labour markets (hereon, LLM)? where most adjust-
ments to shocks take place (Moretti, 2011). Each LLM i has constant elasticity of
substitution (CES) preferences over an aggregate of the output of several industries

(denoted by j), given by the following expression
o=y 5o
vi=(Y iy, ) (A.3.1)
jeJ

where o > 0 denotes the elasticity of substitution across goods produced by different

industries and v;’s are share parameters that designate the importance of industry

2We employ the term local labour market here for a more general theoretical formalisation.
Recall that this chapter uses Local Authority Districts (LAD) as a proxy of GB local labour markets.
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J in the consumption aggregate, with } ;c;v; = 1. In the autarky equilibrium,
each LLM consumes all its own production of each industry-good, X;;, such that
Xij=Y;jforalliel and j € J. Let the consumption aggregate in each LLM be
the numeraire (with price normalised to one) and Pg be the price of the output of

industry j in LLM i.

An industry produces output by combining tasks s € [0,1] in fixed proportions
such that
Xij=Aij min xij(s) (A.3.2)

where A;; is the productivity of LLM i in industry j and x;;(s) is the quantity of
task s utilised in order to produce X;;. It follows that differences in productivity
(A;;) and the relative importance of the industry in the consumption aggregate
(v;) result in differing shares of industry employment across LLMs. Next, assume
the productivity of robots for every task is normalised to one and the (relative)
productivity of labour is equal to A > 0. In each industry, tasks s € [0,M] are
assumed to be technologically automatable. Then, the production function for task

s follows
AL;i(s) ifs>M;
xii)=4"" " ’ (A.3.3)
ALij(S)+Rij(S) ifs< Mj
where L, (s) and R;(s) denote labour and robots used in the production of tasks s
in LLM i and industry j, respectively. Recall that the model is task-based; there is
a cutoff point M below which tasks are technologically automatable and hence can
be performed by workers (labour) or robots. Because tasks above the threshold M
have not yet been technologically automatable, they must be completed by labour.

The model assumes this cutoff point is common across all LLMs.?

Further, supply of labour L; and robots R; in each LLM are defined such that

Wi = iniL‘; (A.3.4)
R;\n
Qi=ai(y) (A3.5)

3Note that whereas ICT is modelled complementing labour (increasing 1), robotisation takes
the form of an increase in the number of tasks where robots can replace labour (d M) (Faber, 2020).
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with € > 0 and 1 > 0, @; the price of robots, W; the wage rate, and w; and q; the
local supply curve shifters in LLM i. It follows that 1/e is the Frisch elasticity
of labour supply, while 1/7 is the elasticity of the supply of robots. These supply
equations, together with market clearing conditions for labour and robots, are
considered when firms maximise their profits. Finally, a simpliflying assumption is
made that it is profitable for firms to use robots in all tasks that are technologically

automatable. Let 7; =1 - %‘,? be the cost-saving gains from using robots instead of

labour in a task. The profitability assumption implies that 7z; > 0 in all LLMs. This
assumption is necessary so that improvements in robotic automation, increases in

M, are binding and affect labour.

Under the previous framework, the following equation provides a partial equi-

librium characterisation of how the demand for labour changes following robotics

automation*
dM;
_ .. J _ .. X .
dnLi= - Y lijj=—r -0 ) lidInP  +dWY; (A.3.6)
jeJ J jeJ
displacement price-productivity scale-productivity
effect effect effect

where /;; denotes industry j’s share of total employment in LLM ¢, Pl?i. denotes the
price for industry-product X; in LLM 7, and Y; denotes LLM i’s total output. The
displacement effect means that holding prices and output constant, robots displace
workers as they are more efficient in the production process. This displacement
effect thus always reduces the labour share in the industry undergoing robotisation.
The second effect is the price-productivity effect. Higher robot use results in lower
cost of production, allowing the industry to expand and increase its demand for
labour (the higher is o, the higher this expansion). Finally, the scale-productivity
effect captures the fact that reduction in costs leads to increase total output, which
subsequently raises the demand for labour in all industries. It follows that whether
the negative displacement effect or the positive countervailing forces are larger,

robots might lead to decrease or increase the labour demand.

Note that the first term in eq. (A.3.6) is in terms of M, which is unobservable,

not in terms of the number of industrial robots. For (empirical) convenience, assume

4See Acemoglu & Restrepo (2020) for derivations and proofs.
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M; =0, that is, the number of tasks that can be automated is close to 0. The latter
is a reasonable approximation to the GB economy back to 1990. Then, it follows
that f_—ﬁ ~ %%, where /—{ is the productivity of robots relative to humans.® Also,
eq. (A.3.6) provides a partial equilibrium characterisation of the labour response to
automation as a function of the share of automatable tasks, product price, and total
output. A general equilibrium in this economy is defined such that in all LLMs,
firms maximise their profits, households maximise their utility, labour and robot
supplies are given by eq. (A.3.4) and eq. (A.3.5), and the markets for final goods,
labour and robots clear. The problem yields the following general equilibrium
expression for the employment response to robots

fij(L—j) +&; (A.3.7)

1+n 1+n)1 y

T — —
l+e 1+e¢

dlnLi:( n

jed
where 7;, 1, €, and A are as defined above, and ¢; is the idiosyncratic error term.
It establishes that the response of employment to robotics automation is shaped
by the term } ;e s ¢; j(dLi;j), which is the basis of the robot exposure measure used
in Chapter 1. The latter is a Bartik-type or shift-share measure that combines
local (district) industry-employment shares and industry-level variation in the
usage of robots. Variation in exposure to robots across districts results from the fact
that different areas were initially specialised in different industries which have
later experienced different robot penetration rates. Note that the corresponding
coefficient depends on several elasticities and parameters of the model, which shows

the impact of robotisation on employment is a priori theoretically ambiguous.®

A.3.2 With Trade between Local Labour Markets

We now extend the model to a more realistic setting by considering trade between
local labour markets. The model relaxes the autarky assumption by allowing each
good to be consumed not only locally, but also in all other LLMs. It is assumed
there are no trade costs such that the price of the product of industry j from LLM

i, denoted by Pg , is the same across space. Market clearing then implies that

5This follows from the cost minimisation problem (see eq. (A.3.2) and eq. (A.3.3)). Taking the
resulting equations, integrating over LLMs, and log differentiating come to this approximation.
6See also Caselli & Manning (2019).
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the production of each LLM’s industry good equals aggregate demand for this
good over all LLMs. Preferences in a LLM are defined by the same aggregate
over consumption goods as in the autarky model (eq. (A.3.1)), but now with inputs
sourced from all LLMs so that for all 7 and

v

y-1
vii=(Y% KWXS;; | (A.3.8)
seC
where 1 is the elasticity of substitution between varieties sourced from different
LLMs, and the share parameters (x;;) capture the desirability of varieties from
different sources. The assumption that varieties of the same good from different
LLMs are more substitutable than different products in the consumption aggre-
gator means that ¢ > o. It follows from the assumptions of common technological
opportunities and no trade costs across space that all LLMs have the same prices
of the consumption aggregates of different industries, denoted by PJY. Under the
previous framework, the change in the labour demand in the trading equilibrium

satisfies the following equation:

dinL;=-Y ¢,
jed

—y ) {;jdInPX+(y—0)) 0;jdInP] +dInY (A.3.9)
Jjed Jjed

& W
The displacement effect with trade is identical to the partial equilibrium case under
autarky. Nonetheless, eq. (A.3.9) and eq. (A.3.6) differ in several ways. Now there
are three terms making up the productivity effect. First, the price-productivity
effect, which is greater than under autarky due to higher substitutability of the
same good from different LLMs (y > o). Intuitively, the price-productivity effect
reflects higher robot usage results in lower cost of production, allowing the industry
to expand and increase its demand for labour. Whereas in autarky an industry is
only able to expand relative to other industries in its LLM, in the trade setting
an industry can raise its market share, resulting in an even larger increase in
labour demand. The latter effect is somewhat dampened because the greater use
of robots in industry j reduces the cost of production in all LLMs. This lower cost
of production in all LLMs results in a reduction in labour demand. Finally, the
scale-productivity effect is still present, with the difference that now it works
through an expansion of total output in the whole economy rather than just in the
LLM. Acemoglu & Restrepo (2020) then show that these effects are not functions of
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exposure to robots in the own LLM, and thus the same reduced-form relationship

as in the autarky model (eq. (A.3.7)) is obtained.

A.4 Identification with Bartik Instruments

This section presents the details on the identification strategy under the shift-share
IV framework. We start by summarising recent papers on Bartik instruments’

identification. We then discuss the plausibility of exogenous shocks in our setting.

Section 1.2.1 of Chapter 1 describes our empirical strategy. The Bartik instru-
ment in our setting is formed by interacting local industry-employment shares
and national industry-level variation in robot use. Named after Bartik (1991), the
approach has since been used across many fields in economics, including labour,
public development, international trade, and finance. More recently, various papers
have raised concerns with shift-share or Bartik approaches like the one used in

Chapter 1, which we now proceed to discuss.

Goldsmith-Pinkham et al. (2020) discuss the Bartik instruments’s identification
as coming from the shares. They show that the two-stage least squares (2SLS)
estimator with the Bartik instrument is numerically equivalent to a generalised
method of moments (GMM) estimator with local industry employment shares as
instruments and a weight matrix constructed from the shock. In contrast, the
discussion of the consistency of the estimator in Borusyak et al. (2022) follows
from the shock point of view. Based on the inner-product structure of the Bartik
measure, they show that shift-share IV coefficients are numerically equivalent
to a weighted shock-level (industry-level) regression. The shocks could serve as
valid instruments even when the industry-employment shares are endogenous.
The identifying assumption is that industry-level shocks are as good-as-randomly

assigned, as if arising from a natural experiment, conditional on covariates.”

Which of these quasi-experimental designs fits best with our application? We
view the assumption of exogenous exposure shares, as discussed by Goldsmith-

Pinkham et al. (2020), to be ex-ante implausible in our setting. The assumption

"Borusyak et al. (2022) provide a Stata package ssaggregate which creates shock-level aggre-
gates based on their equivalence result, available at https://github.com/borusyak/shift-share.
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requires the initial local employment share of each industry to be uncorrelated with
all unobserved labour supply shocks. The latter is unlikely to hold in our setting. By
contrast, we hypothesise the exogeneity of the robot shocks, the continued rise of
industrial robots, is an ex-ante plausible research design in our setting. Shocks are
tailored to a specific question (the penetration of industrial robots) while the shares
are ‘generic’, in that they could conceivably measure an observation’s exposure to
multiple shocks, both observed and unobserved. Consider the same example as in
Borusyak et al. (2022): both Autor et al. (2013) and Acemoglu & Restrepo (2020)
build shift-share instruments with similar lagged employment shares but different
shocks — the former uses the rising trade with China while the latter uses the
adoption of industrial robots. According to the share view of Goldsmith-Pinkham
et al. (2020), these papers use essentially the same instruments (lagged employ-
ment shares) for different endogenous variables (growth of import competition and

growth of robot usage) and are therefore mutually inconsistent.

We next implement falsification tests to formally assess the plausibility of the

previous assumption — the exogeneity of the robot shocks.

Both Goldsmith-Pinkham et al. (2020) and Borusyak et al. (2022) highlight that
shift-share IV identification could be problematic if there is evidence of pre-trends.
In our setting, we should be worried that industries particularly exposed to the
robot shock, for some reason, were on a different employment trajectory relative to
other industries even before the shock (e.g. the rise of industrial robots) occurred.
We verify that in Table A.8 and Figure A.6. No significant pre-trends correlated
with the adjusted robot penetration rate for log employment (the extensive margin)
and log hours worked (the intensive margin) are found. We consider periods prior
to the onset of rapid advances in robotics technology, going back to the 1970s.
Note that column (4) in Table A.8 shows results are robust to the exclusion of the

transport equipment industry.

Recall that the identifying assumption in the framework of Borusyak et al.
(2022) is that industry-level shocks are as-good-as-randomly assigned, conditional
on covariates. We study the latter in our setting by testing the balance of the
industry-level robot shock with respect to industry-level and district-level covari-

ates. Table A.6 reports the results of our industry-level balance tests. The four
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controls we consider are the penetration rate of Chinese imports, the intensity
in ICT capital, the value added of the industry in 1995, and the gross output of
the industry in 1995. If the robot shocks are as-good-as-randomly assigned to
industries, we expect them to not be correlated with these controls. Table A.6
shows that there is no statistically significant correlation when all industries
are considered (columns (1)-(2)). We find that the adjusted RPR j is positively
correlated with intensity in ICT capital when only considering manufacturing
industries. ICT capital has been stronger in non-manufacturing industries such
as education, and research and development. We therefore see this significant
correlation within manufacturing industries as unlikely to invalidate the research
design. Table A.7 reports the results of our district-level balance tests. Each row
presents coefficients, standard errors, and R-squared from separate regressions
using covariates’ industry-level averages as dependent variables, and exposure
shares as weights.? Overall, the estimates indicate no significant relationships
between the robot shocks and the baseline covariates. There is one exception. The
female employment share in the baseline appears to be negatively correlated with
the robot penetration rate. Districts with higher robot penetration tend to have a
lower female share in employment, suggesting females are under-represented in

manufacturing industries.

Overall, the results of these falsification tests — the pre-trends test and the
balance tests — allow us to see the robot shocks as close to randomly assigned

across industries.

8Before calculating the industry averages, we residualise by the initial manufacturing em-
ployment share. One of the sources of variation which aims to exploit our empirical strategy is
the heterogeneous industry composition of the districts. This is why we control for the initial
manufacturing employment share in all our regressions.
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Table A.6: Industry-level Balance

Adjusted Robot Penetration Rate, RPR

Across All Industries ~ Only Manufacturing
1) (2) 3) (4)

Balance Variable correlation p-value correlation p-value

Chinese Import Competition —0.0549 (0.8342) —0.3017 (0.3672)

Intensity in ICT Capital -0.2527 (0.3279) 0.6693**  (0.0243)
Value Added, 1995 -0.0528 (0.8405) 0.0577 (0.8661)
Gross Output, 1995 0.1142 (0.6627) 0.3140 (0.3471)

Notes: Table presents the correlation between the adjusted robot penetration rate, RPR ;,
and several industry covariates, weighted by average industry exposure shares. We present
the overall correlation across 17 industries, and the correlation within manufacturing
(across 11 industries). ** p<0.05

Table A.7: District-level Balance

Adjusted Robot Penetration Rate, RPR

DEPENDENT VARIABLE: (@8] (2) 3)
BASELINE COVARIATE (year 1995) coeff std.error R-squared
Share of people aged 16-24 0.0053 (0.0044) 0.0263
Share of population above 65 years old -0.0024 (0.0017) 0.0116
Female employment share -0.0310***  (0.0071) 0.2911
Female population share —-0.0011 (0.0010) 0.0366
Population share higher degree 0.0022 (0.0032) 0.0053
Population share degree 0.0037 (0.0073) 0.0023
Population share diploma —0.0059 (0.0102) 0.0032
Share of White population —-0.0013 (0.0122) 0.0001
Share of Indian population —0.0048 (0.0052) 0.0158
Share of Pakistani population 0.0040 (0.0027) 0.0276
Share of Bangladeshi population 0.0006 (0.0010) 0.0062
Share of Black population —-0.0014 (0.0034) 0.0016
Share of Chinese population —0.0009 (0.0017) 0.0039

Notes: Table presents shock-level balance check 4 la Borusyak et al. (2022). Each row in the table
corresponds to a separate regression. Coefficients are obtained from regressing industry-specific
weighted averages of base year district-level characteristics on the robot shock. Robust standard
errors are shown in parentheses. Regressions are weighted by the exposure weights. Coefficients
are multiplied by 100 for readability. *** p<0.01.
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Table A.8: Industry Pre-trends

Exclude
All Industries Transport
Industry
1) (2) 3) (4)
Panel A. Change in Log Employment, 1970-1980 (extensive margin)
Robot Penetration Rate, RPR 1.2675 0.4171 0.3955 0.6062
(0.8988) (0.3121) (0.4358) (2.1838)
R-squared 0.5656  0.6372  0.6374 0.6329
Panel B. Change in Log Hours Worked, 1970-1980 (intensive margin)
Robot Penetration Rate, RPR; 0.8626 0.2295 0.2519 0.8906
(0.7496) (0.3900) (0.5272)  (2.3324)
R-squared 0.4694 0.5182 0.5184 0.5105
Panel C. Change in Log Employment, 1970-1985 (extensive margin)
Robot Penetration Rate, RPR; 0.1951 -0.2884 -0.2884 2.0303
(0.6728) (0.4358) (0.4358) (2.6228)
R-squared 0.6505  0.6688  0.6688 0.6520
Panel D. Change in Log Hours Worked, 1970-1985 (intensive margin)
Robot Penetration Rate, RPR; -0.0379 -0.3872 -0.3071 2.2906
(0.5877) (0.4901) (0.6277)  (2.7089)
R-squared 0.5378 0.5495  0.5519 0.5286
Panel E. Change in Log Employment, 1970-1990 (extensive margin)
Robot Penetration Rate, RPR -0.0195 -0.4516 -0.4161 3.1545
(0.6988) (0.3642) (0.5261) (2.6944)
R-squared 0.5603 0.5742  0.5747 0.5544
Panel F. Change in Log Hours Worked, 1970-1990 (intensive margin)
Robot Penetration Rate, RPR; -0.2228 -0.5554 —0.4540 3.3756
(0.6190) (0.3951) (0.5754)  (2.7370)
R-squared 0.4999 0.5101 0.5138 0.4888
Manufacturing dummy v v v v
Light manufacturing dummy v v v
Chinese imports v v

Notes: Table presents estimates of the effects of the adjusted robot penetration rate on past employment.
Panel A, C and E present estimates for changes in log employment (extensive margin) for the periods
1970-1980, 1970-1985, and 1970-1990, respectively. Panel B, D, and F present estimates for changes in
log hours worked (intensive margin) for the periods -1980, 1970-1985, and 1970-1990, respectively.
The covariates included in each model are reported at the bottom of the table. Column (1) includes
the manufacturing dummy. Column (2) adds the light manufacturing dummy. Finally, columns (3) and
(4) add the exposure of China imports. Robust standard errors are shown in parentheses. We find no
significant effect on employment for pre-trends.
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Change in Log Employment, 1970-1990

Change in Log Hours Worked, 1970-1990

Notes: Figure presents residual plots of the relationship between the adjusted robot penetration rate for
1998-2018 (mj) and the 1970-1990 change in log employment (top figure), and log hours worked (bottom
figure). The solid lines correspond to regression models analogous to those in column (3) of Panel E and F of
Table A.8. The coefficients of these models and their standard errors are reported at the bottom of each plot.

The dashed line is for a regression which in addition excludes the transport equipment industry. Marker size
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Figure A.6: Industry Pre-trends (1970-1990)
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indicates the baseline employment in the industry.
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B.1 Supplementary Figures & Tables

Figure B.1: Import Competition between the UK and China (1993-2016)
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Figure B.2: Manufacturing Employment: More vs Less Trade-Exposed
(Relative to Year 1993)
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Table B.1: Top 20 Industries Most Exposed to Import Competition.

Industry Employment Share, %
(UK SIC92 classification) (all manufacturing industries)
Games and Toys 0.30
Luggage, Handbags 0.11
Footwear 0.38
Leather -
Transport Equipment not elsewhere classified -
Sports Goods 0.15
Wearing Apparel; Dressing and Dyeing of Fur 2.45
Domestic Appliances not elsewhere classified 0.82
Office Machinery and Computers 1.57
Manufacturing not otherwise specified 1.90
Radio, Television and Communication Equipment 2.81
Furniture 3.714
Miscellaneous Manufacturing not elsewhere classified 141
Textiles 3.46
Cutting, Shaping and Finishing of Stone 0.11
Musical Instruments 0.10
Rubber Products 0.94
Refractory Ceramic Products 0.78
Electrical Machinery not elsewhere classified 4.18
Glass and Glass Products 0.91

Notes: Table shows the 20 (three-digit SIC92) industries most affected by import competition between
2001-2011. See Section 2.2 for details about how import exposure is constructed. Source is ONS Longitudinal
Study.
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Table B.2: First-Stage Regressions (All Employees)

(@8] (2) (3)
No Controls Individual Controls Partner Controls

Import Exposure IV 1.041%** 1.034*** 1.035***

(0.161) (0.182) (0.179)
R? 0.744 0.769 0.772
Sample Size 168,797 168,797 115,523
Controls No Yes Yes
Ind, Occ, TTWA FE No Yes Yes
Partner FE No No Yes

Notes: Table shows the first-stage results, where we regress exposure to import competition
(see eq. (2.1)) on the instrument (see eq. (2.3)) for all employees. See notes of Table 2.2 and
Table 2.5 for a list of the controls. Section 2.2 provides more details. Standard errors clustered
at the industry level. ***p < 0.01. Source is ONS Longitudinal Study.

Table B.3: First-Stage Regressions (By Age and Gender)

Panel A. Men Panel B. Women
Import Exposure IV~ 0.982*** 0.973*** 0.974*** 1.141*** 1.127*** 1.132***
(0.153) (0.180) (0.173) (0.176) (0.190) (0.193)
R? 0.717 0.740 0.743 0.787 0.817 0.818
Sample Size 83,627 83,627 57,431 85,170 85,170 58,092
Panel C. Young Men Panel D. Young Women
Import Exposure IV 0.989*** 0.983*** 0.985*** 1.117*** 1.111*** 1.121***
(0.159) (0.192) (0.184) (0.181) (0.198) (0.204)
R? 0.722 0.742 0.747 0.779 0.809 0.808
Sample Size 56,472 56,472 34,605 56,800 56,800 35,951
Panel E. Old Men Panel F. Old Women
Import Exposure IV 0.966*** 0.952*** 0.954*** 1.188*** 1.157*** 1.148***
(0.143) (0.160) (0.157) (0.168) (0.181) (0.181)
R? 0.708 0.739 0.742 0.802 0.834 0.834
Sample Size 27,155 27,155 22,826 28,370 28,370 22,141
Controls No Yes Yes No Yes Yes
Ind, Occ, TTWA FE No Yes Yes No Yes Yes
Partner FE No No Yes No No Yes

Notes: Table shows the first-stage results, where we regress exposure to import competition (see
eq. (2.1)) on the instrument (see eq. (2.3)). See Section 2.2 for more details. Standard errors clustered
at the three-digit industry level reported in parentheses. ***p < 0.01. Source is ONS Longitudinal

Study.
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Table B.4: Descriptive Overview. Import Exposure by Gender

(1) (2) 3

All Manufacturing High Exposed
Workers Workers Workers
Panel A. All
Import Exposure 0.65 3.96 12.10

P90, P10 interval  [0.91,0.00] [12.77,0.09]  [20.25, 6.13]
P75, P25 interval  [0.00,0.00]  [6.12,0.25]  [14.34, 6.31]

Observations 168,797 27,859 7,099
Panel B. Men
Import Exposure 0.85 3.58 11.58

P90, P10 interval [1.97,0.00] [10.74, 0.07] [17.23,6.13]
P75, P25 interval [0.00, 0.00] [5.57, 0.25] [14.34, 6.31]
Observations 83,627 19,790 4,578

Panel C. Women

Import Exposure 0.49 4.93 13.04
P90, P10 interval ~ [0.13, 0.00]  [14.34, 0.21] [20.26, 6.14]
P75, P25 interval ~ [0.00, 0.00] [6.31, 0.38] [17.22, 9.00]
Observations 85,170 7,889 2,521

Notes: See Section 2.2 for details about how import exposure is constructed. Sources
are ONS Longitudinal Study and UN Comtrade Database.

Table B.5: Import Exposure within Households

Correlation with Partner’s Exposure

All Industries Manufacturing
All 0.220 0.216
151,228 19,836
Men 0.165 0.181
67,190 13,849
Women 0.274 0.243
84,038 5,987
Young Men 0.142 0.175
38,290 8,145
Young Women 0.265 0.263
53,348 3,892
0Old Men 0.197 0.189
28,900 5,704
Old Women 0.288 0.209
30,690 2,095

Notes: Sample size reported below the correlation coefficient.
Source is ONS Longitudinal Study.
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Table B.6: Import Exposure and Labour Reallocation

(1) (2) (3)
A low-skill A blue-collar A white-collar
Panel A. All

Import Exposure 1.465*** —2.056"** 0.590

(0.444) (0.633) (0.789)
First-stage F-stat [31.00] [31.00] [31.00]
Observations 133,605 133,605 133,605

Panel B. Men

Import Exposure 1.172** —2.708*** 1.536"

(0.468) (0.811) (0.851)
First-stage F-stat [28.21] [28.21] [28.21]
Observations 68,875 68,875 68,875

Panel C. Women

Import Exposure 1.151* 0.594 —1.745**

(0.611) (0.531) (0.816)
First-Stage F-stat [33.78] [33.78] [33.78]
Observations 64,730 64,730 64,730

Notes: Table shows the effects of import exposure on flows into different occu-
pational groups conditional on remaining in employment. Blue collar workers
are those employed in “skilled trades occupations” and “process, plant, and
machine operatives”. Low-skill workers are those employed in “administrative
and secretarial occupations”, “caring, leisure, and other service occupations”,
“sales and customer service occupations” and “elementary occupations”. Finally,
white-collar workers are defined as those working in “managers, directors, and
senior officials”, “professional occupations”, and “associate professional and
technical occupations”. This follows from the UK Standard Occupational Clas-
sification SOC2000. The findings for men are consistent with a recent paper
by Keller & Utar (2023). Standard errors clustered at the three-digit industry
level are reported in parentheses. *p < 0.1, ¥*p < 0.05, ¥***p < 0.01. Source is

ONS Longitudinal Study.
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Table B.7: Import Exposure and Types of Self-Employment (by Age and Gender)

1) (2) (3) (@8] (2) 3)
SE  SoloSE OUWith o qp goose  SOF With
employees employees
Panel A. Men Panel B. Women

Import Exposure 0.897**  0.577** 0.320* -0.620 —0.679* 0.059
(0.371)  (0.257) (0.173) (0.388)  (0.370) (0.109)
First-stage F-stat [29.23] [29.23] [29.23] [35.25]  [35.25] [35.25]

Sample Size 83,627 83,627 83,627 85,170 85,170 85,170
Panel C. Young Men Panel D. Young Women
Import Exposure 0.766*** 0.428 0.338* —-0.685 —0.783* 0.098

(0.401)  (0.301) (0.182) (0.459)  (0.418) (0.176)
First-stage F-stat [26.20] [26.20] [26.20] [31.42] [31.42] [31.42]

Sample Size 56,472 56,472 56,472 56,800 56,800 56,800
Panel E. Old Men Panel F. Old Women
Import Exposure 1.018* 0.721% 0.296 -0.526  -0.508 -0.017

(0.593) (0.435) (0.319) (0.443) (0.393) (0.119)
First-stage F-stat [35.32] [35.32] [35.32] [40.95] [40.95] [40.95]
Sample Size 27,155 27,155 27,155 28,370 28,370 28,370

Notes: Table shows the effects of import exposure on whether or not individuals go into self-employment
(SE), solo self-employment (solo SE) and self-employment with employees. See notes of Table 2.2 for a list of
the controls and details on the IV. Panels (a) and (b) consider men and women, respectively. Panels (c)-(f)
show results by different age and gender subsamples. Standard errors clustered at the three-digit industry
level reported in parentheses. *p < 0.1, **p < 0.05, ***p < 0.01. Source is ONS Longitudinal Study.
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Table B.8: Import Exposure and Economic (In)activity

@8] (2) 3) 4) (5) (6)
A inactivity A retired A studying A athome A sickness A other
Panel A. Young Men
Import Exposure 0.405** —-0.036 —-0.069 0.257** 0.111 0.143
(0.206) (0.121) (0.073) (0.112) (0.167) (0.102)
First-Stage F-stat [26.20] [26.20] [26.20] [26.20] [26.20] [26.20]
Observations 56,472 56,472 56,472 56,472 56,472 56,472
Panel B. Old Men
Import Exposure —2.298** -3.472***  —-0.057 0.590** 0.079 0.562**
(0.895) (0.856) (0.041) (0.234) (0.356) (0.226)
First-Stage F-stat [35.32] [35.32] [35.32] [35.32] [35.32] [35.32]
Observations 27,155 27,155 27,155 27,155 27,155 27,155
Panel C. Young Women
Import Exposure 0.679 -0.059 0.085 0.319 -0.002 0.336
(0.421) (0.079) (0.109) (0.401) (0.205) (0.221)
First-Stage F-stat [31.42] [31.42] [31.42] [31.42] [31.42] [31.42]
Observations 56,800 56,800 56,800 56,800 56,800 56,800
Panel D. Old Women
Import Exposure 0.521 0.330 -0.127 0.447* -0.052 -0.075
(1.070) (0.831) (0.086) (0.242) 0.277) (0.208)
First-Stage F-stat [40.95] [40.95] [40.95] [40.95] [40.95] [40.95]
Observations 28,370 28,370 28,370 28,370 28,370 28,370

Notes: Table reports the effect of import exposure on whether or not individuals are inactive in the
labour force (column (1)). This is then decomposed into columns (2)-(6) based on the reason they are not
participating: because they are retired (column (2)), studying (column (3)), looking after the home (column
(4)), sick (column (5)), or for other reasons (column (6)). See notes of Table 2.2 for a list of the controls and
details on the IV. Standard errors clustered at the three-digit industry level reported in parentheses. *p <
0.1, **p < 0.05, ***p < 0.01. Source is ONS Longitudinal Study.
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Table B.9: Import Exposure and Labour Market Responses by Family Type

(1) (2 3) (4) (5)

A manuf A unempl Aempl A self-empl A active

Panel A. Men in Stable Couples

Import Exposure —7.715***  0.580*** —0.697 1.298***  1.182***
(2.153) (0.236) (0.657) (0.395) (0.402)
Mean Dep. Var. -11.20 2.18 -28.69 10.20 -16.31
First-Stage F-stat  [30.98] [30.98] [30.98] [30.98] [30.98]
Observations 51,302 51,302 51,302 51,302 51,302
Panel B. Single Men (in 2001 and 2011)
Import Exposure  —7.837*** 1.439** —1.842* 0.769 0.336
(2.263) (0.702) (1.072) (0.995) (0.995)
Mean Dep. Var. -8.03 5.60 -24.84 10.35 -8.89
First-Stage F-stat [27.62] [27.62] [27.62] [27.62] [27.62]
Observations 17,578 17,578 17,578 17,578 17,578
Panel C. Women in Stable Couples
Import Exposure  —6.424*** —0.251 -0.212 —0.646* -1.108
(2.436) (0.237) (0.906) (0.359) (0.740)
Mean Dep. Var. -5.21 1.46 -30.34 4.86 -24.02
First-Stage F-stat  [35.49] [35.49] [35.49] [35.49] [35.49]
Observations 49,767 49,767 49,767 49,767 49,767
Panel D. Single Women (in 2001 and 2011)
Import Exposure  —5.842** 1.376* -0.164 0.063 1.275
(2.199) (0.785) (1.064) (0.655) (0.878)
Mean Dep. Var. -5.23 3.53 -20.68 4.71 -12.44
First-Stage F-stat  [29.92] [29.92] [29.92] [29.92] [29.92]
Observations 14,639 14,639 14,639 14,639 14,639

Notes: Table shows the effect of import exposure on individual labour market outcomes for
men and women in stable couples (Panels A and C) and male and female singles (panels B
and D). Stable couples refer to those who remain in the same relationship over the period
2001-2011. Single refers to those who never married and were without a partner in both
2001 and 2011. In addition to the controls described in the notes of Table 2.2, the regressions
for those in stable couples control for partner characteristics: partners’ age, occupation, and
one-digit industry fixed effects. Standard errors clustered at the three-digit industry level are
reported in parentheses. *p < 0.1, ¥¥p < 0.05, ***p < 0.01. Source is ONS Longitudinal Study.
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Table B.10: Import Exposure and Women’s Labour Supply Responses by Age

(D (2) (3) (4) (5)
A partner A partner A partner A partner A partner
active in work  employed self-empl full-time

Panel A. Partners of Men

Import Exposure -0.581 -0.764 -0.616 -0.149 -1.384
(0.433) (0.616) (0.731) (0.288) (0.851)
Mean Dep. Var. -6.91 -7.01 -9.20 2.19 3.51
First-Stage F-stat  [30.98] [30.98] [30.98] [30.98] [34.34]
Observations 51,302 51,302 51,302 51,302 30,773

Panel B. Partners of Young Men

Import Exposure —0.457 -0.907 -0.613 -0.294 —0.683
(0.565) (0.553) (0.608) (0.479) (0.951)
Mean Dep. Var. 4.85 4.55 1.17 3.38 2.82
First-Stage F-stat  [27.53] [27.53] [27.53] [27.53] [30.17]
Observations 30,277 30,277 30,277 30,277 20,556
Panel C. Partners of Old Men
Import Exposure -1.018 -0.807 -0.777 -0.031 -3.012**
(1.239) (1.336) (1.172) (0.561) (1.555)
Mean Dep. Var. -23.83 -23.67 -24.13 0.47 4.88
First-Stage F-stat  [36.55] [36.55] [36.55] [36.55] [47.29]
Observations 21,025 21,025 21,025 21,025 10,217

Notes: Table shows the effects of import exposure on the labour supply of men’s female partners.
Panels A (partners of all men), B (partners of young men), and C (partners of old men) report
results for different sub-samples. In addition to the controls described in the notes of Table 2.2, all
regressions control for partner characteristics: partners’ age, occupation, and one-digit industry
fixed effects. Standard errors clustered at the three-digit industry level are reported in parentheses.
*p < 0.1, ¥*p < 0.05, ***p < 0.01. Source is ONS Longitudinal Study.
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Table B.11: Import Exposure and Men’s Labour Supply Responses by Age

(D) (2) (3) (4) (5)
A partner A partner A partner A partner A partner
active in work  employed self-empl full-time

Panel A. Partners of Women

Import Exposure 1.064***  1.249***  0.115 1.134***  1.227**
(0.399) (0.403) (0.576) (0.436) (0.508)
Mean Dep. Var. -14.42 -14.89 -16.86 1.96 6.99
First-Stage F-stat  [35.49] [35.49] [35.49] [35.49] [34.27]
Observations 49,767 49,767 49,767 49,767 37,018
Panel B. Partners of Young Women
Import Exposure 0.703** 1.092**  -0.173 1.265** 0.690
(0.329) (0.506) (1.095) (0.572) (0.448)
Mean Dep. Var. -2.57 -3.26 -8.33 5.07 3.72
First-Stage F-stat  [30.91] [30.91] [30.91] [30.91] [31.73]
Observations 30,289 30,289 30,289 30,289 26,997
Panel C. Partners of Old Women
Import Exposure 1.803** 1.627* 0.790 0.837 2.437**
(0.811) (0.848) (1.090) (0.785) (1.178)
Mean Dep. Var. -32.86 -32.98 -30.11 -2.86 15.84
First-Stage F-stat  [40.86] [40.86] [40.86] [40.86] [38.68]
Observations 19,478 19,478 19,478 19,478 10,021

Notes: Table shows the effects of import exposure on the labour supply of women’s male partners.
Panels A (partners of all women), B (partners of young women), and C (partners of old women)
report results for different sub-samples. In addition to the controls described in the notes of
Table 2.2, all regressions control for partner characteristics: partners’ age, occupation, and one-digit
industry fixed effects. Standard errors clustered at the three-digit industry level are reported in
parentheses. *p < 0.1, **p < 0.05, ***¥p < 0.01. Source is ONS Longitudinal Study.
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Table B.12: Import Exposure and Women’s Labour Supply Responses.
By Presence of Children and Labour Market Status in 2001.

(1) (2) (3) (4) (5) (6)
A partner A partner A partner A partner A partner Sample Size
active in work  employed self-empl full-time [F-S F-stat]

Panel A. Presence of Children in 2001

(A.1) those with at least one child —0.148 —0.596 -0.118 -0.478 -2.154 28,012
(0.514) (0.562) (0.641) (0.361) (1.365) [33.57]
(A.1.1) youngest child aged 0-4 -0.484 -0.712 —-0.180 -0.532 —2.932* 11,178
(0.779) (0.701) (0.859) (0.533) (1.721) [31.19]
(A.1.2) youngest child aged 5-10 —0.164 -0.336 1.437 -1.773* —1.485 7,142
(1.613) (1.529) (1.724) (0.930) (1.841) [34.25]
(A.2) those without children -1.097 -0.931 -1.076 0.145 0.123 23,290
(0.922) (1.056) (1.151) (0.446) (1.763) [27.89]

Panel B. Partners’ (Women) Labour Status in 2001
(B.1) women active in 2001 -0.463 -0.925 -0.530 -0.396 -1.384 40,429
(0.739) (0.713) (0.844) (0.359) (0.851) [33.33]
(B.2) women in work in 2001 -0.474 —-0.787 —0.462 -0.325 -1.384 39,607
(0.761) (0.738) (0.880) (0.366) (0.851) [32.26]
(B.3) women part-time in 2001 -0.809 -0.978 0.279 -1.257** —-0.926 18,517
(0.949) (0.872) (1.090) (0.633) (1.345) [35.39]
(B.4) women full-time in 2001 -0.324 -0.735 -1.039 0.304 -0.821 21,090
(0.801) (0.842) (1.302) (0.702) (1.142) [29.24]

Notes: Table shows the effects of import exposure on the labour supply of men’s female partners. In addition to the controls described in
the notes of Table 2.2, all regressions control for partner characteristics: partners’ age, occupation, and one-digit industry fixed effects.
Standard errors clustered at the three-digit industry level reported in parentheses. *p < 0.1, **p < 0.05, ***p < 0.01. Source is ONS
Longitudinal Study.
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APPENDIX B. APPENDIX TO CHAPTER 2

B.2 Placebo & Robustness Checks

Figure B.3: Placebo Exercise. Manufacturing Employment.

Import Competition and Manufacturing Employment
Estimates and 95% Confidence Intervals
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Sample size is 178,082 for 1981-1991; 83,800 for 1991-2001; 168,797 for 2001-2011
Source is ONS Longitudinal Study

Figure B.4: Placebo Exercise. Unemployment.

Import Competition and Unemployment
Estimates and 95% Confidence Intervals
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Sample size is 176,985 for 1981-1991; 83,786 for 1991-2001; 168,797 for 2001-2011
Source is ONS Longitudinal Study
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Table B.14: Placebo Exercise. 1981-1991.

(1) (2) (3) 4)
A manuf A unempl A inwork A active
Panel A. All
Import Exposure —0.875 0.041 0.115 0.106

(0.577) (0.120) (0.215) (0.179)
First-Stage F-stat  [17.53] [17.51] [17.51] [17.49]

Observations 178,082 176,985 176,985 178,066
Panel B. Men
Import Exposure —0.526 -0.033 0.402 0.330"

(0.659) (0.155) (0.245) (0.192)
First-Stage F-stat  [24.12] [23.92] [23.92] [24.00]
Observations 104,523 103,822 103,822 104,512

Panel C. Women

Import Exposure 0.176 0.153 0.216 0.294
(0.449) (0.126) (0.292) (0.297)

First-Stage F-stat [12.68] [12.76] [12.76] [12.68]

Observations 73,559 73,163 73,163 73,554

Notes: Table reports results of regressing changes in labour market outcomes
between 1981-1991 in industries’ future changes in import exposure (2001-2011).
‘Being in work’ cannot be decomposed between being in work as an employee
and being self-employed in 1981. See notes of Table 2.2 for a list of the controls
and details on the IV. Standard errors clustered at the three-digit industry level
reported in parentheses. *p < 0.1. Source is ONS Longitudinal Study.
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Table B.15: Placebo Exercise. 1991-2001.

o) (2) (3) 4) (%) (6)
A manuf A unempl Ainwork Aempl A self-empl A active
Panel A. All
Import Exposure  —-2.412* 0.131 -0.391 -0.452 0.060 -0.261

(1.275) (0.120) (0.298) (0.406) (0.225) (0.289)
First-Stage F-stat [76.98] [76.98] [76.98] [76.98] [76.98] [76.98]

Observations 83,786 83,786 83,786 83,786 83,786 83,786
Panel B. Men
Import Exposure  —2.957* 0.027 —-0.035 -0.616 0.580 —0.008

(1.730) (0.203) (0.354) (0.594) (0.505) (0.371)
First-Stage F-stat  [83.54] [83.54] [83.54] [83.54] [83.54] [83.54]
Observations 50,484 50,484 50,484 50,484 50,484 50,484

Panel C. Women

Import Exposure  —0.187 0.258 —-0.598 —-0.062 -0.536 -0.341
(0.417) (0.230) (0.367) (0.682) (0.386) (0.347)

First-Stage F-stat  [59.35] [59.35] [59.35] [59.35] [59.35] [69.35]

Observations 33,302 33,302 33,302 33,302 33,302 33,302

Notes: Table reports results of regressing changes in labour market outcomes between 1991-2001 in industries’
future changes in import exposure (2001-2011). See notes of Table 2.2 for a list of the controls and details on
the IV. Standard errors clustered at the three-digit industry level reported in parentheses. *p < 0.1. Source is
ONS Longitudinal Study.
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Table B.17: Summary of Main Robustness Checks. WOMEN.

Panel A. Manufacturing Employment.

Panel B. Unemployment.

Women Young Women Old Women

Women Young Women Old Women

A. Excluding EU countries

B. Adding industry controls
C. Adding occupation controls
D. No occupation fixed effects
E. Trade with Eastern Europe

F. Export Exposure

-5.830"" -6.483*** -4.519*
(2.315) (2.340) (2.670)
-5.823***  -6.319*** —4.768"
(2.246) (2.215) (2.640)
—-5.823** —6.283*** —-4.879*
(2.314) (2.275) (2.728)
—-5.865"" -6.262*** -5.013*
(2.545) (2.395) (2.917)
—5.943*" -6.591"** —4.760
(2.427) (2.328) (2.905)
—5.748*" —6.098*" —4.980*
(2.405) (2.391) (2.780)

0.110 0.365 -0.376"
(0.332) (0.463) (0.223)
0.056 0.331 -0.475**
(0.309) (0.439) (0.203)
0.048 0.315 —-0.453**
(0.312) (0.441) (0.200)
0.106 0.384 —-0.398**
(0.301) (0.437) (0.197)
0.034 0.318 -0.457**
(0.263) (0.382) (0.181)
0.071 0.333 -0.415*"
(0.309) (0.442) (0.204)

Panel C. Employment.

Panel D. Self-Employment.

Women Young Women Old Women

Women Young Women Old Women

A. Excluding EU countries

B. Adding industry controls
C. Adding occupation controls
D. No occupation fixed effects
E. Trade with Eastern Europe

F. Export Exposure

-0.073 -0.460 0.834
(0.751) (0.654) (1.304)
0.011 -0.099 0.370
(0.717) (0.583) (1.262)
-0.097 -0.301 0.470
(0.716) (0.596) (1.232)
-0.165 -0.296 0.132
(0.747) (0.628) (1.277)
-0.358 -0.425 0.051
(0.713) (0.604) (1.134)
-0.114 -0.171 0.247
(0.729) (0.604) (1.219)

-0.615 0.642 -0.583
(0.379) (0.461) (0.458)
—-0.724" -0.813* -0.583
(0.386) (0.460) (0.441)
-0.627 -0.687 —-0.542
(0.390) (0.461) (0.439)
-0.809" -0.886" -0.657
(0.435) (0.502) (0.488)
-0.395 -0.451 -0.330
(0.339) (0.404) (0.377)
-0.696" -0.827* -0.513
(0.400) (0.457) (0.444)

Notes: Table summarises the robustness checks for our main results for women. See notes of Table 2.2 for a list of the controls and details on
the IV. Sample size is 85,170 for women; 56,800 for young women; and 28,370 for old women. See notes in Table B.16 for details of different
specifications. *p < 0.1, **p < 0.05, ***p < 0.01. Source is ONS Longitudinal Study.
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Table B.18: Robustness Sample. Partner Not Exposed to Import Competition.
Import Exposure and Women’s Labour Supply Responses (I)

(D (2) (3) (4) (%)
A partner A partner A partner A partner A partner
active in work  employed self-empl full-time
Panel A. Men
Import Exposure —-0.009 -0.213 0.266 -0.478 -1.335

(0.775) (0.689) (0.838) (0.412) (0.817)
First-Stage F-stat  [31.99] [31.99] [31.99] [31.99] [33.53]
Observations 36,515 36,515 36515 36515 28,398

Panel B. Young Men

Import Exposure -0.240 —0.692 -0.137 —0.555 —1.049
(0.472) (0.516) (0.687) (0.648) (1.123)
First-Stage F-stat  [28.37] [28.37] [28.37] [28.37] [29.07]

Observations 21,459 21,459 21,459 21,459 18,942
Panel C. Old Men
Import Exposure 0.135 0.353 0.805 -0.218 -2.018

(1.691) (1.620) (1.439) (0.330) (1.523)
First-Stage F-stat  [38.69] [38.69] [38.69] [38.69] [47.65]
Observations 15,056 15,056 15,056 15,056 9,456

Notes: Table shows the effects of import exposure on the labour supply of men’s female partners.
Sample is those with partners that are working but in industries not exposed to import competition.
Standard errors clustered at the three-digit industry level reported in parentheses.

*p < 0.1, ¥*p < 0.05, ***p < 0.01. Source is ONS Longitudinal Study.
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Table B.19: Robustness Sample. Partner Not Exposed to Import Competition.
Import Exposure and Women’s Labour Supply Responses (II)

(1) (2) 3) (4) (5) (6)
A partner A partner A partner A partner A partner Sample Size
active in work  employed self-empl full-time [F-S F-stat]

Panel A. Presence of Children in 2001

(A.1) those with at least one dependent child —0.132 —0.382 0.657 -1.039 -2.025 18,985
(0.598) (0.665) (0.733) (0.583) (1.382) [35.65]
(A.1.1) dependent child aged 0-4 -0.511 -1.324 0.368 -1.692* -3.063 6,270
(0.795) (0.845) (1.095) (0.922) (2.045) [42.60]
(A.1.2) dependent child aged 5-10 0.482 0.970 3.272**  -2.302 -0.530 5,205
(1.454) (1.571) (1.436) (1.445) (1.973) [31.66]
(A.2) those without a dependent child 0.185 -0.019 -0.136 0.116 0.196 17,530
(1.395) (1.264) (1.477) (0.522) (1.765) [28.65]

Panel B. Partners’ Labour Status in 2001
(B.1) partner in work in 2001 —0.009 -0.213 0.266 -0.478 -1.335 36,515
(0.775) (0.689) (0.838) (0.412) (0.817) [31.99]
(B.2) partner part-time in 2001 -0.813 -0.926 0.556 —-1.482** -0.875 17,657
(0.953) (0.883) (1.102) (0.673) (1.616) [33.83]
(B.3) partner full-time in 2001 0.639 0.366 —0.048 0.413 -1.001 18,858
(0.904) (0.821) (1.430) (0.876) (1.111) [29.29]

Notes: Table shows the effects of import exposure on the labour supply of men’s female partners. Sample is those with partners that are working but
in industries not exposed to import competition. In addition to the controls described in the notes of Table 2.2, all regressions control for partner
characteristics: partners’ age, occupation, and one-digit industry fixed effects. Standard errors clustered at the three-digit industry level reported in
parentheses. *p < 0.1, **p < 0.05, ***p < 0.01. Source is ONS Longitudinal Study.
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Table B.20: Robustness Sample. Partner Not Exposed to Import Competition.
Import Exposure and Men’s Labour Supply Responses (I)

(1) (2) (3) (4) (5)
A partner A partner A partner A partner A partner
active in work  employed self-empl full-time

Panel A. Women

Import Exposure 0.943***  1.269***  0.468 0.802 1.340***
(0.456) (0.495) (0.733) (0.614) (0.399)

First-Stage F-stat [31.38] [31.38] [31.38] [31.38] [31.50]

Observations 37,221 37,221 37,221 37,221 30,159

Panel B. Young Women

Import Exposure 0.398 0.863 -0.191 1.054 1.000*
(0.488) (0.549) (1.258) (0.995) (0.546)
First-Stage F-stat  [25.97] [25.97] [25.97] [25.97] [27.53]

Observations 23554 23554 23554 23554 22,018
Panel C. Old Women
Import Exposure 2.441% 2.476" 2.162% 0.314 2.216**

(1.343)  (1.387)  (1.306)  (0.814)  (0.970)
First-Stage F-stat  [39.75] [39.75] [39.75] [39.75] [39.33]
Observations 13,667 13,667 13,667 13,667 8,141

Notes: Table shows the effects of import exposure on the labour supply of women’s male partners.
Sample is those with partners that are working but in industries not exposed to import competition.
In addition to the controls described in the notes of Table 2.2, all regressions control for partner
characteristics: partners’ age, occupation, and one-digit industry fixed effects. Standard errors
clustered at the three-digit industry level reported in parentheses. *p < 0.1, *¥*p < 0.05, ***p < 0.01.
Source is ONS Longitudinal Study.
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Table B.21: Robustness Sample. Partner Not Exposed to Import Competition.
Import Exposure and Men’s Labour Supply Responses (II)

(1) (2) 3) (4) (5) (6)
A partner A partner A partner A partner A partner Sample Size
active in work  employed self-empl full-time [F-S F-stat]

Panel A. Presence of Children in 2001

(A.1) those with at least one dependent child 1.577***  0.893 0.009 0.884 1.610* 18,194
(0.461) (0.929) (1.993) (1.433) (0.961) [42.12]
(A.1.1) dependent child aged 0-4 1.312** 1.621** 2.523 —0.902 1.496 5,807
(0.528) (0.704) (2.329) (2.103) (1.553) [41.40]
(A.1.2) dependent child aged 5-10 2.631"**  2.603* -1.373 3.975 0.687 4,868
(0.982) (1.362) (2.841) (2.722) (2.648) [37.97]
(A.2) those without a dependent child 0.492 1.594** 1.010 0.584 1.149 19,027
(0.734) (0.694) (1.136) (1.058) (0.702) [24.29]
Panel B. Partners’ Labour Status in 2001
(B.1) partner in work in 2001 0.943** 1.269** 0.468 0.802 1.340** 37,221
(0.456) (0.495) (0.733) (0.614) (0.399) [31.38]
(B.2) partner part-time in 2001 —1.437 1.677 0.113 1.565 13.84** 1,882
(2.630) (3.012) (6.436) (5.768) (6.943) [39.71]
(B.3) partner full-time in 2001 0.930** 1.165** 0.446 0.719 1.119%** 35,339
(0.456) (0.462) (0.713) (0.680) (0.410) [31.17]

Notes: Table shows the effects of import exposure on the labour supply of women’s male partners. Sample is those with partners that are working but
in industries not exposed to import competition. In addition to the controls described in the notes of Table 2.2, all regressions control for partner
characteristics: partners’ age, occupation, and one-digit industry fixed effects. Standard errors clustered at the three-digit industry level reported in
parentheses. *p < 0.1, **p < 0.05, ***p < 0.01. Source is ONS Longitudinal Study.
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APPENDIX TO CHAPTER 3

C.1 Theory Appendix

This section further develops the model introduced in Chapter 3, integrating
additional aspects for a more comprehensive analysis. We begin by presenting
formal derivations of the main remarks and a deeper exploration of their underlying
intuition. We then enhance the model by considering occupational labour demand

and characterising the equilibrium.

C.1.1 Derivation of Formal Results: The Elasticity Matrix

We start by formally deriving Remarks 1-3.

C.1.1.1 Remark 1 (Elasticities and Job Flows)

1
Y exp@ipr+air)’
the vector of log occupational prices (for simplicity, ‘prices’). The fraction of in-

We define the inverse ‘choice index’ as A; (p) = where p represents

dividuals working in occupation j as a function of prices, denoted by E ;j(p) and

presented in eq. (3.3), can then be expressed as follows:
E;(p) = ZTifli (P)exp (0ipj+aij)
l
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Recall that our interest centers on (own- and cross-occupation) price elasticities:
the response of employment in occupation j to occupation k’s price change. We

formally write this as follows:

OE;(p) dexp(0ip)+aij) 0Ai(p)
Ai + Oipj+a;;
oo Z () 3os op, P+ aij)
Differentiating the second element in the brackets, L(p), gives:
0Ai(p) _ __Oiexp(Uipk tair)
apk (Zs €xp (eips + ais))z
1 exp(0;pr +a;r)

Zs exp(0;ps +a;s) Ysexp(0;ps +ais)
= —-0;Ai(P)7m;x (P)

By combining the results obtained thus far, and using the accounting identity

presented in eq. (3.3), we derive the following expression:

0E;(p) | X;7:0i(mij(@)(1-7:;(p) ifj=k
Pk - X 7i0; (i (@) i1, (D)) otherwise

Finally, assuming 0; = 0 and writing e; = InE ;(p), we obtain:

dej(®) 1 OE;(
opr E;(p) opr
ZL Tlg(”l (p)(l_”i (p))) L.
ZiJTﬂTij(P) ’ ifj=k
- Y 7;0(7;;(P)7;1(P))
2iTimij(p)

otherwise

This is eq. (3.4) in Section 3.1. It shows the short-term partial derivative of
occupation j’s log employment share with respect to £’s log price can be computed
using transition probabilities, and a pecuniary parameter §. We next discuss

alternative formulations of the price elasticities in terms of moments of job flows.
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C.1.1.2 Remark 2 (Individual Cross-Price Elasticities)

We have described the off-diagonal elements of the elasticity matrix D as:

1
djr=—= Tiijmit
Tj

where 7;;, ;;, are elements of the transition matrix and 7; is the ith element of
the associated stationary vector. To interpret this further, consider the weighted

covariance between columns of the normalised transition matrix:
Covy, (7,7 1) = ) 7i (Fij—Er, 7 ;) (Fir —Er, 7 1)
i
=Y 7i(fij—1) G~ 1)
i

where
T q

flig= —2
q T4

and the second line follows from the first because ) ; 7,74, = %Zi TiMig = % =1.

Expanding this further:

Covy, (7,7 1) = 3 i (i = 1) (i = )
i
= Z‘[iﬁijﬁ'ik —ZTiﬁij _ZTiﬁik +ZTi
i l t L
= LZ‘L’iﬂiﬂtik -1-1+1

Tka i

1
=——dj;-1
Tp Ik

Rearranging gives eq. (3.6).

C.1.1.3 Remark 3 (Individual Own-Price Elasticities)

Turning to the on-diagonal elements of the elasticity matrix D. These are:

1
djj= T_J.Z””if (1)
l
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Similarly to the above, we can express this in terms of the variance of normalised

transition probabilities:

l
l
_1_i(
(Varrl )+ 14 )
1
= T 1+¥ ar,l ])
J
1
=1-71; (1+—Varrl J)) (C.1

Rearranging gives expression (3.7).

C.1.1.4 Further Discussion on Remarks 1-3

We turn now to justifying our choices of normalisations. We first consider that
Covy, (7,7t 1) =X 7i (7tij —Er, ;) (Fir —Eq, 7 1). Because Er, % = E;, 7 =1, we
argue this term is invariant to occupation size. To show this empirically, we compute
this term for occupational classifications at various levels of coarseness (i.e. 4 main

occupation groups, 10 occupation groups, 120 occupations), see Table C.1 below.

We now consider the variance terms. We can also write d; as follows

JJ:_Zdjk

k#j

= };.Tk (1 + Covri (ﬁ'.,j,f[_,k))
J

= Z Tp + Z 7, Covy, (ﬁ_’j,ﬁ.’k)
k#j k#j

=1-1j+ ) 1,Covy, (% j,7 ) (C.2)
=

Equating eq. (C.1)) and eq. (C.2)), we see that
Var, (7 j)=-— ZTkCovT (7 j 7t 1)
Tj k#j

= Vary, (ﬁJ) == Z 1;Covy, (ﬁj’ﬁk)
k#j
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These expressions show two things. First of all, because Var,, (ﬁ j) is neces-
sarily greater than zero, then Cov., (ﬁ j,fr.,k) is below zero on average.! Second,
if Covy, (% j,7 1) is of order O (1), then %Zk# 7;,Covy, (7 j,7 1) is of order O (N).
In contrast, Vary, (% ;) = —Y4.;12Covy, (7,7 1) is a weighted average of the co-
variance terms, and so is of order &' (1). To show this empirically, we compute this
term for occupational classifications at various levels of coarseness. In particular,
Table C.1 reports the median for the covariance, and two measures of the variance.
It shows this for three levels of occupational aggregation: 4 main occupation groups
as described below in the data appendix section, 10 occupation groups correspond-
ing to one-digit occupation categories, and the 120 occupations considered in the
analysis (see Table C.4 for the full list).

Table C.1: Median Values of Model Components Across Occupation Pairs

#Occs Cou(_j, 7t p) Var( ;) t;Var(i ;)

4 -0.76 2.20 0.54
10 -0.75 5.48 0.58
120 -0.78 126.91 0.57

Vector of Price Changes

We make this intuition more rigorous by expressing the price elasticities in terms
of distributions of worker flows. At the same time, we complete the interpretation
of eq. (3.6)) and eq. (3.7)) in Remark 2.

Remark 4 (Vector of Price Changes). Matrix D can be expressed as follows
D=I-W-WeC

where I is the identity matrix, W is the matrix of stationary employment shares
with j,k-th element 1}, ® is the element-by-element product, and C is the symmetric
matrix with j,k-th element c;, = Covy, (ﬁ_,j,ﬁ.,k), which captures the ‘occupational-

similarity’ between occupations j and k.

IThis also shows that ¥, 7, Covs, (7,7 1) =0.
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Accordingly, following a vector of price changes Ap, then the change in the

employment share in occupation j is given by

Aej = 0d;Ap

=0|Apj—AL;,p+Covy, (c_,j,Apj—Ap.) (C.3)
real;rice occup:zrtional
change substitutability
=0 (l—Tj—Tjij)Apj+Z(—Tk—Tijk)Apk. (C4)
N ~— “ i
own-price N -~ _
effect total cross-
-price effect

where E;,p is the (weighted) average of prices across occupations and we drop a
time subscript for ease of notation. Similarly Covy, (c.j,Ap;j—Ap.) captures the
(weighted) covariance between the j-th column of C, c_;, and the vector of relative

price changes Ap ;—Ap . across occupations.

Remark 4 complements the interpretation contained in Remark 2 above. In the
formulation in eq. (C.3), the effect of a vector of price changes on a given occupation
consists of two components. First is the direct effect of real price changes in that
occupation itself, net of the change in the economy-wide price index. This term
aggregates the ‘direct’ and ‘price index’ terms contained in eq. (3.6) and eq. (3.7).
Second is the total effect of occupational substitutabilities: Employment growth
is larger if price growth is higher relative to more similar occupations. In fact,
empirically, price changes are positively correlated across similar occupations, and
so this last component tends to attenuate the direct effect of price changes. To see
this, consider, for example, price growth in occupations high in analytical tasks.
Price growth in these sectors has been highest relative to routine occupations,
which saw the largest declines, but are also dissimilar in terms of occupational
flows. Therefore, for these analytical occupations, this last term is likely negative,

offsetting the positive effect from the first two terms.
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Equation (C.4) then builds on this formulation by relating it back to eq. (3.9),
which forms the basis of our empirical application. Equation (C.4) therefore ex-
presses the effect of a vector of price changes in terms of two components which
we can easily take to data, and which can be interpreted in terms of the joint

distribution of these price changes with steady-state job flows.

The expression D =1 - W — W & C follows directly from Remark 2. The diagonal

element c;;j of C is Vary, (7 ;) = %Varri (%.;). We therefore have that

Aej = de,_Ap

ZQZ(ijk—Tk—chjk)Apk
k

=0 (ZijkApk —Y TrAPE— Y TrCjRAD
% % %

=0

Apj—AE.,p-) trejr (Apr—Apj)
%

0 (Apj — AL, p +Couy; (c.,j,Apj - Ap.))

as given in the text. The fourth line follows from the third because > 7cj, =0 =
Y TjcjrApj=0. The final line follows from the fourth because similarly E;,c_; =0

and column vector ¢_; = c;_ because C is symmetric.

C.1.2 Labour Demand, Equilibrium, and Estimation

Strategy

This section extends the model by incorporating occupational labour demand.
In what follows, we present the main features of the demand and supply sides,

characterise equilibrium, and discuss its practical implementation.

C.1.2.1 Labour Demand

We consider an economy-wide constant elasticity of substitution (CES) production

technology

o-1

Y:A(ZﬁiE:Tl) s.t. Zﬁi:]-
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where i is for occupation, E for employment, ; are the factor intensities of different

occupation inputs and o > 0 is the elasticity of substitution across occupations.

The first order conditions yield, for all i,

-1
o-1
Bi E A (Zﬂ B, ) =p;
To begin, consider demands relative to occupation N:

. o
B g <[ £0)

BN bi
1 o
~In (ﬁ P )
1-6ip
where p; = p‘ and f_; = lﬁlf’ = ZJEZ‘Vﬁ .. In what follows, we will consider incremental
changes to ln T fj 5 with proportionate off-setting changes to f;, for & # J.

_ _ dingl  dinp ;5 din fL
It is worth noting that = 57— = 1. On the other hand, ﬁ, =0

din%-  dinsth din f-

because proportional changes to §; and By are equal and offsetting.

In more compact notation, we can therefore write
- ~ . 1)\7
E?(p:(b,s),p;) =In (ﬁig) (C.5)
l

where b is the (N —1) vector of relative productivities s is a vector of supply shifters
that do not directly affect demand, and §; = +-. Note that relative demand for

employment in occupation i depends on the relat1ve price in that occupation only.

In fact, we are interested in log employment shares e; = In —%- Z E = ln . In this
case, demands depend on productivities and prices of other occupations. We will be
interested in perturbations around the steady state, so in keeping with the rest
of Chapter 3, we will denote steady-state share of occupation i by 7;. This gives a

demand curve e‘il ((p (b,s)),b), which is a function of all prices and demand shifters.

To calculate derivatives, first note that, around the steady state:

d d
aej _ ‘[i ae
|pk¢i - lpk#z

E 1 T,0p;
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i.e. given a change to p;, and holding fixed all other prices (made explicit by the
notation |, ; ), then adding up ensures this identity, because all other sectors are
equally proportionately offset.? Therefore, we have that:

d E; En
0¢f dngy oG

op;  Op; op;
alnl% aeglv
~ 0p; Op;
0 d
T 9%
B l—Ti 0pi
ded
= —=-(1-1))0
op;
This also implies that for j #i:
aed T; ded

o . . ded o
A similar logic implies that e‘ﬁj follows a similar structure.
alnq
J

We therefore have a demand function ef ({p (b,s)),b) with partial derivatives
for prices given by elements of the matrix o(W —1I), with rank N — 1, where [
is the identity matrix, and W is the matrix of employment shares, as defined in
Appendix C.1.1.4. The matrix of derivatives with respect to demand shifters is

given by o (I — W), equally of rank N — 1.

C.1.2.2 Labour Supply

Oe

As extensively discussed in Section 3.1, we have that ﬁ = 0d . The matrix of

supply derivatives is therefore given by 6D, similarly of rank N — 1.

d
6ek

. . c ... oed e )
2Note that adding up requires Y, =~ E}, = 0, which implies %Ei + Xk %E » = 0. Noting that

opi
. ded ded de? . .
a property of CES demands given by eq. (C.5) are that Wfi = Ffi = 5pr for k,l #i , then we have
e 9e<. e e,
that %Ei + % YrziEr=0= %ei + % > r#ier = 0. Rearranging and using 7; give the result.
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C.1.2.3 Equilibrium Characterisation
Similarly to before, we can write
ei(b,s)=e((p(b,s)),s)= el ((p(b,s)),b) (C.6)

where both supply and demand curves depend on the full system of prices.

In what follows, for ease of exposition, we define the following matrices for

gradients of equilibrium quantities {E ;} and prices {p}.

Notation | Typical element
de;
ﬁ .
de;
r ds;
dp;
b
api
S ds;

—
—
—

Solving for Price Gradients using e’ () = e? 0

Differentiating ef O= e? () from eq. (C.6) with respect to In f ;3j we obtain:
d d
0 Bi \ 4o B, B; '
#0Pko(ingt) % OPro(lngly) olny

Expressing this in matrix notation gives

0DV =c(W-1)V+o(I-W)

= @D+c(I-W)V=0(I-W) (C.8)
where V is a matrix with i, jth element ( 9p ;j ) that we wish to solve.
0 lnm

At this point, we notice that (6D + o (I —W)) has rank N — 1. However, we
can also notice that (I — W) is the de-meaning operator, such that for vector x,
then (I -W)x =x-); 7;x;. Therefore, we can solve eq. (C.8)) as long as we make
the appropriate normalisation. Specifically, we define price gradients such that
Y, T,-L) =0, i.e. the weighted price gradient is 0.

bj
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Recall that this normalisation is without loss of generality because the model

is invariant to additive shifts in prices. In this case, we can solve for V as
0 -1
V= (—D+I) I-w)
o

which in fact guarantees the normalisation by construction.

Next, we consider gradients with respect to supply shifters. Differentiating

with respect to s; we obtain:
5 Oc; opy,  9e; _ - 9e] op,
7 Opr 0s; 0s; B 7 Opr 0s;
= O0DS+I=0c(W-1)S
= OD+0c(I-W)S=-1

Note that one could solve for S explicitly using a similar normalisation to that

above, but this is not needed for the analysis.

Solving for Quantity Gradients using ¢; () = e‘ii Oande;()=¢3()
Differentiating the identity e; (b,s) = ef (p(b,s)),b) w.r.t. s; we get
def opy,
0s j - 7 Opr 0s;
= I'=-c(I-W)S

aei

and then differentiating the identity e; (b,s) = e? (p(b,s)),b) w.r.t. In 1%1» we get
de;  0e] opy
Bi \ 450 Bi
d(lnl_ﬁj) % OPk a(lnl_ﬁj)

which provides the matrix equation

[1]
Il

o)
)
<
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C.1.2.4 Observed Changes

Let Ae be the vector of observed changes in labour shares, with ith element, Ae;.
Similarly let Ab be the vector of productivity (or demand) shifts, As the vector of
supply shifts, and Ap be the change in prices. Then we have that

Ap=VAb+SAs (C.9)
and

Ae=Z=Ab+TAs
=0DVAb—-o(I-W)SAs (C.10)

These expressions describe changes to labour shares and prices in terms of

demand and supply shocks, price elasticities, and model parameters 6 and o.

C.1.2.5 Estimation Strategy

Expressions (C.9) and (C.10) also inform the regression framework. From eq. (C.9),
note that 6D Ap =0DV Ab + 6D S As. Using this to substitute Ab out of eq. (C.10))
yields:

— Ae=0DAp-0DSAs—-o(I-W)SAs
=0DAp—- (0D +c(I-W))SAs
=0DAp—-(-1)As
=0DAp+ As (C.11)
This is our basic regression equation (eq. (3.9) in the absence of supply shocks).

The logic of requiring the IV is that, given that As is not observed, then an OLS

regression of Ae on dAp will not work, because dAp is correlated with these shocks.

Suppose we have a variable, which we denote r;, which is correlated with

Ab; =1n 15 ;3,- but not with As;. In matrix notation:
Ab=x1y+Ar+1

where x and A are scalars, 1y is a vector of ones and 7} is a vector of shocks.
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Then, from eq. (C.9):

Ap=VAb+SAs
— Ap=AVr+ée+SAs

= DAp=ADVr+Dé+DSAs
-1
I -W)r+De+DSAs

-1
r+Dé+DSAs

=AD (QD +1
o

=AD (QD +1
o

where the second line follows from the first because, if v;; is the 7, jth element of V,
then Y ;v;; = 0. Vector r is the employment-share-weighted-demeaned version of r

and finally, €= V7.

In terms of regressing Ae; on the vector of price changes, this implies that,
if G=D (gD +1 )_1 and g; is the ith row of this matrix, then an appropriate
instrument for d; Ap is g;T, or equivalently g; (I — W)r.

For cases in which we ignore the cross-price effects and focus only on the own-
price effects (i.e. assuming the off-diagonal elements of the elasticity matrix equal

zero), we have that the vector ¥ will be pre-multiplied by Ggiqg = Ddiag (gD +1 )_1.

As we discuss in Section 3.3.3, we assume g = 1 throughout the chapter. In

Table C.5, we show the robustness of our results to different values of g.

C.2 Data Appendix

This section provides more details on the main data sources and supplementary
descriptive statistics. We first delve into the SIAB data and outline the procedures
for sample selection and wage imputation. We then bolster the insights offered in

Section 3.2 by presenting additional descriptive statistics on the main variables.
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C.2.1 The SIAB Data

We use the Sample of Integrated Labour Market Biographies (Stichprobe der
Integrierten Arbeitsmarktbiographien — SIAB) for our analyses.? The SIAB is a
2% sample of the population of the Integrated Employment Biographies (IEB)
provided by the Institute for Employment Research (Institut fiir Arbeitsmarkt- und
Berufsforschung — IAB). It includes employees covered by social security, marginal
part-time workers (after 1999), unemployment benefit recipients, individuals who
are officially registered as job-seeking, and individuals who are participating in
programs of active labour market policies. It is possible to track the employment
status of a person exact to the day. The source of data regarding employment is
the Employee History (Beschdftigtenhistorik - BeH) of the IAB. The BeH covers
all white- and blue-collar workers as well as apprentices as long as they are not
exempt from social security contributions. It excludes civil servants, self-employed

people, regular students, and individuals performing military service.

The SIAB data contains an individual’s full employment history, including a
consistent-over-time occupational classifier (up to 2010), the corresponding nomi-
nal daily wage, and socio-demographic variables such as age, gender, or level of
education. Data is available in a spell structure, making it possible to observe the
same person at several employers within a year. In a few cases, these spells overlap
when workers have multiple employment contracts at a time. We transform the
spell structure into a yearly panel by identifying the longest spell within a given
year and deleting all the remaining spells (this follows from Bohm et al. (2022)).

C.2.1.1 Sample Selection and Variable Description

To work with a homogeneous sample throughout, the main sample is restricted
to West German full-time male workers aged 25-59. Since the level and structure
of wages differ substantially between East and West Germany, we drop from our
sample all workers who were ever employed in East Germany. Our focus on full-
time jobs is driven by the absence of data on hours worked. Excluding younger

workers, we ensure the vast majority of our sample will have concluded their formal

3 Access to the data is subject to signing a contract with the Research Data Center of the German
Federal Employment Agency. See Frodermann et al. (2021) for more details.

168



C.2. DATA APPENDIX

education by the time they enter the sample. Besides, we stop relatively early (at
59) because early retirement programs were common in Germany, particularly in
the late 1970s and the 1980s.

We further exclude workers with wages below the limit for which social security
contributions have to be paid, mainly workers in marginal jobs (also known as mini-
jobs). These jobs were not subject to social security taxation prior to 1999. After
the first reform in 1999, the tax-free wage threshold was fixed during the period
1999 to 2003 at 325 euro per month. In 2003, the range of exempted earnings was
expanded up to 400 euro, which was effective until 2012. The minimum threshold
for mini-jobbers increased in 2013 from 400 to 450 euro per month. Approximately
10% of observations are affected by this restriction. We drop wage spells of workers
whose last spell is in apprenticeship training as the first wage after apprenticeship
is often a mixture between new wage and apprenticeship wage (this only affects
0.48% of the sample). We also drop all spells of workers who are always foreign
workers (less than 5% of observations).* Finally, workers without information on

their occupation or wages are dropped from the analysis.

Occupations. We use the 120 three-digit occupations from the SIAB’s Scientific
Use File as our main units of analysis. These occupations are consistently coded
(from the detailed KIdB 1988 classification system), available during the long
time period of 1975-2010, and listed in Table C.4. After 2010, a new classification
system is used (the KldB 2010 classification system), which results in a relatively
sharp break of the occupation codes. In Table C.1, we also consider occupations
at the one-digit level and aggregate them into four broad groups following the
literature (Acemoglu & Autor, 2011, B6hm et al., 2022). These are (1) managers,
professionals, and technicians (Mgr-Prof-Tech), (2) sales and office workers (Sales-
Office), (3) production workers, operators, and craftsmen (Prod-Oper-Crafts), and

(4) workers in services and care occupations (Serv-Care).

Wages. The available wage variable is the employee’s gross daily nominal wage
in euro. It is calculated from the fixed-period wages reported by the employer and
the duration of the original notification period in calendar days. Despite being

accurately measured as the employer can be punished for incorrect reporting,

“Workers who are German at some point but foreign at another are not dropped.
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two major drawbacks are of special relevance to our analysis. First, due to a
cap on social security contributions, wages are right-censored. As is common in
administrative data sources, earnings above the upper earnings limit for statutory
pension insurance are only reported up to this limit. The upper earnings limit
for statutory pension insurance differs from year to year as well as between East
and West Germany, where the decisive factor is the location of the establishment.
Second, the income components being subject to social security tax were extended
in 1984. Prior to that, one-time payments such as bonuses were not included in
the daily wage benefit measure. We discuss how we deal with these two issues
below. We deflate wages by the Consumer Price Index (CPI) reported in the Federal
Statistical Office of Germany, with 2010 as the base year.

C.2.1.2 Imputation of Right-Censored Wages

The SIAB data is based on process data used to calculate retirement pensions and
unemployment insurance benefits, implying the wage information is top-coded and
only relevant up to the social security contribution ceiling. While this feature only
affects approximately 8.5% of observations on average across years in our main
sample (2559 years old, full-time, excluding marginal workers), the proportion of
censored observations differs across subgroups. By gender, top-coded wages amount
to roughly 11% for men and 3.3% for women. Differences are also substantial by
education groups. Whereas only 1.1% of the spells of individuals who enter the
labour market without post-secondary education are affected by top-coding, the
share of right-censored wages increases to 5.2%, 9.4%, and 30.8% for those who
completed vocational education and training, an Abitur, and a university degree,
respectively. The share of top-coded wages also increases over the life cycle. While
censoring only affects less than 2% of observations for those aged 25-29, the fraction

of top-coded wages rises to more than 11% for those older than 40.

To impute top-coded wages, we follow Dustmann et al. (2009) and Card et al.
(2013).% We first define age-education cells based on seven age groups (with 5-year
intervals; 25-29; 30-34; 35—39; 40—44; 45-49; 50-54; 55-59) and four education

5To ensure that all censored wages are covered in the imputation process, we mark all observa-
tions with wages four euro below the assessment ceiling as in Dauth & Eppelsheimer (2020).
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groups (as described above). Within each of these cells (and thereby allowing a
different variance for each education and age group), we estimate Tobit wage
equations separately by year, gender, and East-West Germany. We predict the
upper tail of the wage distribution including controls for age (quadratic), tenure
(quadratic), a part-time dummy, as well as interactions between age (quadratic)
and the different education groups. To control for worker fixed effects, we construct
the mean of an individual’s log wage in other years, the fraction of censored wages
in other years, and a dummy variable if the person was only observed once in her
life.® We use the predicted values X’f from the Tobit regressions together with the

estimated standard deviation 6 to impute the censored log wages y°¢ as follows:
Yo =X'B+60 Uk +ul-k)]

where @ is the standard normal density function, u is a random draw from a
uniform distribution ranging between zero and one, & = ®[(c — X’ ,3)/6] and c is
the censoring point, which differs by year and East-West Germany. See Gartner
(2005) for further details.” In a very few cases (< 0.001%), imputed wages are
exceedingly high. As a minor adjustment, we limit imputed wages to ten times the

99th percentile of the latent wage distribution.

C.2.1.3 The Structural Wage Break in 1983/1984

The income components being subject to the social security tax were extended in
Germany in 1984 (for details, see Bender et al. (1996) and Steiner & Wagner (1998)).
Before 1984, one-time payments, such as bonuses, were not included in the daily
wage benefit measure. Starting in 1984, these parts of the wage were included. We
follow Fitzenberger (1999) and Dustmann et al. (2009) and deal with this structural
break by correcting wages prior to 1984 upwards. The correction is based on the

idea that higher quantiles appear to be more affected by the structural break than

6For those observed once, mean wage and mean censoring indicator are set to sample means.

"Dustmann et al. (2009) consider different imputation methods, such as restricting the variance
to be the same across all education and age groups, or assuming the upper tail of the wage
distribution follows a Pareto distribution. They conclude that the imputation method that assumes
that the error term is normally distributed with a different variance by age and education works
better than the other imputation methods. This method is also chosen in more recent papers such
as Bohm et al. (2022) and Cortes et al. (2023).
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lower quantiles, as higher percentiles are likely to receive higher bonuses. To this
end, we estimate locally weighted regressions, separately for men and women, of
the wage ratio between 1982 and 1983 (i.e. before the break), and between 1983 and
1984 (i.e. after the break) on the wage percentiles in 1983 and 1984, respectively.
The correction factor is then computed as the difference between the predicted,
smoothed values from the two wage ratio regressions. In a way similar to that of
Dustmann et al. (2009), to account for differential overall wage growth between the
periods from 1982 to 1983 and from 1983 to 1984, we subtract from the correction
factor the smoothed value of the wage ratio in 1983, averaged between the second
and fortieth quantiles. Finally, wages prior to 1984 are corrected by multiplying
them by 1 plus the correction factor. After this, some wages are corrected above the
censoring limit. Dustmann et al. (2009) reset these wages back to the censoring
limit and impute them in the same way they imputed wages that were above the
limit anyway. Instead of doing that, here we follow Bohm et al. (2022) and do not
reset wages back to the censoring limit if they were corrected above the limit but

leave them at their break corrected values.

C.2.2 Data on Tasks and Occupational Characteristics

We use the Qualifications and Career Surveys (QCS, Hall et al., 2012), conducted
by the Federal Institute for Vocational Education and Training (BiBB), to obtain
information on tasks performed in occupations. The QCS, which have been previ-
ously used, e.g. by Spitz-Oener (2006), Antonczyk et al. (2009) and Gathmann &
Schonberg (2010), are representative cross-sectional surveys with 20,000-35,000
individuals in each wave who respond about the tasks required in their occupations.
These include, for example, how often they repair objects, how often they perform
fraction calculus, or how often they have to persuade co-workers. We classify ques-
tions as representing either analytical, routine, or manual tasks and assign a
value of 0, 1/3, or 1, depending on whether the answer is ‘never’, ‘sometimes’,
or ‘frequently’. We pool the QCS waves in 1979 and 1985/1986 to compute task
intensities across occupations by averaging over all the responses. We use this
information to study how task intensity relates to our price elasticity measures,

and instrument demand changes across occupations over the period 1985-2010.
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To measure the distance between occupations in the task space (reflecting the
degree of dissimilarity in the mix of tasks), we follow Cortes & Gallipoli (2018) and

use the angular separation (correlation) of the observable vectors x; and xp:®

> (¥a; - %a)
AngSep ), = = - (C.12)

A A 2
Z:l (xaj)z ) ;1 (Xar )2

r—aMu}

where x,; is the intensity of task dimension a in occupation j and A is the total
number of dimensions being considered (analytical, routine, and manual). We

transform this to a distance measure dist;;, that is increasing in dissimilarity:
. 1
distj; = 5(1 —AngSepz)

The measure varies between zero and one; it will be closer to zero the more two
occupations overlap in their skill requirements. The mean task distance between
occupations in our data is 0.5, with a standard deviation of 0.29. The most distant
possible move is between an ‘economic and social scientist’ and a carpenter. Exam-
ples of pairs of occupations with low distance measures are between a sheet metal

worker and a tile setter, or between a glass processor and a plastic processor.

To obtain measures of occupation’s certification requirements and degree of
regulation, we use the indicators for standardised certificates and regulation
developed by Vicari (2014). These indicators are based on BERUFENET, the online
career information portal provided by the German Federal Employment Agency
— a rich job title database similar to the US O*NET. The degree of standardised
certification of an occupation indicates whether access to exercising a professional
activity is linked to a standardised training certificate. The degree of regulation
indicates whether legal and administrative regulations exist which bind the access
to and practice of the occupation as well as bearing the title to the proof of a specific
qualification. These indicators are constructed as a metric value between 0 and 1,

with the indicator increasing in the degree of certification and regulation.

8The angular separation is the cosine angle between the occupations’ vectors in the task space.
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C.2.3 Descriptive Statistics

This section presents further tables and descriptive statistics to complement the
analysis in Section 3.2. We start by presenting summary statistics for the transition
probability matrix I1 and the elasticity matrix D in Table C.2. Similarly, Table C.3
displays summary statistics for annualised employment and occupational price

changes separately by each five-year sub-period from 1985 to 2010.

We study how own-price elasticities d; relate to several occupational char-
acteristics in Figure C.1 (i.e. share of workers with university degree, workers’
mean age, occupational certification, occupational regulation) and Figure C.2 (i.e.
analytical, routine, and manual task intensities). We summarise these figures in
panel (a) of Figure C.3. Panel (b) of Figure C.3, on the other hand, plots cross-price
elasticities against occupational task distance. Finally, Table C.4 offers the full list
of the 120 occupations ranked by their respective own-price elasticities, together

with their employment size in 1985 and 2010.

Table C.2: Summary Statistics. Elasticity Matrix D
and Transition Probability Matrix II

Elasticity Matrix D Transition Probability Matrix I1

Own-Price Cross-Price Diagonals Off-Diagonal
Elasticity (d;;) Elasticity (~dj, x 100) Elements (II;;) Elements (I, x 100)

Mean 0.434 0.364 0.746 0.214
Std. Dev. 0.128 0.939 0.090 0.660
Skewness 0.177 14.672 -0.722 17.449
Kurtosis 3.634 493.494 4.393 585.670
pl0 0.294 0.007 0.627 0.000
p50 0.430 0.111 0.754 0.046
p90 0.604 0.867 0.839 0.516
P99 0.796 4.021 0.931 2.585
Number of Observations 120 14,280 120 14,280

Notes: Table provides summary statistics for the elasticity matrix D and the transition probability matrix II, separately for
on-diagonal and off-diagonal elements. For readability, summary statistics for off-diagonal elements are multiplied by 100.
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Table C.3: Summary Statistics. Annualised Employment and
Occupational Price Changes by Sub-Periods

Panel A. 1985-1990

Log Employment Change
Stayers’ Wage Growth
Prices 4 la Cortes (2016)

Panel B. 1990-1995

Log Employment Change
Stayers’ Wage Growth
Prices 4 la Cortes (2016)

Panel C. 1995-2000

Log Employment Change
Stayers’ Wage Growth
Prices 4 la Cortes (2016)

Panel D. 2000-2005

Log Employment Change
Stayers’ Wage Growth
Prices 4 la Cortes (2016)

Panel E. 2005-2010

Log Employment Change
Stayers’ Wage Growth
Prices 4 la Cortes (2016)

igh
Mean Weighted Std.Dev. pl0 p50 p90  Autocorr. L1
Mean
2.59 2.28 2.57 -0.15 2.32 5.72 -
2.10 2.08 1.44 0.40 1.85 4.07 -
2.38 2.38 1.19 0.99 2.23 4.08 -
0.05 0.13 2.51 -3.13 -0.25 3.62 0.56
0.17 0.11 1.36 -1.33 -0.04 1.97 0.84
0.58 0.50 1.09 -0.71 0.33 2.11 0.75
-0.19 -0.24 2.67 -2.87 -0.46 2.71 0.46
0.48 0.52 1.79 —-1.57 0.25 2.56 0.83
0.75 0.82 1.51 -0.97 0.56 2.50 0.75
-1.64 -1.43 2.27 -449 -146 1.35 0.71
-0.24 -0.17 1.32 -1.90 -0.24 1.51 0.84
0.09 0.12 1.07 -1.15 0.01 1.54 0.82
-0.27 -0.04 2.18 -3.07 -0.31 2.07 0.59
0.42 0.61 1.38 -1.14 0.12 2.17 0.77
0.57 0.76 1.25 -0.88 0.22 2.25 0.82

Notes: Table presents summary statistics for annualised employment and occupational price changes separately for
different sub-periods. These are: 1985-1990, 1990-1995, 1995-2000, 2000-2005, and 2005-2010. The final column, ‘autocorr.
L1’ refers to the correlation with respect to the preceding 5-year period (e.g. the correlation between the employment
change in the period 1990-1995 with respect to the employment change in the preceding period 1985-1990).
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Figure C.1: Correlation between Own-Price Elasticities
and Occupational Characteristics

(a) Share of Workers with University Degree (b) Workers’ Mean Age
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Notes: Figure shows the correlation between own-price elasticities (dj; elements) and other mea-
sures of occupational characteristics. Panel (a) considers the share of workers with university
degrees in each occupation. Panel (b) considers the average age among workers. Panels (c) and (d)
consider occupational certification and regulation, respectively (Vicari, 2014). Each circle repre-
sents one of the 120 occupations, with the size of the circle indicating the occupation’s share of
employment in 1985. ** means statistically significant at the 5% level.
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Figure C.3: Own-Price and Cross-Price Elasticity: Comparison with External Metrics

(a) Own-Price Elasticity and Occupational Characteristics (b) Cross-Price Elasticity and Task Distance
-0.33
Degree Share e 0.0104
Mean Age — L4
0.0084 (e Pearson's correlation = -0.21**
Certification — Z Spearman's correlation = -0.30**
m # of occupation-pairs = 14280
Ll
Regulation - — 3 0.006
a
2
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Correlation Coefficient w.r.t. Own-Price Elasticity Occupational Task Distance

Notes: Figure shows the relationship of the own- and cross-price elasticities with respect to external metrics. Panel (a) reports how the own-price elasticity,
namely d;;, relate to skill requirements captured by the share of university graduates and workers’ average age, occupational certification and regulations
(taken from Vicari (2014)), and occupational task content (analytical, interactive, manual, and routine). Panel (b) shows the relationship (with a quadratic
fit) between the cross-price elasticity, namely —d j;,, and occupational task distance measured as in Cortes & Gallipoli (2018).
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Table C.4: All 120 Occupations Ranked by Own-Price Elasticities d;;,

and their Employment Size

Own-Price % Share of
Elasticity Employment

Occupations (based on German KIDB 1988 Classification) djj d%E 1985 2010
Physicians up to Pharmacists 0.07 027 0.65 0.81
Bank specialists up to building society specialists 0.13 0.18 1.79 1.98
Nurses, midwives 0.16 024 0.37 0.67
Dental technicians up to doll makers, model makers, taxidermists 0.18 031 0.32 0.24
Non-medical practitioners up to masseurs, physiotherapists 0.19 027 0.13 0.22
Journalists up to librarians, archivists, museum specialists 0.20 0.28 0.28 0.35
Hairdressers up to other body care occupations 0.23 0.37 0.06 0.06
Architects, civil engineers 0.23 030 0.83 0.69
Soldiers, border guards, police officers up to judicial enforcers 0.27 036 0.38 0.51
Musicians up to scenery/sign painters 0.28 039 0.29 031
Foremen, master mechanics 029 037 139 0.75
Health insurance specialists up to life, property insurance specialists 0.29 037 0.85 0.89
Chemical laboratory assistants up to photo laboratory assistants 0.30 0.33 0.26 0.25
Doormen, caretakers up to domestic and non-domestic servants 0.30 040 0.97 0.97
Type setters, compositors up to printers (flat, gravure) 031 035 0.7 0.36
Gardeners, garden workers up to forest workers, forest cultivators 0.31 040 1.18 1.15
Social workers, care workers up to religious care helpers 031 039 042 0.68
Joiners (Carpentry) 0.32 039 157 1.17
Tile setters up to screed, terrazzo layers 0.33 043 0.42 0.30
Nursing assistants 0.33 042 0.20 0.33
Mechanical, motor engineers 033 038 1.07 1.21
Electrical fitters, mechanics 0.33 038 2.78 2.76
Chemists, chemical engineers up to physicists, physics engineers, mathe- 033 0.39 0.35 0.34
maticians

Bricklayers up to concrete workers 0.34 043 295 1.20
Home wardens, social work teachers 0.34 041 0.28 0.46
Music teachers, n.e.c up to other teachers 0.34 041 027 0.32
Electrical engineers 0.34 037 1.00 1.18
Entrepreneurs, managing directors, divisional managers 0.34 043 263 2.11
Data processing specialists 035 038 1.18 3.46
Members of Parliament, Ministers, elected officials up to association leaders 0.36 0.46 0.33 0.48
Measurement technicians up to remaining manufacturing technicians 0.36 041 0.81 0.48
Painters, lacquerers (construction) 0.36 043 1.11 091
Office specialists 0.36 043 6.10 8.15
Dietary, pharmaceutical assistants up to medical laboratory assistants 0.36 0.38 0.03 0.05
Chemical plant operatives 0.36 043 125 0.97
Navigating ships officers up to air transport occupations 0.37 045 0.39 0.28
Paper, cellulose makers up to other paper products makers 0.37 044 0.53 0.50

Artistic and audio, video occupations up to performers, professional sports- 0.37 0.44 0.27 0.25
men, auxiliary artistic occupations
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Table C.4—continued

Own-Price % Share of
Elasticity Employment

Occupations (based on German KIDB 1988 Classification) djj d%.E 1985 2010
Motor vehicle drivers 0.38 044 557 5.39
Toolmakers up to precious metal smiths 0.38 043 113 0.80
Cost accountants, valuers up to accountants 0.38 045 0.82 0.51
Railway engine drivers up to street attendants 0.39 047 0.77 0.61
Bakery goods makers up to confectioners (pastry) 0.39 046 041 0.41
Other technicians 0.39 045 196 243
Commercial agents, travellers up to mobile traders 0.39 045 158 1.10
Miners up to shaped brick/concrete block makers 0.40 047 133 0.47
Roofers 040 049 037 040
Survey engineers up to other engineers 040 046 0.75 1.82
Plumbers 040 046 135 1.23
Technical draughtspersons 0.40 045 0.60 0.48
Biological specialists up to physical and mathematical specialists 0.40 045 0.30 0.20
Mechanical engineering technicians 041 045 091 0.82
Butchers up to fish processing operatives 0.41 048 0.65 0.47
Turners 041 046 097 0.73
Generator machinists up to construction machine attendants 0.42 048 142 0.73
Goods examiners, sorters, n.e.c 042 049 090 0.58
Ceramics workers up to glass processors, glass fishers 0.42 049 040 0.22
Agricultural machinery repairers up to precision mechanics 042 046 0.53 0.54
Machine attendants, machinists’ helpers up to machine setters 0.43 050 0.58 0.51
Stucco workers, plasterers, rough casters up to insulators, proofers 0.43 050 053 0.32
Metal grinders up to other metal-cutting occupations 0.43 049 050 0.35
Cooks up to ready-to-serve meals, fruit, vegetable preservers, preparers 0.43 054 0.62 1.05
Spinners, fibre preparers up to skin processing operatives 0.43 050 0.56 0.19
Motor vehicle repairers 043 048 163 1.65
Goods painters, lacquerers up to ceramics/glass painters 0.44 049 050 0.37
Chemical laboratory workers up to vulcanisers 0.44 051 041 0.30
Cutters up to textile finishers 0.44 052 024 0.08
Cashiers 044 051 0.10 0.07
Street cleaners, refuse disposers up to machinery, container cleaners 0.44 051 0.63 0.72
Drillers up to borers 0.44 050 059 0.41

Iron, metal producers, melters up to semi-finished product fettlers and 0.45 0.52 0.96 0.60
other mould casting occupations

Electrical engineering technicians up to building technicians 045 048 139 147
Wine coopers up to sugar, sweets, ice-cream makers 045 052 046 0.37
Room equippers up to other wood and sports equipment makers 045 051 0.39 0.27

Plant fitters, maintenance fitters up to steel structure fitters, metal ship- 0.45 0.51 2.18 1.36
builders

Carpenters up to scaffolders 0.46 053 0.63 0.49
Post masters up to telephonists 046 057 030 0.36
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Table C.4—continued

Own-Price % Share of
Elasticity Employment

Occupations (based on German KIDB 1988 Classification) djj djij 1985 2010
Forwarding business dealers 0.46 051 0.42 0.47
Engine fitters 0.47 050 2.04 1.43
Farmers up to animal keepers and related occupations 0.47 055 049 0.42
Welders, oxy-acetylene cutters 047 052 0.72 0.51
Telecommunications mechanics, craftsmen up to radio, sound equipment 0.47 0.52 0.82 0.45
mechanics

Steel smiths up to pipe, tubing fitters 0.47 053 0.58 0.34
Wood preparers up to basket and wicker products makers 048 056 0.48 0.26
Office auxiliary workers 049 057 034 031
Sheet metal workers 0.49 055 040 0.36
Wholesale and retail trade buyers, buyers 0.51 055 1.65 1.88
Factory guards, detectives up to watchmen, custodians 0.51 059 0.67 0.67
Special printers, screeners up to printer’s assistants 0.51 056 035 0.21
Sheet metal pressers, drawers, stampers up to other metal moulders 051 056 053 0.32
Paviours up to road makers 0.52 059 049 0.32
Tourism specialists up to cash collectors, cashiers, ticket sellers, inspectors 0.53 0.59 0.49 0.65
Tracklayers up to other civil engineering workers 0.53 0.61 0.78 0.32
Metal polishers up to metal bonders and other metal connectors 0.53 058 0.44 0.28
Management consultants, organisors up to chartered accountants, tax 0.53 0.58 0.41 1.29
advisers

Transportation equipment drivers 0.53 058 0.52 0.45
Warehouse managers, warehousemen 0.54 061 221 1.58

Housekeeping managers up to employees by household cheque procedure 0.54 0.63 0.05 0.08
University teachers, lecturers at higher technical schools up to technical, 0.54 0.60 0.38 0.50
vocational, factory instructors

Economic and social scientists, statisticians up to scientists 0.56 062 0.35 0.57
Stowers, furniture packers up to stores/transport workers 0.56 064 195 291
Stenographers, shorthand-typists, typists up to data typists 0.56 061 0.11 0.12
Other mechanics up to watch-, clockmakers 0.56 059 045 0.79
Electrical appliance fitters 0.57 059 0.43 0.60
Plastics processors 0.57 062 0.67 0.86
Packagers, goods receivers, despatchers 0.57 064 0.86 0.92
Locksmiths, not specified up to sheet metal, plastics fitters 0.59 063 132 1.54
Salespersons 0.60 0.65 157 2.06

Laundry workers, pressers up to textile cleaners, dyers, and dry cleaners 0.60 066 0.06 0.06
Building labourer, general up to other building labourers, building assis- 0.61 0.70 1.26 0.97
tants

Electrical appliance, electrical parts assemblers 0.62 066 0.22 0.20
Other assemblers 0.63 068 031 0.81
Household cleaners up to glass, building cleaners 0.63 0.73 0.26 0.41
Publishing house dealers, booksellers up to service-station attendants 0.63 0.67 0.17 0.13
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Table C.4—continued

Own-Price % Share of
Elasticity Employment

Occupations (based on German KIDB 1988 Classification) d i d%.E 1985 2010

Restaurant, inn, bar keepers, hotel proprietors, catering trade dealersup 0.64 0.71 0.35 0.58
to waiters, stewards

Metal workers (no further specification) 0.67 0.71 1.07 1.38
Assistants (no further specification) 0.71 0.75 0.75 3.00
Other attending on guests 0.74 080 0.21 0.12
Medical receptionists 0.80 0.83 0.01 0.02
Nursery teachers, child nurses 0.80 0.79 0.02 0.09

Notes: Table provides the full list of the 120 occupations used in the analysis, ranked by the diagonal elements
of the elasticity matrix D (column (1)). The corresponding d ;; elements accounting for non-employment are
displayed in column (2). Columns (3)-(4) report the occupation’s percentage share of employment in 1985 (the
initial year of our period of analysis) and 2010 (the final year of our period of analysis), respectively.

C.3 Further Empirical Results: Figures & Tables

This section provides further tables and figures to complement the main estimation

results presented in Section 3.3.

Table C.4: Full Model: Two-Type Decomposition (OLS)

Dependent Variable: Ae

Two-Type Decomposition (D (2) 3) 4)
own effect: djiAp; 1.81%** 410"
(0.32) (0.88) 4.15***
total cross effect: Y ;. djxApp -2.14***  4.03*** (0.70)
(0.59) (1.29)
R-squared 0.310 0.163 0.394 0.394
Number of occupations 120 120 120 120

Notes: Regressor in column (4) is }_; d jz Aln py, i.e. corresponding to the full model. Standard
errors in parentheses; all coefficients shown are significant at the 1% level. Observations
weighted by j’s initial employment size. Period 1985-2010.
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Figure C.4: Stayers’ Wage Growth and Employment by d;; Quartiles
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Notes: Figure shows the scatter of occupations’ change in the log of employment (x-axis) and stayers’
wage growth (y-axis) during 1985-2010. The graph shows colour codes and linear regression lines
by occupations in the lowest (blue), second (green), third (orange), and highest (red) quartile of the
predicted elasticity of labour supply with respect to own price d;;. § refers to the slope coefficient,
se refers to standard error, and R-sq stands for the R squared of the regression.

C.4 Extensions and Robustness: Supplementary

Material

In this section, we present the details of the extensions and robustness checks
of the main findings. We first extend the model to incorporate non-employment
transitions. Second, we study changes in occupational prices and employment by
sub-periods. Lastly, we introduce an alternative method for estimating changes in

occupational prices.
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C.4.1 Accounting for Non-Employment Transitions

A driver of heterogeneity in occupational growth that we omit in the main analysis
is the extensive margin of employment. This may be particularly important if
young workers’ entry and old workers’ exit from the labour market affect specific
occupations’ growth. The secular decline of German unemployment from the mid-

2000s may also be relevant in this respect.

In line with eq. (3.1), we interpret indirect utility in M different non-employment
states m € {N +1,...,N + M} as containing pecuniary payoffs, transition costs, and
idiosyncratic components. While pecuniary payoffs p,, are unobserved, the empiri-
cal framework can be extended in order to model-consistently control switches to

and from different non-employment states.

We start by computing a new elasticity matrix that includes all transitions to
and from non-employment states. Then consider eq. (3.12) with N + M occupations,

with M referring to non-employment sectors:

N+M N N+M

Nej=0 > dplApr=0) djrApr+ Y. OApn)djm (C.13)
k=1 k=1 m=N+1

The first summation on the right-hand side represents our standard (own- and
cross-occupation) effects, while in the second summation, we explicitly group factors
O0Apn, together. This is to indicate that d j,, are control variables for the occupation
J’s predicted elasticity with respect to non-employment state m. The 8Ap,, coeffi-
cient on the respective control represents the combination of pecuniary preferences
and changes in non-employment ‘prices’. This product cannot be disentangled, as

Ap, is unobserved, but other than that the model is again identified.

In what follows, we show the results from these estimations with M = 3 different
non-employment sectors: unemployment, out of the labour force (during the career
and including part-time as well as employment with benefit receipt), and entry or
exit due to newly joining the labour force at age 25—-32 or retiring at age 52—-59. A
limitation of the records from unemployment insurance is that we cannot observe
the exact reasons for individuals entering or leaving the dataset (e.g. health shock,
discouraged worker, emigration, self-employment, military service or becoming a

civil servant). Outside the age range for labour market entry or retirement, these

185



APPENDIX C. APPENDIX TO CHAPTER 3

are all treated as out of the labour force for our purposes. As shown in Table C.6 (for
both the restricted and the unrestricted models) and Table C.7, the R-squared is
consistently higher in all specifications as more of the heterogeneity in employment
growth can be explained when allowing for occupations’ different elasticities with
respect to non-employment states. Importantly, the estimated role of own- and
cross-price effects turn out similar to the main results (both OLS and IV estimates).
In unreported results, we verify the main results do not change when further
separating part-time work and work with benefit receipt from ‘out of the labour

force’, or when merging the three states into one single non-employment sector.

Table C.6: Accounting for Non-Employment Transitions (I)

Dependent Variable: Ae

Three-Type Decomposition Unrestricted Model Restricted Model
(1) (2) 3) (4) (5)
fixed relationship: gdiagApj 2.41***  2.55***  3.70***
(0.41) (0.40) (0.74) 2.49%**
heter. own effect: (d;; —dq;ag)Ap; 1.41%*  3.27*** (0.39) 4.06"**
(0.63) (0.99) (0.68)
total cross effect: Y ;. djrApp 2.83**
(1.19)
elast wrt unemp: din+1 —-0.59*** —0.58*** —0.54*** —0.52*** —-0.47***
(0.17) (0.16) (0.14) (0.14) (0.13)
elast wrt olf: djN+2 0.25 0.18 0.24 0.07 0.22
(0.20) 0.17) (0.19) (0.12) (0.20)
elast wrt entry/exit: d N3 0.04 0.04 0.03 0.05 0.04
(0.19) (0.19) (0.19) (0.19) (0.19)
R-squared 0.421 0.438 0.470 0.426 0.463
Number of occupations 120 120 120 120 120

Notes: Regressor in column (4) is dj;Aln p ;. In column (5), the regressor is }_;d jz Aln py, i.e. corresponding
to the full model. We consider M = 3 different non-employment sectors: unemployment ‘unemp’, out of the

labour force ‘olf” (during the career and including part-time as well as employment with benefit receipt),

and entry or exit due to newly joining the labour force at age 25-32 or retiring at age 52-59. Standard
errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01. Observations weighted by occupation j’s initial
employment size. Period 1985-2010.
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Table C.7: Accounting for Non-Employment Transitions (II)

Dependent Variable: Ae

Three-Type Decomposition 1) @) (3)
(Restricted Model)

OLS v OLS v OLS v
fixed relationship:  dgiqgAp; 2.41%** 1.70***

(0.41) (0.49)
own effect: djiAp; 2.49*** 1.75%**

(0.39) (0.49)
own & cross effect: ZgzldjkApk 4.06*** 4.48***
(0.68) (1.24)

elast wrt unemp: diN+1 -0.59***-0.37* -0.52***-0.32* -0.47***-0.54**

(0.17) (0.19) (0.14) (0.17) (0.13) (0.23)
elast wrt olf: djn+2 0.25 0.03 0.07 -0.11 0.22 0.29

(0.20) (0.27) (0.12) (0.18) (0.20) (0.29)
elast wrt entry/exit: djn43 0.04 0.07 0.05 0.08 0.04 0.03

(0.19) (0.19) (0.19) (0.20) (0.19) (0.18)
Observations 120 120 120 120 120 120
R-squared 0.421 - 0.426 - 0.463 -
F-stat 1st Stage - 102 - 53 - 36

Notes: OLS and instrumental variable two-stage least squares (IV-2SLS) estimation results of the restricted
model (C.13) controlling for non-employment transitions in matrix D of dimension N + M. We consider M =3
different non-employment sectors: unemployment ‘unemp’, out of the labour force ‘olf” (during the career
and including part-time as well as employment with benefit receipt), and entry or exit due to newly joining
the labour force at age 25-32 or retiring at age 52-59. For the IV, in columns (1)-(2), the instrument is
Dgjag (gD + 1)71 (I = W)r. In column (3), the instrument is D (gD + 1]71 (I —W)r. See Section 3.3.3 for details
about the IV approach. Standard errors are in parentheses; *p < 0.1, *¥p < 0.05, ***p < 0.01. Observations
weighted by j’s initial employment size. Period 1985-2010.

C.4.2 Analysis in Five-Year Sub-Periods

In the main analysis, we study changes in occupational prices and employment over
the period 1985-2010. In this section, we split this longer interval into five-year
sub-periods (1985-1990, 1990-1995, 1995-2000, 2000—2005, and 2005—-2010), to

explore robustness and potential temporal heterogeneity.
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The pooled panel sample containing 600 observations (120 occupations x 5

sub-periods) is used to estimate an extended version of eq. (3.12):

Aej;=a+0d;iAp;; +0kZ dirAprs +6: (+yj) +€j; (C.14)
#J

where ¢t refers to a five-year period, and the matrix of elasticities D can be obtained
using the baseline period 1975-1984 as previously or using the lagged matrix from
the preceding five-year period (e.g. for the period 1995-2000, the matrix of elasticity
is computed using employment transitions over the period 1990-1995).° The period
fixed effects (6;) capture unobserved time-specific shocks or trends that affect all
occupations uniformly within each sub-period. A more demanding specification
additionally includes occupation fixed effects (y;), removing average occupational
growth over 1985-2010 and identifying only from accelerations / decelerations in

the respective sub-period.

Figure C.5 plots prices against employment growth for the pooled sample of 600
occupation-sub-periods (panel a) as well as separately for each sub-period (panel b),
analogous to the main text Figure 3.2b. The previous finding is strengthened in the
sense that each regression slope for above-median own-price elastic occupations
is flatter than any slope for below-median own-price inelastic occupations. From
Table C.8 and Table C.9, we see that linear OLS and IV estimation on the pooled
data essentially reproduce the results obtained in Section 3.3. Even in estimations
with occupation fixed effects (y;), which only use deviations of price changes from
their 1985-2010 averages interacted with the price elasticities, results are broadly
similar to before. Note that we can only do the OLS for this as our instrument does
not vary by period. In sum, estimation in a series of shorter intervals shows that
the role of occupational price elasticities persists, with some evidence that even
acceleration / deceleration of price growth in different sub-periods is translated

into employment growth according to these elasticities.

9Consistent with the high autocorrelation of matrix D over time discussed in footnote 15 of
Chapter 3, results are similar whether we use the baseline or the lagged matrix.
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Figure C.5: Stayers’ Wage Growth and Employment Changes
(by Own-Price Elasticity Median Split)

(a) Pooled Sub-Periods. 600 Occupations x Sub-Periods
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Notes: Figure shows scatter plots of occupations’ change in the log of employment (x-axis) and
stayers’ wage growth (y-axis) for the pooled sample of 600 occupation-sub-periods (panel (a)) as well
as separately for each sub-period (panel (b)). Sub-periods are: 1985-1990, 1990-1995, 1995-2000,
2000-2005, and 2005-2010. The graphs depict colour codes and linear regression lines by occupations
below (blue, inelastic) and above (red, elastic) the median predicted elasticity of labour supply with
respect to own price (d ;). § refers to the slope coefficient, CI stands for the 95% confidence interval,
se refers to standard error, and R-sq stands for the R squared of the regression.
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Table C.8: Full Model Pooled Sub-Periods (OLS)

Dependent Variable: Ae

Three-Type Decomposition Unrestricted Model Restricted Model
(1) (2) (3) (4) (5)
fixed relationship:  dgiqgAp; 1.69***  1.93*** 3.90***
(0.29) (0.29) (0.67) 2.41%**

heter. own effect: (d;; —dgiag)AD; 1.57***  4.04*** (0.34) 4.43***

(0.30) (0.83) (0.70)
total cross effect: Y ;.. djrApy 3.69***

(1.09)

R-squared 0.419 0.438 0.492 0.456 0.486
Period fe yes yes yes yes yes
Cluster Std. Errors yes yes yes yes yes
Number of occupations 600 600 600 600 600

Notes: Results on pooled panel sample containing 600 observations (120 occupations x 5 sub-periods).

Sub-periods are: 1985-1990, 1990-1995, 1995-2000, 2000-2005, and 2005-2010. The regressor in column (4)
is d;jAlnp;. In column (5), the regressor is }_;d jrAln py, i.e. corresponding to the full model. Standard
errors clustered at the occupation level in parentheses; all coefficients shown are significant at the 1%
level. Observations weighted by occupation j’s initial employment size (e.g. for the period 1985-1990, this
is 1985; for the 2000-2005 period, this is 2000, and so on).
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C.4.3 Alternative Price Estimation

The main results in Section 3.3 use the annual wage growth of occupation stayers as
the main estimate of an occupation’s changing log price or wage rate per efficiency
unit of skill. This accounts flexibly for the selection into occupations based on
observable and unobservable individual characteristics. In this section, we use an
alternative price estimation that also controls for the occupation-specific effect of

time-varying observable characteristics on wages.

In this approach, originally proposed by Cortes (2016), observed log wages for

individual w in period ¢ are estimated by

Inw(w) =) Zjiw)pji+ Y Zio)X/(0)j+ Y Zjxj(w)+ p(w) (C.15)
J J J

where Z ;(w) is an occupation selection indicator that equals one if individual w
chooses occupation j at time ¢, ¢;; are occupation-time fixed effects, and «xj(w)
are occupation-spell fixed effects for each individual. The model allows for time-
varying observable skills (e.g. due to general human capital evolving over the
life cycle) by including in the control variables X; a set of dummies for five-year
age bins interacted with occupation dummies.'® Finally, ui(w) reflects classical
measurement error, which is orthogonal to Z;;(w). It may be interpreted as a
temporary idiosyncratic shock that affects the wages of individual w in period ¢
regardless of their occupational choice. The estimated occupation-year fixed effects
(¢j) are the parameters of interest, which allow studying changes over time in

occupation’s log prices (Ap ;).

The results using prices 4 la Cortes (2016) turn out similar to our main results.
The main figures of Chapter 3 are replicated using these alternative prices in
Figure C.6. The main regression results (Table C.10-C.11-C.12-C.13), including
those when accounting for non-employment transitions, turn out very similar. Our

findings hence remain consistent and robust to this alternative price estimation.

10The bins are for ages 25-29, 30-34, 35-39, 40—44, 45-49, 50-54, and 55-59.
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Table C.10: Prices a la Cortes (2016) and Employment: Full Model (OLS)

Dependent Variable: Ae

Three-Type Decomposition Unrestricted Model Restricted Model

(1) (2) 3) (4) (%)
fixed relationship: EdiagApj 2.23***  2.70***  4.46***

(0.45) (0.49) (1.30) 2.70***
heter. own effect: (d;; —dgiqeg)Ap; 2.25"**  4.65"** (0.49) 5.18***
(0.67) (1.73) (1.15)
total cross effect: Y., d;rApg 3.23*
(1.81)

R-squared 0.287 0.340 0.371 0.337 0.350
Number of occupations 120 120 120 120 120

Notes: Results using prices 4 la Cortes (2016). The regressor in column (4) is d;;Alnp;. In column (5), the
regressor is };d jpAlnpp, i.e. corresponding to the full model. Standard errors in parentheses; *p < 0.1,
*#p < 0.05, ¥**¥p < 0.01. Observations weighted by j’s initial employment size. Period 1985-2010.

Table C.11: Prices a la Cortes (2016) and Employment: Full Model (OLS-1V)

Dependent Variable: Ae

Three-Type Decomposition 1) @) 3)
(Restricted Model)

OLS v OLS v OLS v
fixed relationship: EdiagApj 2.23*** 1.71***

(0.45) (0.50)
own effect: djjAp; 2.70*** 2.05%**

(0.49) (0.57)
own & cross effect: ZfevzldjkApk 5.18%** 6.48***
(1.15) (2.12)

Number of Occupations 120 120 120 120 120 120
R-squared 0.287 - 0.337 - 0.350 -
F-stat 1st Stage - 91 - 69 - 10

Notes: OLS and instrumental variable two-stage least squares (IV-2SLS) estimation results of the restricted
model using prices 4 la Cortes (2016). In columns (1)-(2), the instrument is D g;qg (gD +I)71(I - Wr. In

column (3), the instrument is D (gD +1 )_1 (I -W)r. Standard errors are in parentheses; all coefficients shown
are significant at the 1% level. Observations weighted by j’s initial employment size. Period 1985-2010.
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Table C.12: Prices a la Cortes (2016). Accounting for Non-Employment (OLS-1V)

Dependent Variable: Ae

Three-Type Decomposition 1) @) (3)
(Restricted Model)

OLS v OLS v OLS v
fixed relationship:  dgiqgAp; 3.05*** 2.25***

(0.63) (0.68)
own effect: djiAp; 3.00*** 2.29***

(0.57) (0.68)
own & cross effect: ZszldjkApk 4.76*** 5.45***
(1.100 (1.78)

elast wrt unemp: diN+1 -0.49***-0.32 -0.30** -0.19 -0.29** —-0.36

(0.18) (0.20) (0.13) (0.16) (0.14) (0.24)
elast wrt olf: djN+2 0.08 -0.08 -0.09 -0.19 0.06 0.14

(0.19) (0.25) (0.12) (0.17) (0.20) (0.28)
elast wrt entry/exit: djn43 0.06 0.09 0.13 0.13 0.12 0.12

(0.20) (0.20) (0.21) (0.21) (0.20) (0.20)
Observations 120 120 120 120 120 120
R-squared 0.386 - 0.401 - 0.402 -
F-stat 1st Stage - 79 - 28 - 23

Notes: Results using prices 4 la Cortes (2016). OLS and instrumental variable two-stage least squares
(IV-28LS) estimation results of the restricted model (C.13) controlling for non-employment transitions in
matrix D of dimension N + M. We consider M = 3 different non-employment sectors: unemployment ‘unemp’,
out of the labour force ‘olf’ (during the career and including part-time as well as employment with benefit
receipt), and entry or exit due to newly joining the labour force at age 25-32 or retiring at age 52-59. For
the IV, in columns (1)-(2), the instrument is Dg;q4 (gD +I)_1(I —W)r. In column (3), the instrument is

D (gD +1 )71 (I-W)r. See Section 3.3.3 for details about the IV approach. Standard errors are in parentheses;
*p < 0.1, *¥*p < 0.05, ***p < 0.01.. Observations weighted by j’s initial employment size. Period 1985-2010.
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Table C.13: Prices a la Cortes (2016). Full Model Pooled Sub-Periods (OLS-IV)

Dependent Variable: Ae

Three-Type Decomposition 1) (2) 3)
(Restricted Model) OLS OLS IV  OLS OLS IV  OLS OLS v

period fe period & occ fe period fe period fe period & occ fe period fe period fe period & occfe period fe
fixed relationship:  dgiqgAp; 2.06*** 2.85%** 1.33%**

(0.35) (0.42) (0.50)
own effect: djiAp; 2.41%** 2.78*** 1.51%**
(0.34) (0.42) (0.54)
own & cross effect: MWHH&&QDEQ 4.43*** 3.24%** 4,927
(0.70) (0.55) (1.56)

Observations 600 600 600 600 600 600 600 600 600
R-squared 0.426 0.789 - 0.456 0.792 - 0.486 0.785 -
F-stat 1st Stage - - 110 - - 85 - - 11

Notes: Results using prices 4 la Cortes (2016). OLS and instrumental variable two-stage least squares (IV-2SLS) estimation results of the restricted pooled model
(C.14). The pooled panel sample contains 600 observations (120 occupations x 5 sub-periods). Sub-periods are: 1985-1990, 1990-1995, 1995-2000, 2000-2005, and
2005-2010. For the IV, in columns (1)-(2), the instrument is Dgjqg AWU +DL (I -W)r. In column (3), the instrument is D ﬁmb +CL (I -W)r. See Section 3.3.3 for
details about the IV approach. Standard errors clustered at the occupation level in parentheses; all coefficients shown are significant at the 1% level. Observations
weighted by occupation j’s initial employment size (e.g. for the period 1985-1990, this is 1985; for the 2000-2005 period, this is 2000, and so on).
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