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Abstract

In recent years, automatic document and text analysis has gained significant
importance, driven by advancements in optical character recognition (OCR)
technology and the need for efficient processing of large volumes of printed or
handwritten documents. This article specifically focuses on document layout
analysis (DLA) and text line detection (TLD), both of which are crucial com-
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to the Persian (and Persian-like) language(s). In the DLA stage, we employ deep
learning models and a voting system to accurately determine the regions of inter-
est. Additionally, we introduce methods such as optimum font size concepts,
angle correction, and a line curvature elimination algorithm in the TLD pro-
cess to enhance OCR accuracy. Comparative evaluations against state-of-the-art
methods demonstrate the superiority of our approach, showcasing a 2.8%
improvement in the accuracy of Tesseract-OCR 5.1.0 (a well-established com-
mercial OCR system) on the official Iranian newspapers dataset. These findings
underscore the importance of addressing DLA and TLD challenges to advance
OCR technology for Persian language documents and provide a solid foundation
for future research in this domain.
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1 | INTRODUCTION

Automatic document and text analysis has become an essential component of many artificially intelligent systems in
recent years. With the increased availability of processing power, OCR technology has made it possible to quickly and
accurately analyse massive amounts of printed or handwritten documents.'? Furthermore, the application of explainable
artificial intelligence (XAI) techniques in OCR systems has gained prominence in recent research. XAI methods enhance
the interpretability of OCR outcomes, shedding light on how the system recognizes and interprets textual content. These
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techniques have found valuable applications in various domains, including handwritten recognition and image spam
detection, providing insights into the decision-making processes of OCR algorithms.>*

OCR systems typically comprise three main steps: document layout analysis (DLA), text line detection (TLD), and
optical character recognition (OCR). In the first step, DLA, the system separates and extracts textual and non-textual areas
from the image. This step is essential because it allows the OCR system to focus solely on the text areas within the image,
thereby enhancing the accuracy of the recognition process.>° In the second step, TLD, the OCR system extracts individual
lines of text from the image. This stage is critical as it ensures that each line is accurately recognized and processed.”8
Finally, in the third step, the OCR system analyzes each line and converts it into editable characters. Achieving precise
and reliable OCR results necessitates meticulous attention to each of these stages, as errors at any point in the process
can significantly diminish the accuracy of the final output.

OCR systems heavily depend on the quality of the DLA and TLD steps, as the accuracy of character detection is directly
influenced by the success rate of these stages. Nevertheless, DLA and TLD modules are computationally intensive and
require a substantial number of pixels to be processed.” To develop an efficient OCR software, it is essential to design
DLA and TLD modules optimized for both performance and resource utilization. However, images obtained from various
imaging systems may exhibit distortions, such as blur, low resolution, and uneven illumination. These distortions can
significantly undermine OCR accuracy if not adequately addressed during the preprocessing stage.'°

One major challenge in DLA systems is the absence of a standardized format for all pages. While some pages
may lack unique complexities, such as irregular shapes, tables, or graphs, others may contain these elements.!! Com-
plex backgrounds, noise, low image quality, and image rotation can further complicate the detection and extraction of
text-containing regions. In TLD, dealing with curved lines poses a significant challenge that can significantly impact OCR
accuracy. When a word’s baseline does not align with the line’s baseline, OCR performance can deteriorate.” Therefore,
an efficient OCR system should be capable of accommodating all page formats and strive to minimize line curvature as
much as possible to mitigate OCR difficulties.

Finally, character and TLD approaches cannot be universally applied to scripts with different languages. This chal-
lenge is particularly pronounced in languages such as Persian and Arabic, where text characters can take the form of
connectors or non-connectors. Connector letters are affixed to both pre- and post-letters to form words, and diacritic marks
are commonly used in Arabic text—both of which can introduce complexity to TLD techniques.'? Consequently, detecting
and extracting text in these languages presents a formidable problem. While several TLD techniques have been developed
for Latin script languages, further research is necessary to devise efficient methods tailored to non-Latin languages, such
as Persian.

This study addresses prevalent challenges in OCR and introduces an innovative method designed to enhance system
accuracy and efficiency. Our approach comprises two fundamental components: DLA and TLD. The DLA module focuses
on accurately identifying the document’s layout structure, encompassing the arrangement of text blocks, images, and
visual elements. Its key role lies in segregating the main text, providing a structured representation of the document’s
content. Conversely, the TLD module precisely detects and segments individual text lines, facilitating precise character
recognition in subsequent OCR pipeline stages. Both DLA and TLD steps are carefully crafted to optimize performance
and resource utilization for efficient processing of documents with varying complexities.

In this research, we present a new OCR method that propels OCR systems to higher levels of performance through
groundbreaking innovations. First, we introduce the official Iranian newspapers (OIN) dataset, a curated collection of
1920 newspaper images, valuable for training and evaluating OCR models, especially in challenging scenarios.! In the
DLA step, our method employs a smart voting system—a unique approach that combines the strengths of four deep
learning-based methods, enhancing accuracy in layout structure identification. This voting system uses a 5 X 5 window
mechanism for both textual and non-textual regions, representing a pivotal advancement in DLA and distinguishing
our method from conventional approaches. In the TLD step, we introduce an innovative approach that begins with
recognizing optimum font sizes using a distance transform, setting the stage for improved accuracy. Additionally, we
employ an angle correction technique with low complexity, significantly enhancing efficiency. Notably, our TLD method
innovatively addresses the challenge of eliminating line curvature, a seldom-tackled issue in existing techniques. These
contributions collectively exemplify the advancements our method brings to OCR, offering superior accuracy, efficiency,
and robustness in extracting textual information from a diverse range of documents. Through comprehensive compar-
isons with state-of-the-art deep learning methods in both DLA and TLD steps, we empirically demonstrate the substantial
performance gains our approach achieves.
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2 | RELATED WORKS

OCR s a pivotal technology that enables the extraction of textual information from images or scanned documents, facil-
itating its conversion into machine-readable formats.” The OCR pipeline typically encompasses three key steps: DLA,
TLD, and OCR. For the OCR step, we utilized Tesseract-OCR 5.1.0, a widely adopted tool for Farsi OCR. Notably, previ-
ous research has extensively covered the usage of Tesseract-OCR versions for OCR in Farsi, thus rendering it beyond the
scope of our current work. This section focuses on exploring the state-of-the-art advancements in DLA and TLD, which
serve as integral components within OCR systems.

2.1 | Document layout analysis methods

With the advancement of science and technology, the efficiency of artificial intelligence (AI)-based systems has signifi-
cantly increased. Due to the growing usage of these systems, the demands placed on them have also escalated. Therefore,
artificial intelligence systems must continuously improve to meet user needs. DLA systems, and consequently OCR sys-
tems, are no exception to this rule. In general, algorithms related to DLA are relevant to this research. There are various
techniques and approaches utilized in DLA, including rule-based methods, statistical models, and machine-learning
algorithms. In this subsection, we will examine some of the research conducted in the field of DLA.

In recent years, significant research has focused on improving DLA systems through integrating advanced techniques.
Some of the critical areas of investigation include the utilization of deep learning models, such as convolutional neu-
ral networks (CNNs), to enhance the accuracy and robustness of layout analysis.'*"'® These models have demonstrated
promising results in automatically detecting and segmenting different document components.

One of the novel deep learning methods is the YOLO (You Only Look Once) method.!® First introduced in 2016, this
method is considered one of the real-time object detection methods and has shown better performance compared to other
object detection methods. YOLOv3!7 is a method based on YOLO, consisting of 53 trained layers on ImageNet and an
additional 53 layers for object detection. Due to the 106 layers in YOLOV3, this architecture is slightly slower than other
YOLO structures like YOLOV2, but it provides higher accuracy and better performance.

Another suitable method for detecting text and non-text regions is faster R-CNN (region-based convolutional neural
networks).'* The main difference between this method and previous methods like R-CNN and fast R-CNN lies in how
regions are extracted. While the previous methods use selective search to extract desired regions, faster R-CNN introduces
region proposal networks (RPN).}

Another deep learning-based method is single shot multibox detector (SSD).!> This method utilizes a convolutional
network to compute the feature map of the input image. Then, by applying small 3 x 3 convolutional networks on the
feature map, text and non-text regions are detected, and bounding boxes are drawn around them.

Layout Parser is another method used for detecting text-containing regions.'® Layout Parser is a deep learning-based
tool for DLA tasks. This tool, accessible via GitHub, is a relatively powerful tool capable of extracting text and non-text
regions from complex images. !

By examining the advancements in DLA research, we gain valuable insights into the various techniques and method-
ologies employed to improve the performance of OCR systems. The continuous development and refinement of DLA
algorithms contribute to OCR systems’ overall effectiveness and usability in extracting textual information from images
or scanned documents.

In the realm of DLA, numerous methodologies have been proposed to tackle the challenges of text and non-text region
identification. These methods have been extensively evaluated on a range of standard datasets to assess their effectiveness.
Notably, several widely recognized and standard datasets have played a pivotal role in evaluating DLA methods, ensuring
the robustness and applicability of the proposed techniques.

Prominent among these datasets is the PRImA dataset, which represents magazine layouts,'® and PubLayNet, which
focuses on academic paper layouts.'!® Additionally, the Table Bank dataset has been instrumental in the assessment of DLA
methods, particularly for the extraction of tables in academic papers.?’ For documents with complex layout structures,
such as newspaper figures, the Newspaper Navigator dataset has been a valuable resource.?! Furthermore, the HIDataset,
which encompasses historical Japanese document layouts, has served as a critical benchmark for methods aiming to
address unique challenges posed by historical texts.??
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It is noteworthy that the DLA methods discussed in this section have been extensively trained and evaluated on these
standard datasets. This rigorous evaluation process ensures that the proposed DLA techniques are not only effective but
also adaptable to diverse document types and layouts.

2.2 | Textline detection methods

TLD has been an essential part of most document analysis systems, such as OCR, text restoration, and binarization.
According to the literature, TLD techniques are divided into seven different categories: (1) CC-based,”?* (2) project
profile-based,?*?® (3) smearing-based,'>?> (4) bounding-based,? (5) Hough transform,?’ (6) combined,?>? and (7) deep
learning-based methods.?*-33 In what follows, these relevant techniques are reviewed.

In Reference 34, a camera-captured document image analysis was proposed with the focus on TLD stage. The method
is based on CCs and is combined with an extended version of scale selection method called state estimation. The method
first extracts CCs using the maximally stable extremal region algorithm. Then, scale and orientation of CCs are calcu-
lated from the associated projection profiles. Finally, a binary classifier is trained to recognize text-line and non-text-line
components.

In Reference 23, edge information, extracted from CCs, are used to perform TLD on typewritten script in Urdu lan-
guage. The authors apply a sequence of preprocessing steps on the input text image. Then, the edge information is
extracted from connected components to segment the lines, words and characters. The method was tested with two local
datasets collected by the authors. The average reported accuracy is 86.05%.

A different approach for TLD based on CCs was taken in Reference 9. The authors first extract the CCs from the
document image. Then, the direction of text-line in multiple local regions is estimated. This is proposed in form of an
optimization problem which is solved mathematically. Then, a graph is constituted with nodes as symbols (CCs) and
edges as the estimated text-line directions. Finally, the graph is partitioned according to the nodes’ connectives. The
experimental results show robustness of this method against non-uniform skew within text lines and font sizes variability.

Projection profiling is considered as another common approach for TLD. It is mainly performed in two ways: horizon-
tal or vertical.?*-26 In horizontal projection profiling the interline gap between lines are to be found. This gap is sought
as a separator between two consequent lines. Vertical projection profiling operates in a similar manner but vertically. It
is more suitable for character detection. Both these techniques are suitable for typed text, where there is neither overlap-
ping nor touching between lines and/or characters.?® There are, however, few works that address projection profiling for
texts with overlapping and touching text, for example, a strip-based method proposed in Reference 26.

There are some studies in the literature that perform TLD using the so-called smearing techniques. These techniques
attempt to segment the text-lines through generating similar regions along with the text locations.!?3%> Smearing tech-
niques have shown success with both type-written and hand-written texts. Nevertheless, they often fail when the text
includes overlapping or touching between the lines.!>?

Deep learning techniques have recently shown promising performance in TLD. Deep neural network models require
large-scale training datasets to achieve a high segmentation accuracy. This is a significant limitation in some languages
like Persian, where such a set is unavailable. In a study by Lyu Bing et al.,?® the ARU-Net*® was used for TLD. ARU-Net
is a deep learning model for TLD in historical documents. It encompasses A-Net and RU-Net as core networks.

Another promising work was conducted in Reference 36 based on a neural network called OCRopus. This approach
was later extended and improved by several researchers. Based on the most recent version in 2017, line detection and
OCR are performed using LSTM and statistical linguistic models, respectively.*?

A turn-key OCR system, called Kraken, optimized for historical and non-Latin scripts has been recently proposed
as an open-source platform.3! Kraken performs TLD and character recognition using a deep neural network. Kraken’s
main features are word bounding boxes and character cuts, variable recognition network architectures, and multi-script
recognition support.

TLD in complex scripts like Persian and Arabic presents unique challenges, and the availability of suitable standard
datasets is limited. Unlike English or other widely studied languages, Persian and Arabic require specialized datasets and
approaches to tackle text line extraction effectively.

While some TLD methods have utilized publicly available datasets, such as Arabic datasets for Arabic script-based
work, the scarcity of Persian or Arabic-specific datasets remains a hurdle. Notably, Urdu, a language with some simi-
larities to Persian, has been leveraged for TLD research. For instance,?* employed the Urdu Printed Text Images (UPTT)
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dataset, comprising an impressive 189,000 ligatures, demonstrating the suitability of Urdu datasets for script-agnostic
TLD approaches.?’

However, some TLD methods have had to create their datasets due to the lack of publicly available resources. For
instance, Garg et al.,?® focusing on the Punjabi script, exemplifies this approach by generating their dataset. Additionally,
certain methods like Soujanya et al.,> which explored English and Telugu languages, resorted to self-created datasets to
train and validate their models. Furthermore, the majority of deep learning-based TLD methods predominantly rely on
English datasets, underscoring the need for dedicated datasets for Persian and Arabic languages. Recognizing this need,
we have introduced the OIN dataset in this work to facilitate research in Persian language document analysis, which
further contributes to the advancement of OCR technology for non-Latin languages.

3 | PROPOSED METHOD

This section presents our proposed method, comprising three essential steps: DLA, TLD, and OCR, where Tesseract-OCR
5.1.0 was employed. The primary objective of the DLA stage is to divide the input image into distinct text and non-text
regions. Once the DLA module has processed the image, the TLD stage takes over, identifying and segmenting the text
areas into individual lines. By leveraging advanced techniques and algorithms, our method aims to extract and categorize
textual information from complex documents accurately. Figure 1 illustrates the pipeline of our proposed method.

3.1 | Document layout analysis step

In this subsection, we provide a detailed description of the DLA step in our proposed method for extracting textual regions
from the input image. Our approach harnesses the power of four deep learning models: YOLOv3, SSD, Faster RCNN, and
Layout Parser. These models have demonstrated high accuracy and speed, making them well-suited for the task at hand.

The input image is inputted into each of the four models to initiate the DLA process, as depicted in Figure 2. Each
model generates a data frame containing vital information, including the coordinates of the extracted bounding boxes
and the classification of the regions as textual or non-textual. These predictions serve as valuable inputs for subsequent
steps in our method.

However, what sets our DLA method apart and significantly elevates its accuracy is our innovative integration of a
multi-model voting system. This ingenious approach harnesses the predictive power of each model, transcending the
boundaries of individual pixel-level decisions. Instead, it introduces a sophisticated 5 x 5 window mechanism for eval-
uating the textual and non-textual nature of regions. The result is a dynamic voting system that intelligently aggregates

Text region

M M
b d b d

DLA step o

AT B 26 s 6 1) g

Ry I oldes 31 LG g ,b-F-yo)

6 md] BLEZE 1 5 56218 US| ‘ Tesseract
8 3o Shibes 5 AL - 1-Y-F -
pussans i eyt sl ) g ~ OCR R —————

7239 0lS sl ld ish e 5,6 ol el (6 8
1) 35 525 555 o st 3 elen e
Searchable Text Document

FIGURE 1 Block diagram of the proposed method.
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FIGURE 2 Block diagram of the document layout analysis step.

predictions from all models, reaching a consensus that capitalizes on the collective intelligence of these advanced deep
learning algorithms. Regions that accumulate the highest number of votes are deemed the most probable textual and
non-textual regions, playing a pivotal role in guiding the subsequent phases of our method.

In summary, our DLA step represents a paradigm shift in OCR methodology, underpinned by state-of-the-art deep
learning models and a novel multi-model voting system, introduced as follows. These innovations collectively bolster the
accuracy, efficiency, and robustness of our OCR system, marking a significant leap forward in the field of text extraction
from diverse document layouts.

3.1.1 | Voting

In the voting subsection, we focus on determining the most probable textual and non-textual areas based on the informa-
tion obtained from the text and non-text matrices derived in the previous section. These matrices contain values ranging
from zero to four, representing the likelihood of a region being classified as textual or non-textual.

For each region in the image, we examine the values in the corresponding positions of the text and non-text matrices.
A four-value in the non-textual matrix indicates that four methods have identified the pixel as non-textual. In contrast, a
value of one in the textual matrix suggests that one method has recognized it as textual. It is important to note that the
values in these matrices are bounded between zero and four.

Sometimes, the sum of textual and non-textual values may exceed four. This situation arises when different regions
overlap within a single method. Such overlaps occur when a pixel is assigned to the same method’s textual and non-textual
matrices.

To resolve this, we employ a voting system to determine the classification of each pixel and subsequently assign the
corresponding areas in the text and non-text matrices. Suppose the difference between the values of the two matrices for
a given pixel is greater than or equal to one. In that case, the voting system places that pixel in the category of the region
with the larger matrix value. For example, if the pixel value (x;, y;) in its corresponding area of the text matrix is four, while
in the non-text matrix, it is one, the voting system assigns this pixel as part of the text area.
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By applying this voting mechanism, we prioritize the regions with higher matrix values and make informed decisions
regarding the classification of pixels and the corresponding areas in the text and non-text matrices.

This voting process ensures the identification of the most likely textual and non-textual areas within the image, con-
sidering the contributions of multiple pixel methods. The following sections delve further into evaluating and analysing
our voting system.

However, the voting system sometimes encounters challenges, particularly when some pixels cannot be definitively
assigned to textual or non-textual regions. These pixels are referred to as disputed pixels. To address this issue, an auxiliary
method is employed to determine the assignment of these disputed pixels.

When dealing with disputed pixels, we employ a 5 X 5 window centered around the pixel in question to guide the
voting process. Let’s consider Figure 3 as an example where a disputed pixel is depicted. The voting system opens a
5% 5 window centered on the disputed pixel and retrieves the values of the corresponding regions within this win-
dow from the text and non-text matrices. The prediction results of four methods for this 5 x 5 window are provided in
Tables 1 and 2.

Upon examining the values in the window, we observe that the total number of non-textual votes is higher than the
textual votes. Consequently, this disputed pixel will be classified as one of the non-textual pixels. By extending this process
to all disputed pixels, we can determine the classification of all pixels in the image and effectively separate the text and
non-text regions.
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FIGURE 3 Sample of disputed pixel.
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TABLE 1 Thesum of the values of the corresponding regions of the 5 X 5 window in four non-textual matrices.

Non-text sum = 44 j—-2 ji-1 Jj j+1 j+2
i—2 1 1 2 3 3
i—1 1 1 2 3 3
i 1 1 2 3 3
i+1 1 1 1 2 2
i+2 1 1 1 2 2

TABLE 2 The sum of the values of the corresponding regions of the 5 X 5 window in four textual matrices.

Text sum = 22 j—-2 j-1 Jj j+1 j+2
i—2 1 1 0 0 0
i—1 2 2 2 1 1
i 2 2 2 1 1
i+1 2 2 2 1 1
i+2 2 2 2 1 1

By utilizing the 5 X 5 window and examining corresponding regions within it, we ensure a more accurate determi-
nation of the classification for disputed pixels. This approach enhances the overall reliability of our voting system and
facilitates the comprehensive separation of the text and non-text portions within the image.

To ensure the utmost accuracy and robustness in the DLA step, we understand the paramount importance of ongo-
ing refinement of our foundational techniques. Although our initial implementation harnesses the strengths of four
deep learning models—YOLOV3, SSD, faster RCNN, and Layout Parser—for the precise identification of textual and
non-textual regions, our dedication to research and development remains unwavering. These continual improvements
serve as a cornerstone for our proposed OCR system’s effectiveness, directly influencing the quality of information sup-
plied to the voting mechanism. Through the enhancement of these foundational techniques, we aspire to attain even
higher accuracy in the identification of textual and non-textual regions, thereby fortifying the bedrock upon which our
voting system operates.

In the following sections, we will delve deeper into the evaluation and validation of our voting system, providing a
comprehensive assessment of its effectiveness and performance. Moreover, we acknowledge the vital role of continu-
ous refinement in our foundational techniques as an indispensable component in enhancing the overall capabilities of
our OCR system. Our relentless pursuit of progress in both the voting mechanism and core methods underscores our
unwavering commitment to delivering state-of-the-art OCR technology.

3.2 | Textline detection step

To elevate the TLD step, our proposed method incorporates a series of groundbreaking techniques, each playing a vital role
in ensuring the precise extraction of text lines from scanned OIN images. Illustrated in Figure 4, the TLD process encom-
passes several key sub-processes: preprocessing, recognition of the optimum font size, elimination of dots and diacritics,
angle correction, line extraction, and the elimination of line curvature. In the initial preprocessing step, we meticulously
segregate text blocks from non-text blocks, followed by denoising and binary conversion to prepare the text blocks for
further analysis. Our method introduces an innovative concept known as the “optimum font size.” By leveraging this
novel approach, we effectively determine the optimum font size for each text block. This determination is instrumental
in the subsequent elimination of dots and diacritics, addressing issues that might impede the angle correction process.
Angle detection, a critical phase in our approach, relies on precise measurement of the angle between the baseline and
the horizontal line within each text block. Once the baseline is identified, the angle is calculated, and the image is sub-
sequently rotated to eliminate skew. This critical information guides the process of connecting connected components
(CCs) within each line, facilitating the precise extraction of text line areas. Positional information for each text line is
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FIGURE 4 Block diagram of the proposed method model.

derived through bounding box analysis, a key step in our method. In cases where a bounding box encompasses multi-
ple lines, our method excels in accurately separating these lines, further enhancing the precision of text line extraction.
Furthermore, our method addresses a critical challenge in text line extraction—line curvature. We accomplish this by
strategically aligning words with the baseline, effectively eliminating curvature issues. These sophisticated techniques
collectively contribute to our method’s unparalleled accuracy in text line extraction, all while mitigating the challenges
posed by the scarcity of labeled Persian data for deep learning-based approaches.

3.2.1 | Preprocessing

Preprocessing is the first step in extracting text lines. As said before, the proposed method needs to extract text blocks
from the background. For this purpose, we used our previous work, which is a voting-based method from four different
deep neural networks, for layout analysis.® These four deep neural networks are Faster-RCNN,'* YOLOv3,” SSD,'* and
Layout-Parser.!® Due to the better performance of the voting-based method than these four methods, we have used it to
extract text blocks. After extracting text blocks, as shown in Algorithm 1, the proposed method converts the RGB input
image to grayscale by eliminating the hue and saturation information while retaining the luminance (Figure 5A). Then, it
eliminates image noises by using pre-trained denoising deep neural network>® (Figure 5B). To increase the performance of
the binary function, and given that, in text images, the foreground is darker than the background, adaptive thresholding,
called Bradley’s method, is used to convert the grayscale image to a binary image (Figure 5C).*° Finally, the binarization
is performed by setting these values to 1 and the rest of the pixels (background) to zero (Figure 5D).

Algorithm 1. Preprocessing steps

1: procedure DENOISING-BINARY(Input — image)

2 grayscale-image < rgb2gray(Input — image)

3 modified-grayscale-image « PretrainedCNN (grayscale-image)

4: binary-image « AdaptiveBinarization (modified-grayscale-image)
5 binary-image « not (binary-image)

6: Return modified-binary-image

7. end procedure
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FIGURE 5 Different steps of preprocessing. (A) Preprocessing input. (B) De-noised image. (C) Binary image. (D) Preprocessing output.
3.2.2 | Recognizing optimum font size

This subsection is divided into two parts. First, we describe how the proposed method is used to calculate the diameter of
the CCs in the image (Algorithm 2). Then, the optimum font size of the image is extracted according to the diameter of
the CCs (Algorithm 3). By extracting the optimum font size of the image, we can separate the lines well. We also prevent
curved lines from connecting.

In Algorithm 2, we leverage the power of distance transform to accurately determine the diameter of each connected
component (CC) per pixel. This crucial step plays a pivotal role in recognizing the optimum font size, as its precision
directly influences text line extraction. As elucidated in Figure 6, the distance transform assigns a numeric value to each
pixel in the image, reflecting its proximity to the nearest nonzero pixel. To initiate this process, we first negate the binary
image, effectively converting the background to white. The Euclidean distance metric is employed to calculate these
distances accurately.

Subsequently, we meticulously analyze the results of the distance transform to identify the diameter with the most
significant number of repetitions within each connected component. This carefully selected diameter is deemed the

Algorithm 2. CC’s diameter calculation steps

Input: binary-image, modified-binary-image
Output: CCs’ diameter
binary-image « not (modified-binary-image)
fori=1to Number of CCsdo
CC;'s diameter in each pixel « distance-transform(binary-image)
end for
fori=1to Number of CCsdo
optimum CC;’s diameter « the largest number of repetitions of the diameter among
the CC;
9: for each pixel of CC;do

[ A A A

10: CCi’s diameter of the pixel <« optimum CC;’s diameter
11: end for
12: end for
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Algorithm 3. Optimum font size recognition steps

Require: CC;'s pixels fori=1,...,Number of CCs

Ensure: optimum font size

1: CandidateFontSize « Diameter with the most repetitions
2: fori=1to Number of CCsdo

3: if Number of CC;’'s pixels <10 X CandidateFontSize then

UD « Sort unique diameters

4: Remove CC; (CC;'s Label = background Label)

5: Remove CC;’s diameters from the diameter’s table
6: end if

7: end for

8:

9:

UDNum « Calculate the number of repetitions of unique diameters
10: OptimumFontSize « Diameter with the most repetitions
11: Return OptimumFontSize

11000 1+—0 | O /O 0| 1| 2 |223
110100 1——(|) (l) 0 0111|141
11110 1 i i/——O 010|101
11110 111|140 010101

(A) ()] ©

FIGURE 6 Distance transform steps. (A) Input image. (B) Finding nearest nonzero pixel. (C) Output of distance transform.

optimum diameter for the respective CC. Importantly, all pixels within a given connected component are attributed this
optimum diameter, a critical factor in ensuring precise and consistent font size recognition across the image, contributing
significantly to the overall accuracy of the text line extraction process.

In the next step, the proposed method takes all CC’s diameters with their repetitions. Among these diameter values,
the one with the most significant number of repetitions is selected and labeled as the initial font size candidate. Also,
all the dots and diacritics are removed to improve this step’s performance before calculating repetitions. Otherwise, the
proposed method may mistakenly calculate the optimum font size based on the diameter of these dots and diacritics,
which is wrong. For further clarification, Figure 7 shows some examples of different kinds of diacritic in Persian.

To remove all diacritics and dots, the number of CC’s pixels needs to be checked. If the number of each CC’s pixels
is less than a predetermined value, the CC is removed. This means that the CC is so minor that it cannot be considered
a full letter. By doing this, all small objects are removed from binary images. Therefore, the most significant number of
repetitions of the diameter in all CCs is found. This is followed by calculating the number of pixels of each CC. Finally, the
proposed method removes CCs whose pixels are less than ten times the diameter with the most repetition. The ten times
factor has been achieved after many trials and errors on different font types in various sizes and styles. The corresponding
CC’s diameters are removed from the diameters table by removing a CC. After eliminating all dots and diacritics, the
remaining diameters on the image are sorted. Then, the diameter with the most significant number of repetitions is chosen
as the optimum font size.

3.2.3 | Angle correction

Angle correction is a pivotal component of the TLD method, addressing the challenge posed by skewed images. Our
proposed method employs an advanced angle correction technique to rectify image skew, as illustrated in Figure 8A. In
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FIGURE 7 Different kinds of diacritic in Persian.
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FIGURE 8 Angle correction procedure. (A) Skewed image. (B) Modified image. (C) Horizontal projection of skewed image. (D)
Horizontal projection of modified image.

some images, the angle of lines can be quite pronounced, significantly impacting the accuracy of line detection algorithms.
Figure 8C demonstrates that the horizontal projection yields a more substantial number of rows with non-zero values
when the image is skewed. To remedy this, we adopt a systematic approach, rotating the image at various angles to
determine the optimum degree of rotation. The degree at which the image’s horizontal projection exhibits the maximum
number of rows with values close to zero is deemed the most suitable.

As shown in Algorithm 4, the image is rotated for i degree. To increase the speed of the proposed method and by
analysing the images of the dataset, we considered 10° as the step-size of the rotation angle. Hence, the proposed method
rotates the image clockwise by i degree and then calculates the projection of the rotated image. In this step, the more rows
obtained close to zero in the image projection, the more appropriate angle obtained is.

The angle correction process is reiterated multiple times to pinpoint the optimum degree and fine-tune the results. In
this refined phase, the range of angle adjustments is limited to 2°, centered on the best degree, with rotation increments
of just 0.1°, a significant enhancement over the initial 1° increments. As a result, the method attains the best rotation
degree. After determining the optimum angle, we apply it to the original image, which may contain dots and diacritics.
Figure 8 visually demonstrates the effect of this process: post-correction, the lines are non-skewed, and we achieve the
most accurate projection, significantly improving line detection accuracy.
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Algorithm 4. Angle correction steps

1: procedure PROJECTION(binary-image)

2 W « binary-image’s width

3 projection <« Number of white pixels per row in binary-image
4 x<0

s: fori < 1 tolen(projection) step 1 do
6 if projection[i] £0.01 - W then

7 X<x+1

8 end if

9 end for

10: Returnx

11: end procedure

12: procedure MAIN(binary-image)

13: best-degree « none

14: xX<0

15: fori —« —-10to 10 step 1do

16: rotated-image <« imrotate (binary-image, i)
17: Xnew < Projection (rotated-image)

18: if x<xpe, then

19: X < Xpey

20: best-degree « i

21: end if

22: end for

23: Fbest-degree « best-degree

24: fori « Fbest-degree - 1 to Fbest-degree + 1lstep0.ldo
25: rotated-image < imrotate (binary-image, i)
26: Xpew < Projection (rotated-image)

27: if x<x,., then

28: X < Xpew

29: best-degree « i

30: end if

31: end for

32: non-skewed-image < imrotate (binary-image, best-degree)
33: Return non-skewed-image

34: end procedure

3.2.4 | Extracting text lines

To determine the approximate lines in the image, the proposed method involves connecting every connected component
(CC) horizontally in the same direction. Additionally, each CC searches for its closest horizontal neighbor using a search
method. The optimum font size and search length are used as criteria to find another CC, and if any white pixel is found
during the search process, the two CCs are connected. The search length is controlled by an adaptive coefficient, which
is determined by multiplying it with the optimum font size to obtain the best search length.

Then, morphological structuring elements called strel is employed. Its basic syntax is:

se = strel(Shape, parameters), (D)
which the proposed method used one of the special types:

se = strel('line,' Len, Deg). 2
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The proposed method employs a flat linear structuring element, referred to as “strel,” where the “Len” parameter
specifies the length and “Deg” parameter defines the angle of the line in degrees. By utilizing the morphological operation
of “closing,” the method connects connected components (CCs) within a specific search radius, enabling the accurate
detection of lines. Algorithm 5 illustrates how to calculate the adaptive coefficient.

The study faced a significant challenge in determining the optimum search length, particularly when dealing with
images containing curved text lines (as seen in Figure 9A). As demonstrated in Figure 9B, in some instances, the search
algorithm cannot locate any CCs near the primary CC due to the short search length, resulting in an incorrect line detec-
tion. Conversely, as depicted in Figure 9C, increasing the search length may lead to the proposed method’s inability to
correctly separate two consecutive lines in a column and connect them. The proposed adaptive coefficient, which elim-
inates the need to detect curve lines, is obtained by multiplying the optimum font size by this coefficient (as shown
in Figure 9D). This approach overcomes the challenges and inaccuracies encountered when the search length is either
increased or decreased.

Although the proposed method correctly executes all the preceding steps to divide the lines, it detects some points of
the word above and below as a new label, as illustrated in Figure 10A. To address this issue, the proposed method includes
a supplementary step at this stage. Initially, the method encloses each label in a box and identifies coordinate positions
(1, y1, %2, and y,) for every label, which we term min(x), max(x), min(y), and max(y). As shown in Figure 10B, if the
position of the label for the dot or diacritic is within the bounding box of the primary label, the method connects the two
labels. If the label for the dot is outside the bounding box, it will be regarded as an independent connected component
(CC). If a diacritic’s label’s position is not within any bounding box, the diacritic is connected to the bottom line.

Algorithm 5. Finding the best searching length steps

Require: optimum-font-size
Ensure: main body of each line
1: A«1

2: if optimum-font-size<50 then
60—optimum-font-size

3: A « m

4: end if

5: searching-length « A X optimum-font-size

6: se « strel(’line’, searching-length, 0)

7:

image < imclose (image, se)
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FIGURE 9 Searching length problem. (A) Preprocessing input. (B) Short searching length. (C) Long searching length. (D) Best
searching length.
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FIGURE 10 Bounding box steps. (A) Disconnected dots. (B) Bounding box.

In addition to all the problems mentioned earlier and the proposed solutions, it is still possible for two or even more
than two lines to be connected. The dataset presented in this article has many complexities that may reduce the accuracy
of line extraction systems. For example, if there is diacritic on some letters of a line, the distance between this line and
the upper line becomes less than usual; as a result, two lines or even more may be connected. As shown in Algorithm 6,
the line height is measured after extracting lines and using the bounding box to resolve this issue.

If the line height is more than twice the median value of lines height, the algorithm detects that two lines have been
connected. This process is achieved using the line’s horizontal histogram. The dot near the center of the line with the
lowest pixel count is considered the boundary separating the two lines. Similarly, if more than two lines are connected,
the proposed method separates one of the lines in each step.

3.2.5 | Eliminating line curvature

In this subsection, which is the last step of the proposed method, the curvature of the line is primarily eliminated, and
a line without curvature would become ready to be fed to the OCR system. As shown in Figure 11A most of the lines
in the OIN dataset are curved. If there is a curvature in the line, OCR systems have to eliminate the curvature, which is
sometimes tricky. As shown in Algorithm 7, the proposed method eliminates line curvature by presenting a new approach.

Algorithm 6. Separating two connected lines

1: Input: Number of lines,Xx,y

2: Output: Separated lines

3: fori=1to Number of linesdo

4: height[i] < max(y[i]) — min(y[i])

s: end for

6: median_height < Median(height|[:])

7. fori=1to Number of lines do

8 while height[i]>2 X median_height do

9: projection < Number of white pixels per row in bounding box of line
10: center < min(y[i]) + w

11: [-, index] « min(projection[center — w . center + w])
12: line’s Separator boundary « index

13: # Adding a new line to the bottom of the lines list
14: Number of lines « Number of lines +1

15: max(y[Numberoflines]) « max(y[i])

16: min(y[Numberoflines]) « index + 1

17: max(x[ Numberoflines]) < max(x[i])

18: min(x[Numberoflines]) « min(x[i])

19: height[Numberoflines] < max(y[Numberoflines]) — index — 1
20: # Updating Informations of linel[il]

21: max(y[i]) « index

22: height[i] < index — min(y[i])

23: end while

24: end for
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FIGURE 11 Eliminating line curvature steps. (A) Curved line. (B) Non curved line.

To eliminate the curvature of the line, we need to extract the baseline and then eliminate the line’s curvature by
placing the words to the baseline. In languages such as Persian, Arabic, and Urdu, most of a word’s characters in the
baseline are exactly connected together. Therefore, the baseline has the most significant number of white pixels. Thus,
the baseline can be extracted using projection. But as shown in Algorithm 7, after some trial and error, the proposed
method separates 20% of the initial columns and 20% of the last columns from the curved line due to the significant
curvature at the beginning and end of the line. By separating these areas, the probability of extracting the real baseline will
increase.

After extracting the baseline, the subwords need to be extracted. Therefore, the proposed method uses Algorithms 2
and 3 to choose the optimum font size of the image. The proposed method considers twice the optimum font size as the
minimum length of a subword. Next, the proposed method calculates the vertical projection of the image. The distances
between two non-adjacent dots whose vertical projection values are zero indicate a subword. If the length of a subword
is less than the minimum length considered by the proposed method, the subword will be combined with the nearest
subword because subwords with a small length may not have a baseline.

At the end of this step, the proposed method extracts the baseline relevant to each subword. As shown in Figure 11B
subwords whose baselines are spaced from the main baseline are shifted by the distance between the two baselines to
significantly eliminate the curvature of the line. Also, if the baseline of a subword is not between that of its left and right
subwords, the baseline coordinates will be corrected.

In summary, the meticulous process of eliminating line curvature in our method is pivotal for enhancing the accu-
racy and effectiveness of OCR systems, especially when combined with Tesseract-OCR. By extracting and rectifying the
baselines associated with each subword, we ensure that subwords are precisely aligned with the main baseline, effectively
eliminating unwanted curvature and distortion in the text lines. This critical step not only contributes to improving the
visual quality of recognized text but also facilitates smoother integration with subsequent OCR engines. The result is a
refined and robust OCR solution that excels in handling challenging documents with curved or skewed text lines, further
underscoring the effectiveness and innovation of our proposed approach.

3.3 | Tesseract-OCR

In this subsection, we provide an overview of Tesseract-OCR integration into our proposed method, specifically after
the TLD step. Tesseract-OCR is a widely-used OCR engine known for its accuracy and versatility in extracting textual
information from images.

Once the TLD stage in our method identifies and segments the text areas into individual lines, we utilize
Tesseract-OCR 5.1.0 to perform the OCR process. Tesseract-OCR processes the extracted text lines and applies advanced
algorithms and machine-learning techniques to recognize and convert the textual content into machine-readable formats.

Tesseract-OCR leverages a combination of character recognition models, language data, and post-processing tech-
niques to achieve accurate and reliable results. The engine employs statistical analysis and contextual information to
enhance character recognition and handle fonts, sizes, and styles variations.

By integrating Tesseract-OCR into our proposed method, we harness its robust OCR capabilities to convert the
extracted text lines into meaningful and interpretable textual information. This final stage completes the OCR pipeline,
enabling textual content extraction from the input images with high accuracy and efficiency.
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Algorithm 7. Eliminating line curvature

R A A

10:
11:
12:
13:
14:
15:

16:
17:

18:
19:

procedure BASELINE(curved_line)
middle_columns « Separating 20% of the
initial columns and 20% of the last
columns from curved_line
projection < Number of white pixels per
row in middle_columns
[-, index] < max(projection]:])
baseline « index
return baseline
end procedure
procedure BASELINEFORWORDS(sub_word)
projection < Number of white pixels per
row in sub_word
[-, index] <« max(projection|:])
baseline « index
return baseline
end procedure
procedure SEPARATINGWORDS(curved_line)
choosing optimum-font-size using
Algorithms 2 and 3
minimum-length « 2Xoptimum-font-size
vertical_projection < Number of white pix-
els per column in curved_line
m«0
for i < 1 to len(vertical_projection) do

36:

37:

end for
fori < 1 to Number of sub_word do
if len_sub_word[i]<minimum-length
then
finding the nearest sub_word to
the sub word[i], which is sub_word[i+l]
or sub word[i-1]
len_sub_word[i + 1] or len_sub_word[i —
1] « len_sub_word[i]+ distance between
these two sub_word
removing sub_word|[i]
end if
end for
returnall sub words
: end procedure
. procedure MAIN(curved_line)
baseline < baseline(curved_line)
sub_words « SeparatingWords(curved_line)
fori « 1 to Number of sub_word do
baseline_sub_word[i] «
baselineForWords(sub_word[i])
end for
fori « 2 to Number of sub_word — 1 do
if  -(baseline_sub_word[i] is between
baseline_sub_word[i — 1] and baseline_sub_word[i +

20: if vertical_projection[i] = 0 then 1]) then

21: zero_point[m] « i 52: baseline_sub_word[i] <

2 me—m+1 53 baseline,sub,word[i—1]-;—baseline,sub,word[i+l]
23: end if 54: end if

24: end for 55: end for

25: m<« 0 56: fori « 1 to Number of sub_word do

26: fori < 1 to Number of zero_point — 1 do 57: d < baseline_sub_word[i] — baseline

27: if zero_point[i + 1] — zero_point[i]>1 then 58: Moving all the pixels of sub_word[i]
28: adding a new sub_word in the amount of —dpixels

29: len_sub_word[m] « 59: end for

30: zero_point[i + 1] — zero_point[i] 60: return new_line

31: m—m+1 61: end procedure

32: end if
4 | EXPERIMENTAL RESULTS

To verify the significance of the proposed method, we have performed comprehensive experiments with three differ-
ent datasets for TLD step. We have used a system with 24 GB RAM and an Intel(R)-Core (TM) i7-9750H processor
to implement and evaluate the proposed method. We used Matlab 2018b to implement the proposed method. With
regard to the DLA step, we used Python programming within the proposed method. In what follows, we present the
details of the dataset. Then, we present the results of the proposed method and system performance metrics. Follow-
ing, we present the details of the dataset. Then, we present the results of the proposed method and system performance
metrics.
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4.1 | Datasets

To address the absence of an appropriate Persian dataset for DLA and TLD, we created a new dataset consisting of 1920
images from a specific newspaper called OIN. These images were obtained using an HP Scanjet 4890 scanner with default
settings. The dataset introduces complexities not found in other datasets, including skewed images, curved text lines,
closely spaced lines, and numerous dots and diacritics. One notable challenge in this dataset is the presence of rotated
pages, resulting in skewed lines. These challenges in the document images contribute to higher system error rates, con-
nected lines, and decreased system speed. The images in this dataset have a resolution of 300 dpi, with a minimum width
of 42 pixels, minimum height of 434 pixels, maximum width of 3846 pixels, and maximum height of 2715 pixels. For a
sample of OIN dataset’s images, refer to Figure 12.

In addition, to comprehensively evaluate the proposed method in the DLA step, we incorporated the PRImA dataset.!®
This dataset comprises images extracted from magazines and articles, totaling 478 images. The images within this dataset
exhibit diverse shapes and contain various types of text. Unlike the dataset proposed in this article, the images in the
PRImA dataset do not possess curvature or skewness, making it comparatively less complex. The PRImA dataset has
been widely employed for evaluating different methods in the field of DLA. By utilizing this established dataset, we
aim to benchmark the performance of our proposed method against existing state-of-the-art approaches, allowing for a
comprehensive assessment of its effectiveness and robustness in real-world scenarios.

Furthermore, to further assess the performance of the proposed method in the TLD step, we employed two additional
datasets for testing purposes. The second dataset, referred to as the Arabic OCR dataset, can be accessed at Reference 40.
It consists of images with varying sizes, and an example is shown in Figure 13. To evaluate the method’s performance,
we selected the initial 50 images from this dataset and subjected them to the proposed method. While the images in this
dataset mainly consist of single-column lines, they exhibit a slight rotation, adding an additional level of complexity.

Additionally, we utilized an artificial dataset generated in a previous work.*! This synthetic dataset was created by
employing six popular Persian font types (Tahoma, XB-Niloofar, Ziba, IranNastaliq, Arial, and Nazanin) with regular,
italic, and bold styles, along with five different font sizes (22, 18, 14, 10, and 8). The python-docx library was used to create
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FIGURE 12 Sample of OIN dataset.
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FIGURE 13 Sample of Arabic OCR dataset.
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FIGURE 14 Sample of synthetic dataset.

Microsoft Word files containing text with various fonts, styles, and sizes, and each page of the Word file was saved as a
PNG image. An example of the synthetic dataset’s images, with each page having dimensions of 1653 x 2339, is depicted
in Figure 14. The synthetic dataset can be accessed at Reference 42.

Table 3 summarizes the datasets used in the TLD step, providing essential details. Notably, the reported details for OIN
dataset in Table 3, correspond to text images only (i.e., after removing non-text images) (Table 4). In order to thoroughly
assess the performance of our proposed method within the OCR system, we categorized the connected components (CCs)
into two distinct types: dot-diacritic and the main text, as illustrated in Figure 15. The results of this categorization are
presented in Table 9, showcasing the outcomes of our method’s performance.

In the realm of Text Layout Detection (TLD), we meticulously followed established norms for dataset partitioning,
dedicating 70% for training, 10% for validation, and 20% for testing. It’s worth emphasizing that our TLD method, in con-
trast to learning-based approaches, operates independently of extensive datasets due to its non-learning nature. Instead,
we leverage a more streamlined dataset for trial and error, seamlessly incorporated within the validation set. This strategic
choice not only streamlines resource utilization but also distinguishes our method from deep learning counterparts.
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TABLE 3 Datasetinformation.

#of big CCs #of small CCs Total number
#of images #of lines (main text) (dot or diacritic) of CCs
Official Iranian newspa- 1920 32,642 1,292,544 1,057,536 2,350,080
pers dataset
Arabic dataset 50 1198 47,006 40,395 87,401
Synthetic dataset 962 24,195 1,158,531 873,570 2,032,101

TABLE 4 The accuracy of the proposed method in detecting textual and non-textual regions on OIN dataset.

Method ACCtext-region AcCCrontext-region
Layout Parser 78.31% 94.53%
SSD 87.51% 93.39%
YOLOV3 93.33% 94.02%
Faster R-CNN 93.67% 94.36%
Proposed method in DLA step 94.77% 98.04%

The bolded values represent instances where the accuracy is notably higher compared to other values.

e @ diacritic

4w Main text
Main text - g )
point ) &

FIGURE 15 Difference between main text and dot or diacritic.

Furthermore, the decision to adhere to the standard dataset split in TLD becomes particularly relevant in the compar-
ative analysis with deep learning-based methods. Unlike our TLD approach, these methods hinge on extensive training
datasets for optimum performance. This nuanced detail should be underscored in the manuscript to elucidate the ratio-
nale behind our dataset split strategy. Conversely, in the realm of DLA, we maintained a consistent dataset configuration
throughout training, ensuring methodological coherence. This deliberate decision, while seemingly straightforward,
speaks to the robustness and reliability of our evaluation approach for the DLA stage.

4.2 | Comparative performance
4.2.1 | DLA step

In order to assess the performance of the proposed method in the DLA step, we conducted experiments on the OIN
dataset. We compared the results with four other models based on deep learning: Faster R-CNN, YOLOv3, SSD, and
Layout Parser. To evaluate the accuracy of each method, we employed Equations (3) and (4), which calculates the ratio of
correctly recognized as text or nontext pixels. The obtained results are summarized in Table 1, where it can be observed
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that the proposed method achieved the highest accuracy among all the models.

e ijipages#of pixels correctly detect as text region in page; -
text-region = #of pages B - ; >
=1 #of text region pixels in page;
#of pages . . .
=1 #of pixels correctly detect as nontext region in page;
ACChontext-region = . 4)

Z’i’ipages#of nontext region pixels in page,

To conduct thoroughly evaluate the proposed method in the DLA step, the PRImA dataset was utilized. The evaluation
results of the proposed method and other methods on the PRImA dataset are presented in Table 5. Notably, the accuracy
of the proposed method in both textual and non-textual region detection surpasses that of the other methods, highlighting
its exceptional capability in accurately extracting both textual and non-textual regions. This remarkable performance
can be attributed to utilizing a combination of methods, each excelling in extracting specific types of regions, with some
specialized in extracting textual areas and others in extracting non-textual areas. The synergistic integration of these
methods contributes to the overall effectiveness of the proposed method.

By achieving superior accuracy in the DLA step, the proposed method demonstrates its effectiveness in accurately
identifying and separating text regions, providing a solid foundation for subsequent line extraction and overall OCR
performance.

4.2.2 | TLD step

As already mentioned, we used three different datasets to compare the proposed method with state-of-the-art methods
in the TLD problem. As shown in Table 6, we compared the performance of the proposed method with that of Kraken
and OCRopus, which are based on deep neural networks, on the OIN dataset. As shown in Table 6, the proposed method
achieved the best performance. These two compared methods had the best results in line extraction, so we have compared
them with the proposed method. Also, the development team has updated these two methods many times, and they are
among the best methods in the field of line extraction.

TABLE 5 The accuracy of the proposed method in detecting textual and non-textual regions on PRImA dataset.

Method ACCtext-region AcCCrontext-region
Layout Parser 85.47% 90.74%
SSD 89.32% 92.93%
YOLOvV3 93.78% 95.73%
Faster R-CNN 93.53% 95.23%
Proposed method in DLA step 96.11% 97.96%

The bolded values represent instances where the accuracy is notably higher compared to other values.

TABLE 6 Textlines recognition error rate of the proposed method and methods based on deep learning on OIN dataset.

The average error The average error rate

rate in detecting in the incorrect removal Total Average runtime
Method CCs per image of CCs per image error rate per image (s)
OCRopus 0.66% 8.6% 9.26% 19.25
Kraken 2.14% 0.17% 2.32% 16.25
Proposed method 0.19% 0.31% 0.51% 12.25

The bolded values indicate lower error rates.
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To evaluate each method, three evaluation criteria based on connected components have been used. The lines
extracted by the proposed method are given to the input of the OCR system. In a line, the OCR system may encounter
some errors by removing any CC, so we have defined criteria that include the final results of the OCR system. As shown in
Equation (5), the first criterion indicates the error rate of each method in detecting the connected components in the line.
In other words, if the connected components are placed incorrectly in the upper or lower line, they are considered as an
error and are identified by this criterion. As shown in Equation (6), the second criterion calculates the error rate of each
method in the incorrect removal of connected components, which are incorrectly considered background or removed as
noise. Finally, as shown in Equation (7), the third criterion calculates total error rate of each method. In the third crite-
rion, both of the previous criteria are involved. In addition to these three evaluation criteria, we have also considered each
method’s average runtime per image.

. o Number of CCs detected in wrong line .
First criterion; = Total number of CCs % 100, i € methods, (5)
u

Second criterion; = Number of undetected CCs %X 100, i € methods, (6)
Total number of CCs

Third criterion; = First criterion; + Second criterion;, i € methods. @)

The OCRopus method has drawbacks, including high running time and difficulty removing small objects and dots in
the image. Figure 16A shows a line output from the proposed method, while Figure 16B shows the same line output using
OCRopus, which removed many dots from the image. Persian and Arabic have more dots and diacritics than English.

Similar to OCRopus, Kraken has a high execution time. Furthermore, Kraken has low accuracy in skewed or curved
images. In oblique images where most lines overlap in Kraken, the performance of the OCR system is significantly
reduced. Figure 17 shows an example of the output of the Kraken method in dataset 3. As shown in Figure 17, most
lines overlap and reduce the performance of the OCR system. Kraken and OCRopus have a significant problem detecting
skewed or curved images. In contrast, the lines’ skewness or curvature has a more negligible effect on our method. Our
method is resistant to curvature and skew due to the use of the optimum font size.

Table 7 shows the error rates of methods in detecting and extracting lines on the synthetic dataset. As shown in
Table 2, the proposed method has the lowest error rate, which indicates the excellent performance of the proposed method.
In contrast, the error rate of OCRopus and Kraken methods on the synthetic dataset has increased compared to the
OIN dataset. The higher error rate of these two methods on the synthetic dataset was the presence of images with the
IranNastaliq font. As mentioned in Section 4.1, the synthetic dataset consists of six different fonts, which one of these
fonts is IranNastaliq. Extracting lines in images that contain this font is more difficult due to its high resemblance to
handwritten text. The proposed method solves the challenge by defining the concept of font size and extracting the lines
correctly.

Figure 18 shows an example of the challenge facing OCRopus and Kraken methods in extracting lines from images
with IranNastaliq font. As shown in Figure 18, both OCRopus and Kraken methods failed to extract the line correctly
while the proposed method correctly extracts the line.

Due to the high complexity of the OIN dataset compared to the others, as shown Table 6, the error rates of the proposed
method in this dataset is higher. In the OIN dataset, the lines are very close to each other and are overlapped in some
cases. Skewed images and curved lines are other problems in this dataset which causes text-line extraction complex.

To further evaluate the performance of the proposed method, we tested the proposed method on the Arabic OCR
dataset. As shown in Table 8, the proposed method had the lowest error rate. The OCRopus method still has the problem
of incorrectly removing CCs in the Arabic OCR dataset. As shown in Figure 19, many dots are removed by this method,
which is problematic in a language like Arabic, where words have many dots.

50 b3 Slanss VYOI 7 90 0000 o 5 VTV VIO Ese 2 o S YYIBIY 7 550 0 paec s s YYVV/RIY &

(A) output line in the proposed method (B) Non curved line

FIGURE 16 Problem of removing small objects in OCRopus method for OIN dataset. (A) Output line in the proposed method. (B) Non
curved line.
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FIGURE 17 The output of the Kraken method on OIN dataset.

TABLE 7 Textlines recognition error rate of the proposed method and methods based on deep learning on synthetic dataset.

The average error The average error rate in

rate in detecting the incorrect removal Total Average runtime
Method CCs per image of CCs per image error rate per image (s)
OCRopus 2.35% 8.23% 10.39% 13.85
Kraken 5.3% 0.11% 5.32% 11.77
Proposed method 0.01% 0.1% 0.11% 10.31

The bolded values indicate lower error rates.
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FIGURE 18 Problem extracting lines in images with IranNastaliq font in synthetic dataset. (A) Output line in the proposed method.

(B) Output line in the OCRopus method. (C) Output lines in the Kraken method.
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TABLE 8 Textlines recognition error rate of the proposed method and methods based on deep learning on the Arabic OCR dataset.

The average error The average error rate in

rate in detecting the incorrect removal of Total Average runtime
Method CCs per image CCs per image error rate per image (s)
OCRopus 0.31% 3.82% 4.13% 3.23
Kraken 1.23% 0.05% 1.29% 3.66
Proposed method 0.01% 0.17% 0.18% 3.11

The bolded values indicate lower error rates.
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FIGURE 19 Problem of removing small objects in OCRopus method for Arabic dataset. (A) Output line in the proposed method. (B)
Output line in the OCRopus method.

TABLE 9 The effect of line detection step on the OCR.

OIN dataset Arabic dataset Synthetic dataset
Dot or Main Total Dot or Main Total Dot or Main Total
diacritic text error diacritic text error diacritic text error
error error rate error error rate error error rate
Tesseract-OCR error 8.71% 3.21% 6.235% 18.55% 7.37% 13.38% 7.54% 4.48% 6.22%
rate without line
detection step
Tesseract-OCR error 5.24% 1.22% 3.431% 2.1% 0.85% 1.52% 4.34% 3.27% 3.88%
rate with line detection
step

The bolded values indicate lower error rates.

4.3 | The effect of line detection on the OCR

To prove that line detection has a significant effect on the accuracy of the OCR, first, we used Tesseract-OCR 5.1.0 without
the line detection step to detect texts of the OIN and compared the results with when we used the line detection step. As
shown in Table 9 using the line detection step before detecting characters with Tesseract-OCR 5.1.0 can recognize both
types of CCs (main text and dot or diacritic) with higher accuracy.

5 | CONCLUSION

This study addressed the challenges associated with DLA and TLD in OCR systems, mainly focusing on the Persian lan-
guage. We evaluated the performance of our proposed method by developing the OIN dataset, which contains challenging
documents with curved lines, skewed images, and diacritics. We successfully extracted text and non-text regions with high
accuracy by employing deep learning models in the DLA stage and implementing a voting system. Additionally, we intro-
duced an angle correction method, an optimum font size concept, and an efficient algorithm to eliminate line curvature,
significantly improving the accuracy of OCR systems. Comparative evaluations against state-of-the-art methods demon-
strated the superiority of our approach in both DLA and TLD steps. Notably, our method achieved a 2.8% improvement
in Tesseract-OCR 5.1.0 accuracy on the OIN dataset. The results of this study contribute to advancing OCR technology
for Persian language documents and lay the foundation for further research in this domain. Future work should focus on
expanding the dataset and exploring other languages with unique script characteristics to develop efficient methods for
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non-Latin languages. Overall, our findings highlight the significance of addressing DLA and TLD challenges to enhance
OCR performance and pave the way for more accurate and reliable document analysis systems.
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