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ABSTRACT This study addresses the Weighted Multi-Skill Resource Constrained Project Scheduling Problem (W-MSRCSPSP) with the aim of minimizing software project makespan. Unlike previous works, our investigation regards heterogeneous resources characterized by varying skill proficiency levels. Another major problem with existing methodologies is the potential underutilization of human resources due to varying task durations. This work introduces an innovative scheduling approach known as the Greedy and Parallel Scheduling (GPS) algorithm to handle the said issues. GPS focuses on assigning the most suitable resources available to project activities at each scheduling point. The fundamental goal of our proposed approach is to reduce resource wastage while efficiently allocating surplus resources, if any, to project tasks, ultimately leading to a decrease in the makespan. To empirically evaluate the efficacy of the GPS algorithm, we conduct a comparative analysis against the Parallel Scheduling Scheme (PSS). The advantage of our proposed approach lies in its ability to optimize the utilization of available resources, resulting in accelerated project completion. Results from extensive simulations substantiate this claim, demonstrating that the GPS scheme outperforms the PSS approach in minimizing project duration.

INDEX TERMS Greedy and Parallel Scheduling, Heterogeneous skill proficiency, Parallel Scheduling Scheme, Project scheduling, Resource assignment, Weighted multi-skilled resources.

I. INTRODUCTION

PROJECT scheduling is an integral step in software project management that involves assigning resources over time to execute project tasks. The timely completion of a project is intricately linked to the decisions made in resource scheduling [1], [2]. An ideal project schedule achieves project completion within the stipulated timeframe while minimizing project costs, all while maintaining the quality of the final deliverable. Project scheduling serves as the conduit that transforms a project plan into a sequence of project activities, optimizing the project’s total duration, all within the confines of pre-existing constraints such as human resource and the task precedence relationships [3], [4]. The Resource-Constrained Project Scheduling Problem (RCPSP) seeks to optimize activity start and end times to achieve the earliest project completion, considering both prerequisite relationships and resource constraints [5]–[7]. Notably, human resources, often scarce with specific skill sets, pose a significant challenge when assigned to tasks adhering to precedence relationships. This challenge characterizes a more inclusive variant of RCPSP known as the Multi-Skill Resource-Constrained Project Scheduling Problem (MSRCPSP) [3], [8], [9].

Originating from Blazewicz et al.’s work [10], RCPSP remains a complex and enduring research domain, giving rise to various models accommodating diverse combinations of resources, activities, and objectives [11], [12]. Driven by the rapid growth of the software industry, MSRCPSP has gained substantial significance, particularly in the realm of medium and large-scale projects. In MSRCPSP, each re-
source possesses one or more distinct skills enabling them to handle various project tasks [13]. Task execution requires collaboration among resources with specific proficiencies. Notably, these renewable human resources can be allocated to multiple activities, provided there is no temporal overlap in their execution. The precise allocation of resources based on their skills is of paramount importance within the MSRCPS domain [14].

Project scheduling problems are multifaceted, with constraints spanning deadlines, task precedence, resource availability, and skill requirements. Ultimately, the primary objective remains the efficient arrangement of all project activities to minimize the project’s makespan while adhering to task precedence constraints [13], [15]. Numerous project strategies have been outlined within the literature with a primary emphasis on the minimization of the project makespan. Typically, project scheduling techniques are categorized into three distinct classes, as evidenced by the existing body of research. First among these classes are the exact methods [16], which harness integer programming models to ascertain the optimal solution. However, a prevailing limitation of these approaches arises when addressing problems characterized by substantial dimensions, as they tend to be computationally intensive.

To circumvent the challenges associated with exact methods, the research community introduces heuristic algorithms to expedite solution identification within reasonable time frames. Among these, parallel and serial schedule generation schemes have emerged as predominant heuristic approaches, demonstrating efficacy in practical project scheduling contexts. Nonetheless, it is noteworthy that these heuristic techniques do not universally ensure the attainment of optimal solutions. In response to this limitation, meta-heuristic algorithms have emerged as a pivotal advancement in the field, enhancing upon the capabilities of heuristic methods. A salient feature of meta-heuristic algorithms is their capacity to provide optimal solutions within a reasonable amount of time [16].

Literature offers numerous scheduling algorithms to address the MSRCPS, employing diverse exact methods [17], [18], heuristics [19]–[22], and meta-heuristic algorithms [5], [23]–[33]. These approaches take into consideration multiple constraints inherent to project scheduling when assigning human resources to project tasks, such as the number of project tasks, the precedence relationship among tasks, the number of resources, and the number of skills. Nonetheless, a prevalent limitation observed in these existing scheduling techniques lies in the overlook of skill proficiency heterogeneity among resources, assuming uniform proficiency levels for specific skills required in performing project tasks. Furthermore, the prevailing strategies may yield under-utilization of human resources due to variations in the duration of project tasks.

To address the aforementioned issues, this work offers a novel Greedy and Parallel Scheduling (GPS) technique. The present study focuses on the Weighted Multi-Skill Resource Constrained Project Scheduling Problem (WMSRCPSP) while explicitly considering the presence of heterogeneous resources, with the primary goal of minimizing the project makespan. The GPS approach first allocates human resources to project tasks in a greedy manner, employing a best-fit strategy to ensure optimal resource utilization. Also, it adeptly assigns resources to groups of parallel tasks, maximizing resource utilization. It accomplishes this by assigning the available, unoccupied resources—freed up as a result of recently completed tasks—to already running or subsequent project tasks in a manner that collectively minimizes the overall makespan. Each resource in this context possesses one or more skills, with varying efficiency levels for each skill. Its inherent greediness ensures that a substantial proportion of project resources remain actively engaged, thereby enhancing overall resource utilization. Additionally, this approach facilitates effective project monitoring and the desirable allocation of highly skilled resources to pertinent project activities by the project manager.

The principal contributions of this research can be summarized as follows:

- Introducing a novel Greedy and Parallel Scheduling (GPS) algorithm. GPS uses a best-fit strategy—it prioritizes efficiency by initially assigning the best available resources to the shortest tasks to minimize waiting times and optimize resource utilization. Moreover, the GPS also performs parallel execution of tasks by creating parallel executable task groups based on their precedence relationships in order to avoid resource wastage and minimize the overall makespan.
- Considering heterogeneous resources for performing project tasks. Incorporating a realistic weighting scheme that assigns resource weights for each skill based on their respective proficiency levels. Distinct weights are allocated for each skill mastered by individual resources. Additionally, the GPS reassigns free resources arising from the completion of preceding activities to minimize resource wastage during the resource allocation process.
- Conducting extensive simulations considering 6 different factors such as the number of skills, number of resources, and the graph complexity. Moreover, we conduct a comprehensive analysis of the simulation results to evaluate the effectiveness of the GPS strategy compared to the Parallel Scheduling Scheme (PSS) heuristic. Extensive experimental results affirm the superior performance of the proposed strategy in terms of minimizing the project makespan.

The subsequent sections of this paper are organized as follows. Section II presents the existing work related to project scheduling in the literature. Section III delineates the problem formulation. Section IV provides a brief discussion of the proposed framework for project scheduling and resource staffing. Finally, Sections V and VI present the simulation results and conclusion of this work, respectively.
II. RELATED WORK

While task scheduling is vital in various domains beyond project management [34], [35], its settings and objectives differ from those in project management. Given the unique context and goals of MSRCPSp, specialized approaches and solutions are necessary. Thus, this study distinctly addresses the complexities of MSRCPSp within the project management context. Extensive literature exists that tries to unravel the complexities inherent to MSRCPSp. In contemporary academic discourse, a notable surge of interest among researchers centers on project scheduling, particularly with a focus on minimizing the project makespan.

In the context of MSRCPSp, Mirnezami et al. [17] propose a precise method for the Multi-mode Resource-Constrained Project Scheduling Problem (MRCPSP) with multiple skills, allowing activity preemption. They devise a novel Multi-Objective Mixed-Integer Linear Programming (MILP) model to handle uncertainty in non-renewable resources. The model minimizes project makespan, resource costs, and project risk. Shorter project durations increase resource consumption and costs, while higher resource usage tends to reduce project risk. Similarly, [36] proposes a MILP model for MSRCPSp, addressing overlapping activities and rework in a fuzzy environment. The model aims to optimize project duration, cost, and quality, handling uncertainty through fuzzy mathematical programming. However, the computational complexity of the said models is very high.

In addition to exact methods, literature suggests several heuristics-based approaches. For instance, in [21], the authors address the challenge of efficiently scheduling multiple projects with limited resources in high-end equipment development, employing Variable Neighborhood Search (VNS) for effective problem-solving within a reasonable timeframe. Their approach introduces a comprehensive scheduling model, considering multi-mode and multi-skill factors and emphasizing optimal allocation of research and development personnel and task sequencing. However, the assumption of a constant employee ability coefficient neglects potential skill improvement.

Similarly, Ref. [19] treats project scheduling as a multi-objective optimization problem and introduces a novel method to address the "new employee addition" dynamic event, utilizing domain knowledge for robust scheduling. The heuristic specifically handles scenarios involving mid-project additions of new employees, considering budget and time constraints. It also addresses the challenge of assigning one resource to multiple projects concurrently in a multi-project setting. Utilizing domain knowledge for population initialization, the approach aims to generate high-quality solutions. However, the approach overlooks certain dynamic events, such as considering task slack time and handling software requirements cancellation.

In [20], a mixed-integer goal programming model and a three-phase greedy heuristic method are introduced for the multi-project scheduling and multi-skilled employee assignment problem. The method addresses constraints like maximum task load and limits on tasks per week per employee, employing a local and tabu search algorithm. Tested on real data, the approach rapidly yields effective solutions for realistically sized instances. However, it lacks consideration for precedence relationships between projects or tasks. In a related context, Akbar et al. [4] propose a scheduling heuristic for MSRCPSp that accounts for the soft skills of human resources. This approach examines factors such as available resources, tasks per project, and precedence constraints, evaluating their impact on the overall project makespan.

A significant literature uses meta-heuristic approaches to study the MSRCPSp. For instance, Chen et al. [33] propose Hyper-Heuristic Filtered Genetic Programming (HH-FGP) to improve the efficiency of solving the Stochastic Resource-Constrained Multi-Project Scheduling Problem with Non-identical Parallel Machines (SRCMPSP-NPI). The framework refines Genetic Programming (GP) by simultaneously filtering both the attribute set and depth range of gene expression trees, offering a unique hyper-heuristic perspective for project scheduling in stochastic environments. Ma et al. [29] explore a proactive project scheduling problem with flexible resources possessing multiple skills, allowing skill changes at discrete intervals. They introduce a tabu search algorithm to generate a feasible skill allocation plan, aiming to maximize schedule robustness. However, the proposed method does not address the costs associated with skill switching.

Snauwaert et al. [9] study the impact of factors such as skill proficiency, workforce size, and multi-skilled resources. They find that beyond a certain skill level, additional skills may increase costs without improving makespan. Workforce size has a smaller impact than skill mastery, with the number of skills, not resources, primarily influencing makespan. The paper’s limitation is its deterministic focus, neglecting the stochastic dimension of the MSRCPSp. In [23], Wang et al. address the MSRPSP with uncertain resource availability, introducing the GA-PR algorithm. It dynamically assigns skills, mitigating shortages by reallocating from idle resources, aiming to minimize additional costs and project makespan. However, the study considers homogeneous resources. Li et al. [24] introduce MODJaya for MSRCPSp, minimizing makespan and cost concurrently. MODJaya outperforms NSGA-II and NTGA in CPU time, with MOEA/D as the fastest, handling instances efficiently. The paper assumes single-resource task assignments, neglecting real-world collaboration scenarios involving multiple resources.

Li et al. [26] propose a two-stage priority rule-based heuristic algorithm enhanced with a genetic algorithm (GA) for the Software Project Scheduling Problem with Multi-tasking (SPSPM), addressing employees handling multiple tasks with varying skills and duration influenced by skill characteristics. However, the approach needs to incorporate more realistic factors in software project management, such as uncertainty, resource leveling, and preemption. Tian [30] introduces an innovative strategy for the multi-skill resource-constrained project scheduling problem, considering skill switches impacting time and cost. An Evolution Strategy
framework with multi-objective optimization (MOES) addresses the influence of skill transitions on project duration and cost, guided by an improved resource-leveling operator for new individuals with reduced duration. However, the paper overlooks varying resource proficiencies, resulting in a limitation where task processing time is not dynamically adjusted when assigning different resources.

A meta-heuristic form of Genetic Algorithm (GA) [37], [38] has been deliberated for addressing staffing issues in project scheduling. This approach, guided by the GA principles, enhances quality by up to 17% when compared to cost-based strategies, primarily by prioritizing the assignment of tasks to the most experienced resources. Furthermore, sallam et al. [39] investigate knowledge-based Evolutionary Algorithms (EAs) to intelligently assign the most effective set of resources to project activities. These EA algorithms contribute to the early-stage development of an optimal schedule, benefitting project management endeavors. Deng et al. [27] present M-PSO, a novel particle swarm optimization technique. To enhance exploration, the algorithm incorporates a migration method to escape local optima and broaden the search space. However, the aforementioned strategies work well only for large-scale projects.

In [24], a multi-objective discrete Jaya algorithm is presented for minimizing makespan and cost in mixed-integer linear programming problems. The algorithm employs encoding, decoding techniques, and resource assignment criteria to enhance solution diversity and resource utilization. In [23], a dynamic optimization model integrates MSRCPSp with uncertainty in resource availability, utilizing a Branch-and-Bound algorithm and a hybrid Benders decomposition algorithm to minimize makespan and total cost for multi-skilled resources. It considers uncertainty in resource availability, aiming for a robust schedule to minimize schedule instability costs. Nonetheless, the model assumes homogeneous skill levels and does not account for the costs associated with switching resources’ skills.

To address the intricacies posed by MSRCPSp, studies in [40], [41] offer multi-objective algorithms with the main objective of minimizing project makespan and costs. These proposed solutions exhibit optimal performance across a spectrum of problem sizes, spanning small to significant scales. Notably, a breadth-first search (BFS) algorithm has been employed to determine the optimal mode selection for each resource concerning the execution of specific project tasks. Nevertheless, it is essential to underscore that these BFS-based algorithms do not factor in skill assessment based on resource capabilities. The prevailing corpus of literature collectively underscores the central aim of scheduling algorithms to minimize project makespan. However, the assignment of resource weights based on resource proficiency levels is a facet largely overlooked in the majority of previous works.

### Table 1. Symbols and Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>Greedy and Parallel Scheduling</td>
</tr>
<tr>
<td>PSS</td>
<td>Parallel Scheduling Scheme</td>
</tr>
<tr>
<td>TPG</td>
<td>Task Precedence Graph</td>
</tr>
<tr>
<td>MSRCPSp</td>
<td>Multi-Skill Resource Constrained Project Scheduling Problem</td>
</tr>
<tr>
<td>T = {t₀, t₁, . . . , tₙ, tₙ₊₁}</td>
<td>Set of project tasks</td>
</tr>
<tr>
<td>S = {s₁, s₂, . . . , s₁}</td>
<td>Set of skills</td>
</tr>
<tr>
<td>R = {r₁, r₂, . . . , rₖ}</td>
<td>Set of all resources</td>
</tr>
<tr>
<td>Tₛ</td>
<td>Set of parallel executable tasks</td>
</tr>
<tr>
<td>V</td>
<td>Set of vertices in TPG</td>
</tr>
<tr>
<td>E</td>
<td>Set of edges in TPG</td>
</tr>
<tr>
<td>eᵢⱼ</td>
<td>Edge of tᵢ</td>
</tr>
<tr>
<td>Sᵢ</td>
<td>Set of skills required to perform tᵢ</td>
</tr>
<tr>
<td>Sᵢⱼ⁺</td>
<td>Set of skills mastered by rⱼ</td>
</tr>
<tr>
<td>Sᵢⱼ⁺⁺</td>
<td>Set of skills sorted as worst skills first</td>
</tr>
<tr>
<td>eᵢⱼeff</td>
<td>Total effort required to perform tᵢ</td>
</tr>
<tr>
<td>eᵢⱼeffⱼ</td>
<td>Effort done against sⱼ of tᵢ</td>
</tr>
<tr>
<td>dᵢⱼ</td>
<td>Duration of tᵢ</td>
</tr>
<tr>
<td>Cⱼ</td>
<td>Time already spent on tⱼ</td>
</tr>
<tr>
<td>CTᵢ</td>
<td>Sum of time spent on tasks in Tᵢ</td>
</tr>
<tr>
<td>Rⱼ</td>
<td>Resources assigned to tⱼ</td>
</tr>
<tr>
<td>R*</td>
<td>Set of assigned resources</td>
</tr>
<tr>
<td>Rⱼ*</td>
<td>Set of surplus resources assigned to tⱼ</td>
</tr>
<tr>
<td>LFᵢⱼ</td>
<td>Latest finishing sⱼ in tᵢ</td>
</tr>
<tr>
<td>Ravail</td>
<td>Set of available resources</td>
</tr>
<tr>
<td>wⱼ</td>
<td>Weight or proficiency of rⱼ against sⱼ</td>
</tr>
<tr>
<td>∑ᵢ[Rⱼ] wⱼrⱼsⱼ</td>
<td>Sum of proficiency values of resources rⱼ assigned to tⱼ against sⱼ</td>
</tr>
<tr>
<td>Bᵢⱼ</td>
<td>Starting time of tᵢ</td>
</tr>
<tr>
<td>Fᵢⱼ</td>
<td>Finishing time of tᵢ</td>
</tr>
<tr>
<td>tⱼ</td>
<td>Earliest finishing task</td>
</tr>
<tr>
<td>tⱼf</td>
<td>Latest finishing task</td>
</tr>
<tr>
<td>Fⱼsⱼ</td>
<td>Finishing time of tⱼ with respect to sⱼ</td>
</tr>
<tr>
<td>LV(eⱼ)</td>
<td>Function returning left vertex of eⱼ</td>
</tr>
<tr>
<td>RV(eⱼ)</td>
<td>Function returning right vertex of eⱼ</td>
</tr>
<tr>
<td>TS</td>
<td>Task skills matrix</td>
</tr>
<tr>
<td>tⱼsⱼ = 1</td>
<td>Skill sⱼ is required to perform tⱼ</td>
</tr>
<tr>
<td>RS</td>
<td>Resource skills Matrix</td>
</tr>
<tr>
<td>rⱼsⱼ = [0, 1]</td>
<td>rⱼ has sⱼ with weight [0,1]</td>
</tr>
</tbody>
</table>
Consider a software project $T$ that consists of $n$ tasks i.e. $T = \{t_0, t_1, t_2, \ldots, t_i, t_j, \ldots, t_n, t_{n+1}\}$ where $t_i$ denotes the $i^{th}$ task. While $t_0$ and $t_{n+1}$ are dummy tasks representing the start and end of the project, respectively. The tuple $(e f t_i, d_a)$ where $e f t_i$ is the effort required to complete $t_i$ and $d_a$ represents the deadline for $t_i$. The task precedence graph $(TPG)$ shows the precedence constraints among the project tasks as depicted in Fig. 1.

A TPG is defined by $TPG = (V, E)$ where $V$ is the set of tasks, i.e. $V = \{t_0, t_1, t_2, \ldots, t_i, t_j, \ldots, t_n, t_{n+1}\}$ and $|V| = n + 2$ while $E$ is the set of directed edges used to represent the precedence constraints among the tasks. The set $E$ can be defined as: $E = \{(a, b) \mid a, b \in T \land (a \rightarrow b)\}$, where $a \rightarrow b$ defines the dependency of $b$ on $a$; task $a$ must be executed ahead of $b$. Each project task $t_i$ requires several resources having specific skills. These skills are defined by the set $S = \{s_1, s_2, \ldots, s_l\}$. A task-skill matrix $(TS)$ is used to represent skills required to perform each task, such as:

$$TS = \begin{bmatrix} t_1s_1 & t_1s_2 & \cdots & t_1s_m \\ t_2s_1 & t_2s_2 & \cdots & t_2s_m \\ \vdots & \vdots & \ddots & \vdots \\ t_ns_1 & t_ns_2 & \cdots & t_ns_m \end{bmatrix}$$

where $t_is_j = 1$ means that $i^{th}$ skill is required to perform the $j^{th}$ task. To perform the project tasks, we have a set of resources defined by $R = \{r_1, r_2, \ldots, r_k\}$ while $r_k$ denotes the total number of resources used in the project. In this set of resources, each resource masters one or more skills. The proficiency level of each resource is defined by the resource-skill $(RS)$ matrix as given below:

$$RS = \begin{bmatrix} r_1s_1 & r_1s_2 & \cdots & r_1s_m \\ r_2s_1 & r_2s_2 & \cdots & r_2s_m \\ \vdots & \vdots & \ddots & \vdots \\ r ks_1 & r ks_2 & \cdots & r ks_m \end{bmatrix}$$

where $r ks_j = [0, 1]$ means that resource $k$ possesses the skill $j$ with a proficiency score $[0, 1]$.

In this scheduling problem, each resource $r_k \in R$ has one or several skills denoted by $S^s$. Similarly, each project task $t_i \in T$ requires a set of skills to be executed and denoted by $S_{t_i}$. While $R_{t_i, s_j}$ is the number of resources needed to perform a skill $s_j$ required by task $t_i$. Considering this setup, the scheduling problem is defined as follows: Given a project defined by the set $T$ and resources defined by the set $R$, we must assign the project tasks to resources in such a way that the overall completion time of the project is minimized while ensuring that no precedence constraint is violated. Non-negative decision variables check the resources and skills demanded to perform their corresponding activities. This way, through decision variables assignment of resources to project tasks is checked with respective skill capability. In the case of W-MSRCPSP, we have considered the following decision variables.

$$w_{r_k, s_j} = \begin{cases} 1, & \text{if } r_k \text{ with } s_j \text{ is assigned to } t_i \\ 0, & \text{otherwise} \end{cases}$$

while $r_k \in R, t_i \in T, s_j \in S_{t_i} \cap S^{r_k}$.

Based on the above decision variable, the W-MSRCPSP can be formulated as follows. The basic notation for the model is provided in Table 2, Appendix. The objective function is defined as:

$$\text{minimize } (B_{t_{n+1}}) \quad (1)$$

subject to:

$$B_{t_j} \geq B_{t_i} + d_{t_i}, \quad t_i, t_j \in T \land (t_i, t_j) \in E \quad (2)$$

$$\sum_{r_k \in R_{t_i}} w_{r_k, s_j} = R_{t_i, s_j}, \quad t_i, s_j \in S_{t_i} \quad (3)$$

$$\sum_{s_j \in S_i \cap S_{t_i}} w_{r_k, s_j} \leq 1, \quad r_k \in R, t_i \in T \quad (4)$$

$$\sum_{s_j = 1}^{S} t_is_j > 0, \forall t_i \in T \land s_j \in S_{t_i} \quad (5)$$

$$\sum_{r_k = 1}^{R} t_ir_k > 0, \forall t_i \in T \land r_k \in R^{r_k} \quad (6)$$

$$B_{t_i} \geq 0, d_{t_i} \geq 0, \forall t_i \in T \quad (7)$$

$$R_{t_i, s_j} \subseteq \bigcup_{t_i, r_k > 0} S_{t_i}, \forall t_i \in T \land s_j \in S_{t_i} \quad (8)$$

$$F_{t_i} = B_{t_i} + d_{t_i}, \forall t_i \in T \quad (9)$$

The goal of the proposed strategy is to minimize the overall project duration, as depicted in Equation (1). Here, $B_{t_{n+1}}$ defines the starting time of the task $(n + 1)$. Since the task $(n + 1)$ marks the end of the project and is a dummy node, $B_{t_{n+1}}$ denotes the end of the project. The objective function defined in Equation (1) is subject to 8 constraints depicted in Equations (2-11). The constraint in equation (2) defines the fulfillment of the precedence constraints – the predecessors $t_i$ of a selected task $t_j$ must be completed before starting $t_j$. 
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According to constraint (3), a resource \( r_k \) can be assigned to a task \( t_i \) with required skill \( s_i \) if and only if resource \( r_i \) possesses the skill \( s_i \). Similarly, constraint (4) states that a resource can be assigned to only one task at a time and can perform at most one skill for any project task.

Equation (5) delineates that at least one skill is required to perform each task. Similarly, equation (6) specifies that at least one resource must perform each project task. Constraint (7) depicts the starting time \( B_{t_i} \) and duration \( d_{t_i} \) of any project task \( t_i \) cannot be negative. According to (8), resources allocated to the task \( t_i \) denoted by \( R_{t_i,s_i} \) must have the skills required to perform \( t_i \) in order to execute the task. Equation (9) states that the finishing time of any task \( t_i \) must be equal to the sum of its starting time \( B_{t_i} \) and duration \( d_{t_i} \).

IV. PROPOSED GPS ALGORITHM

In this section, we introduce GPS, an innovative hybrid scheduling approach that combines best-fit and parallel scheduling strategies. The primary objective is to effectively allocate optimal resources to project tasks at each scheduling point. The proposed approach functions through a series of iterations, the total number of which aligns with the overall task count in the project. Tasks capable of simultaneous execution are grouped into clusters or sets based on their precedence relationships.

The algorithm commences by addressing the initial cluster of parallel executable tasks, allocating resources to the tasks within that cluster. Task prioritization occurs through arranging tasks in ascending order of their estimated execution times, ensuring precedence for tasks with shorter duration to minimize the waiting time of project tasks. Following this, the proposed methodology assigns resources to the chosen task based on its specific skill requirements using a best-fit strategy. The proposed approach allocates available resources based on their weights to project tasks against each skill required by the project tasks. Using a best-fit strategy, the proposed approach takes a resource with the highest weight and assigns it greedily to the earliest finishing task first if the required skill matches the skills of the selected resource. Allocation continues until the task is completed within its stipulated duration.

Following resource assignment to the earliest finishing task, the next earliest finishing task among the unscheduled ones is selected within the current group, and resources are allocated from the available resource pool. This process ensures the allocation of all available resources to unscheduled tasks in a given group. In contrast to existing strategies, if any surplus resources are available, they are assigned to the latest finishing task among the scheduled tasks to minimize the overall makespan. Upon task completion, the assigned resources are reallocated to another task within the same group. When all tasks in a group are completed, the subsequent set of parallel executable tasks is selected, and the same procedure is repeated to execute the tasks in the selected group.

A. TASK PRECEDENCE GRAPH

The proposed scheduling technique generates a task precedence graph (TPG), where several tasks are linked through precedence relations. A project graph is defined by \( TPG = (V,E) \) where \( V \) is the set of tasks, i.e. \( V = \{ t_1, t_2, \ldots, t_i, t_j, \ldots, t_n \} \) and \( |V| = n \) while \( E \) is the set of edges used to represent the precedence constraints among the tasks. The set \( E \) can be defined as \( E = \{(a,b)|a,b \in \mathcal{P} \land (a \rightarrow b)\} \), where \( a \rightarrow b \) means that task \( a \) must be executed before \( b \).

B. TASK SUBSETS

In the context of TPG, as mentioned earlier, certain project tasks can be executed concurrently if they do not violate their precedence relationships. The proposed GPS design involves partitioning the task set \( T \) into \( q \) subsets, indexed by \( i \). Tasks within each subset \( T_i \) have the potential for parallel execution depending on the availability of adequate resources. Any given task is exclusively associated with a specific subset \( T_i \) – the intersection between any two subsets of \( T \) is null. The conditions governing this partitioning mechanism are formally expressed through the following mathematical formulation:

\[
|T| = |T_1| + |T_2| + \cdots + |T_i| + \cdots + |T_q| = n
\]

while \( T_i = \{ T_1, T_2, \ldots, T_m \} \), \( T_i \cap T_j = \emptyset \quad \forall i, j \in \text{subsets of } \ T \). For a subset \( T_i \), there should be no precedence constraint among any pair of tasks \( t_j \) and \( t_k \) where \( t_k, t_l \in T_i \). To form the subsets of parallel executable tasks, the proposed approach iteratively examines each vertex \( V_{t_k} \in V \) to check whether it is dependent on any other vertex in \( V \). A vertex \( V_{t_k} \) is considered an independent vertex if \( \psi(a,b) \in E \land b \neq V_{t_k} \).

At the end of the iteration, all the vertices that are not dependent on any vertex in \( V \) are grouped to form a subset \( T_i \) and are removed from \( V \). The algorithm repeats the procedure to create groups of parallel executable tasks until \( V \) becomes empty.

C. RESOURCE WEIGHT

Within software projects, human resources are often equipped with a diverse set of skills, enabling them to undertake various project tasks. In the proposed methodology, we take into account the presence of multi-skilled and heterogeneous human resources as a foundational element for crafting an optimal schedule. These resources exhibit varying proficiency levels across different skills. To maximize the effective utilization of human resources for project tasks, we employ a system where each resource is assigned weights corresponding to their proficiency in each skill they possess.

A realistic weighting mechanism is utilized where a skill proficiency score (within the [0,1] range) is attributed to each resource against each skill they possess. The skill proficiency score of a resource reflects its competence in utilizing the corresponding skill. Consequently, each human resource possesses a range of multiple skills, each accompanied by a
Algorithm 1: GPS

Input: $T, S, R, E$
Output: project_makespan

1. $makespan \leftarrow 0$
2. $T_i[\cdot] \leftarrow \text{CreateParallelTasksGroups}(T, E)$
3. foreach $T_i \in T_i[\cdot]$ do
   4. $R_{\text{avail}} \leftarrow R$
   5. if $T_i$ contains $(t_0 | t_{n+1})$ then continue
   6. sort($T_i$)
   7. $makespan + = \text{ScheduleTasksSubset}(T_i, R_{\text{avail}})$
4. end
5. return $makespan$

D. PROPOSED SCHEDULING TECHNIQUE

To enhance readability and comprehension, we break down the proposed scheduling algorithm into five sub-algorithms. Algorithm 1 serves as the starting point for the proposed strategy. It takes the set of project tasks $T$, the required skill set $S$, the available resources $R$, and the set of edges $E$, specifying the precedence constraints among the tasks in $T$ as input. The algorithm returns the resulting makespan as its output.

Algorithm 1 starts by initializing the project makespan, denoted by variable $makespan$, to 0. Next, it calls the Algorithm 2 to obtain an array of parallel executable tasks $T_i$. $T_i$ signifies a collection of tasks that are executable simultaneously if sufficient resources are available. The algorithm then schedules each set of parallel executable tasks by looping through the array (see Line 3 - 10). The algorithm invokes Algorithm 3 at Line 9 to schedule the tasks in selected $T_i$. Note that Algorithm 3 returns the time spent on completing the tasks in $T_i$ after completing the scheduling process. At Line 9, the Algorithm 1 takes the returned value and adds it to the total makespan of the project. However, before calling the 3, it sorts the tasks in $T_i$ based on their finishing time – earliest finishing tasks are scheduled first. Also, if $T_i$ contains the dummy tasks, representing the start and end of the project, they are neglected by moving on to the next element in $T_i[\cdot]$ (refer to Line 5-7). Finally, the main algorithm returns the total makespan after scheduling all the project tasks (at Line 11).

Algorithm 2 formalizes the grouping of parallel executable tasks. It takes the set of project tasks $T$ and edges $E$ as input and returns an array of parallel executable tasks. A group of parallel executable tasks, denoted by $T_i$, consists of all the tasks that can be executed at the same time if enough resources are available. The algorithm starts by creating an empty array of $T_i$. It iterates through the elements of $T$ (until there are no more tasks left in $T$) to find and group tasks that can be run in parallel (From Line 2-25). In each iteration, it takes each element in $T$ denoted by $t_i$ at Line 4, and checks whether a $t_i$ represents the right vertex of any edge $e$ in $E$ is $t_i$. If yes, it means $t_i$ depends on some other task in $T$ and therefore cannot be run in parallel (see Lines 6-9). Otherwise, $t_i$ can be added to the set of parallel executable tasks $T_i$. This process is repeated until all the elements in $T$ are traversed.

After executing Line 15, the algorithm finds a set of parallel executable tasks in $T$. Next, the algorithm needs to add the $T_i$ to the array of parallel executable tasks and remove all the edges from $E$ whose left vertex is in $T_i$ (refer to Line 16-23). Finally, the algorithm adds $T_i$ to the array of $T_i$. It repeats this process until all the elements are grouped, and there is no task left in $T$. Finally, it returns the array of $T_i$ at Line 26.

Algorithm 3 outlines the steps followed to schedule all tasks in $T_i$. It takes $T_i$ and the set of available resources $R_{\text{avail}}$ as input, and returns the time $C_{T_i}$ spent on completing
tasks in $T_i$. It assigns resources to each task $t_i$ in $T_i$ until there is no more task left. It does so by calling the Algorithm 4 (at Line 5) if the task has not already been scheduled and the finishing time is not less than the deadline (duration). Otherwise, it moves on to the next task and repeats the process from Lines 3-7. After assigning enough resources to each task, there might be some free resources available. The algorithm tries to assign surplus resources to scheduled tasks in $T_i$ to minimize the makespan. To do so, it invokes Algorithm 5. Next, it finds the earliest finishing task (refer to Line 9-16).

At this point, the algorithm needs to mark the earliest finishing task completed and remove it from the set of parallel executable tasks (Lines 17 and 18). Finally, it has to calculate the effort done against each task and record the time taken $C_{t_i}$ by each $t_i$ (see Line 24). However, it is very important to note that the effort is calculated against each required skill as the finishing time is calculated based on the latest finishing skill of a task. This is done from lines 20-22. Finally, the algorithm records the time taken by all the tasks in $T_i$ denoted by $C_{T_i}$ at Line 25, and returns the recorded value at Line 27 after completing all the tasks by repeating the same process (From Line 2-26) until there is no element left in $T_i$.

Algorithm 4 is used to assign available resources to a particular task. It takes a task $t_i$ and a set of available resources $R_{avail}$ as input and returns a boolean value indicating whether all tasks can be finished within the given time or not.

\[ C_{T_i} \leftarrow 0 \]
\[ \text{while } T_i > 0 \text{ do} \]
\[ \quad \text{foreach } t_i \in T_i \text{ do} \]
\[ \quad \quad \text{if } R_{t_i} \geq 0 \text{ or } F_{t_i} > d_{t_i} \text{ then} \]
\[ \quad \quad \quad \text{AssignResources}(t_i, R_{avail}) \]
\[ \quad \text{end} \]
\[ \text{end} \]
\[ \text{foreach } t_i \in T_i \text{ do} \]
\[ \quad F_{t_i} \leftarrow \max(F_{t_i}, s_i) \]
\[ \quad \text{if } t_{ef} \text{ is null OR } F_{t_i} < t_{ef} \text{ then} \]
\[ \quad \quad t_{ef} \leftarrow t_i \]
\[ \quad \quad F_{t_{ef}} \leftarrow F_{t_i} \]
\[ \quad \text{end} \]
\[ \text{end} \]
\[ R_{avail} \leftarrow R_{avail} + R_{t_{ef}} \]
\[ T_i \leftarrow T_i - t_{ef} \]
\[ \text{foreach } t_i \in T_i \text{ do} \]
\[ \quad \text{if } t_i \in S_i \text{ do} \]
\[ \quad \quad \text{end} \]
\[ \text{end} \]
\[ R_{avail} \leftarrow R_{avail} + R_{t_{ef}} \]
\[ t_i \leftarrow T_i - t_{ef} \]
\[ \text{foreach } t_i \in T_i \text{ do} \]
\[ \quad \text{if } R_{t_i}^* < 1 \text{ then} \]
\[ \quad \quad t_i \leftarrow \text{getLatestFinishingTask}(T_i) \]
\[ \text{end} \]
\[ \text{else} \]
\[ \quad \text{Top_Loop: while } |R_{avail}| > 0 \wedge |T_i| > 0 \text{ do} \]
\[ \quad \quad t_{lf} \leftarrow \text{getLatestFinishingTask}(T_i) \]
\[ \quad \quad s_{lf} \leftarrow \text{getLatestFinishingSkill}(t_i) \]
\[ \quad \text{while } r_k \in R_{avail} \text{ do} \]
\[ \quad \quad \text{if } s_{lf} \in S^* \text{ then} \]
\[ \quad \quad \quad R_{t_{lf}} \leftarrow R_{t_{lf}} + r_k \]
\[ \quad \quad \quad R_{avail} \leftarrow R_{avail} - r_k \]
\[ \quad \quad \text{continue Top_Loop} \]
\[ \quad \text{end} \]
\[ \text{end} \]
\[ \quad T_{temp} = T_{temp} - t_i \]
\[ \text{end} \]
whether the assignment was successful or not. The algorithm assigns resources against each skill \(s_i\) required by \(t_i\). The main function of this algorithm is to assign enough resources so that the task can be finished within its deadline. Moreover, it assigns the best available resources against each skill by finding resources having the required skill with maximum proficiency.

In line 1, it takes a skill \(s_i\) from required skills \(S_{t_i}\). It finds the best available resource \(r\) having the skill \(s_i\) with the highest proficiency at Line 4. If \(r\) is null, it indicates there is no resource available with the required skill. So, in line 5, it checks if \(r\) is null and there is no resource assigned to \(t_i\) against the required skill, then it needs to free the resources assigned to \(t_i\) and return false, indicating unsuccessful assignment. Otherwise, it assigns \(r\) to \(t_i\), removes \(r\) from \(R_{avail}\), and calculates the finishing time of \(t_i\) with respect to skill \(s_i\) (refer to Line 9-11). If the finishing time is less than or equal to the deadline of the task, it moves on to the next required skill \(s_j \in S_{t_i}\). Otherwise, it repeats the procedure from Line 4 to 15 to assign more resources until the finishing time meets the deadline constraint if the set of available resources \(R_{avail}\) is not empty (see Line 3).

Algorithm 5 depicts the procedure for assigning surplus resources (if any) to scheduled activities to minimize the total makespan and reduce resource wastage. The idea is to assign more resources to the latest finishing task so that the total makespan can be minimized. The algorithm takes \(T_{temp}\) and \(R_{avail}\) as input. The algorithm starts by initializing a variable \(T_{temp}\) to \(T_{start}\). Next, it removes unscheduled tasks from \(T_{temp}\) (see lines 2-6). It does so by checking if a task \(t_i\) in \(T_{temp}\) has assigned resources in the previous step. If no resources have been assigned to \(t_i\) in the previous step, it means the task has not been scheduled yet due to a lack of available resources for \(t_i\). After removing unscheduled tasks, it tries to assign resources to the latest finishing task in \(T_{temp}\). Moreover, it assigns resources against the latest finishing skill of the latest finishing task to maximize the benefits of resource assignment. Hence, in lines 8 and 9, it selects the latest finishing task and then the latest finishing skill of the task, respectively.

The resource allocation is done from lines 10-16, where it takes each resource from available resources and checks whether the resources have the required skill. If no, it moves on to the next resource. If yes, it assigns the resource to \(T_{start}\) against \(s_i\) and removes the resource from the set of available resources, and jumps to the Top_Loop. If no resource assignment occurs, it executes Line 17, indicating a lack of resources to be assigned to \(t_i\) against any required skill. The algorithm follows the same procedure (from lines 7-17) for other tasks in \(T_{temp}\) if there are any and the set of available resources is not empty.

### V. SIMULATION RESULTS AND DISCUSSION

For comparison, we have specifically chosen to compare our proposed GPS algorithm with the PSS heuristic due to its relevance and established use in the field of project management. The PSS heuristic serves as an appropriate benchmark, allowing us to highlight the distinct advantages and improvements our GPS algorithm offers, particularly in terms of resource optimization and project makespan efficiency, which are critical in non-real-time project management scenarios.

In order to evaluate the proposed technique against the PSS heuristic [13], we conduct 7 different experiments. Table 2 depicts the experimental setup for this study. We have

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Number Of Tasks</th>
<th>Number Of Skills</th>
<th>Number Of Resources</th>
<th>(Predecessor, Successor)</th>
<th>Max. Resources Per Skill</th>
<th>Max. Resources per Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-15</td>
<td>1-4</td>
<td>1-20</td>
<td>1-4</td>
<td>1-15</td>
<td>1-4</td>
</tr>
<tr>
<td>2</td>
<td>1-40</td>
<td>4</td>
<td>15</td>
<td>3</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>1-4</td>
<td>15</td>
<td>3</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>4</td>
<td>1-20</td>
<td>3</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>4</td>
<td>15</td>
<td>1-4</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>4</td>
<td>15</td>
<td>3</td>
<td>1-15</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>4</td>
<td>15</td>
<td>3</td>
<td>10</td>
<td>1-4</td>
</tr>
</tbody>
</table>

### TABLE 2. Experimental Set
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![FIGURE 2. Experiment 1 (a): Comparison in terms of project makespan](image)

![FIGURE 3. Experiment 1 (b): Comparison in terms of resource wastage](image)
considered the following six different scheduling parameters: number of tasks, number of skills required, resources, complexity of the topology graph in terms of predecessors and successors of the tasks, task duration, and resources against each skill required for a project task to be performed. Each experiment consists of 50 projects. The first experiment evaluates the proposed approach against its counterpart in 50 random projects where the values of the six parameters considered are randomly chosen in the specified range (see Table 2). The remaining 6 experiments are conducted to show the impact of different factors, such as varying the number of project tasks and available resources, on the efficacy of the proposed approach compared to the PSS heuristic. For experiments 2 to 7, we change the value of one of the scheduling parameters while keeping the other parameters constant.

Experiment 1 is set up to evaluate the performance of the proposed technique against the PSS in 50 random projects in terms of the total makespan of the projects. In this experiment, we choose random values for all the factors within their specified range, as depicted in Table 2. Compared to the PSS heuristic, the proposed GPS design optimizes the usage of the available resources and significantly reduces the project makespan, as shown in Fig. 2 and Fig. 3. In the set of 50 randomly generated projects, the PSS heuristic completes the projects with an average makespan of 58.96 days. However, the proposed GPS design completes the projects with an average project makespan of 50.42 days. The average completion gap to complete the project makespan for our technique is 9.80 days compared to the PSS heuristic, which is only 2.88 days. Many resources remain free in the PSS heuristic compared to our technique. This indicates that the GPS strategy better utilizes available resources, as shown in Fig. 3. This is due to the fact that the GPS design assigns surplus resources, if available, to the latest finishing tasks. Also, it assigns the newly freed resources from the earliest finishing tasks to the tasks that minimize the overall makespan.
In experiment set 2, we study the impact of a number of project tasks on the appropriateness of both the GPS and the PSS heuristic. We increase the number of tasks from 5 to 40 while keeping all the other factors constant. It is observed that the proposed strategy performs better than the PSS heuristic. However, there is no significant impact of the number of project tasks on the efficacy of both strategies, as depicted in Fig. 4. Fig. 4 clearly shows that the project makespan increases for both the proposed and the PSS heuristic in almost similar fashion as the number of project tasks increases.

In the third experiment, we varied the number of skills required to perform each task to complete the project within time. The value for required skills against each task range from 1 to 4. In the case of our technique, the average project makespan is considerably lower than the PSS when the skill demand for project tasks is lower. As depicted in Fig. 5, when we increase the number of skills required to perform each task, the average makespan gap between the two strategies tends to reduce due to the fact that there are no surplus resources available to minimize the project makespan. In other words, for a smaller number of skill requirements, most project resources remain free in the set of available resources. The proposed technique gets maximum benefit from these free resources to optimize the project makespan. As the number of skills increases, the resource requirement also increases to perform these skills. So, due to the less availability of resources, the proposed technique has no extra resources to utilize to optimize the project makespan; hence, the difference in the average makespan decreases. However, overall, the proposed strategy outperforms the PSS heuristic even if there are no extra resources available.

In experiment 4, we increase the number of available resources, and the project’s average makespan decreases in our proposed GPS design since it utilizes all available resources whenever they are free. Also, the proposal considers parallel executable tasks to optimize project makespan. While the PSS heuristic only assigns enough resources to a task against each required skill to finish it within its deadline and does not consider assigning extra available resources to optimize the project makespan. Fig. 6 depicts that the PSS heuristic is less effective in optimizing the project makespan compared to the proposed technique when the number of resources is increased as it assigns only the required number of resources to the project tasks and tries to optimize the project makespan by leveraging the concept of parallel executable tasks only. In contrast, the proposed approach takes benefits from the concept of parallel executable tasks as well as the utilization of surplus resources if available.

In experiment 5, we study the impact of network graph complexity on the appropriateness of both the GPS and the PSS heuristic. We increase the number of predecessor and successor tasks in the graph from 1 to 4. The proposed resource allocation strategy performs significantly better than the PSS heuristic when the complexity of the network graph is lower. Fig. 7 shows that the project makespan tends to decrease between the two strategies when we increase the number of predecessors and successors.

In experiment 6, the case of project task duration is considered. The proposed technique attains promising results with a minimum task duration compared to the PSS heuristic. When we increase the task duration, the project makespan gap increases between the two techniques, as shown in Fig. 7. This is because when the task duration range is high (for instance, 1-15), the proposed GPS strategy can take advantage of resources freed from earliest finishing tasks and use them to optimize the project makespan by assigning them to other tasks running in parallel.

In the last experiment, we study the impact of resource requirements against each skill required to perform a project task. As depicted in Fig. 8, the proposed GPS strategy performs significantly better than the PSS heuristic. However, with the increase in the number of resources required for each skill to perform a task, the gap between the makespan due to the GPS and PSS strategies tends to decrease.
VI. CONCLUSION
In this paper, we study the Weighted Multi-Skill Resource Constrained Project Scheduling Problem (W-MSRCPSP) in order to minimize the project’s overall makespan. Unlike previous research, we devise a novel greedy and parallel scheduling approach that considers heterogeneous resources with different skill proficiency levels. After conducting extensive experiments, it is found that the proposed GPS technique is more effective in almost all project settings than the PSS heuristic. Six different parameters are considered during resource allocation to assess the efficacy of the proposed strategy compared to its counterpart.

In the first experiment with 50 random projects, the proposed GPS strategy outperforms the PSS heuristic in terms of project makespan. To further evaluate the effectiveness of the GPS technique in handling changes in the six factors, six additional experiments are conducted. In each experiment, the value of one of the six factors is increased while keeping the other five factors constant, and the performance of both the GPS and PSS heuristics is observed.

It is observed that when the number of project tasks is increased, there is no significant impact on the efficacy of either scheduling strategy, as the project makespan for both techniques increases in almost a similar fashion. However, when the task duration increases, the GPS strategy performs significantly better than the PSS heuristic. In addition, when the complexity of the project graph is low, the GPS strategy outperforms the PSS heuristic by a large margin. However, as the complexity of the project graph increases, the gap between the performance of the GPS and PSS techniques tends to decrease. When the minimum number of resources is required for each skill, the GPS technique performs considerably better in minimizing project makespan.

Overall, the experimental results demonstrate that the GPS technique is able to effectively assign resources and minimize project makespan, resulting in better performance compared to the PSS heuristic. In the future, the GPS technique can be further improved and optimized by considering additional factors and constraints in the resource allocation process.
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