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Abstract—This paper presents a reconfigurable intelligent
sensing surface (RISS) that combines passive and active elements
to achieve simultaneous reflection and direction of arrival (DOA)
estimation tasks. By utilizing DOA information from the RISS
instead of conventional channel estimation, the pilot overhead is
reduced and the RISS becomes independent of the hybrid access
point (HAP), enabling efficient operation. Specifically, the RISS
autonomously estimates the DOA of uplink signals from single-
antenna users and reflects them using the HAP’s slowly varying
DOA information. During downlink transmission, it updates the
HAP’s DOA information and designs the reflection phase of
energy signals based on the latest user DOA information. The
paper includes a comprehensive performance analysis, covering
system design, protocol details, receiving performance, and RISS
deployment suggestions. We derive a closed-form expression to
analyze system performance under DOA errors, and calculate the
statistical distribution of user received energy using the moment-
matching technique. We provide a recommended transmit power
to meet a specified outage probability and energy threshold.
Numerical results demonstrate that the proposed system out-
performs the conventional counterpart by 2.3 dB and 4.7 dB for
Rician factors κh = κG = 1 and κh = κG = 10, respectively.

Index Terms—Reconfigurable intelligent sensing surface,
wireless-powered communication network, direction of angle
estimation, performance analysis.

I. Introduction

RECONFIGURABLE intelligent surface (RIS), a promis-
ing innovation in the domain of wireless information

transfer (WIT) and wireless energy transfer (WET), offers the
potential to augment energy efficiencies, coverage, and secu-
rity [1]. A RIS is typically characterized by a planar surface
equipped with a multitude of cost-effective, passive reflecting
elements. These components can independently manipulate the
phase of incoming electromagnetic signals to satisfy specific
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functional and performance needs, thus reducing the impact
of unfavorable wireless propagation environments and intro-
ducing an extra line-of-sight (LoS) channel.

Owing to these benefits, RIS-assisted WIT and WET sys-
tems have been the subject of considerable academic attention.
Several research initiatives have explored the joint design
of active beamforming and passive RIS reflecting phases,
as documented in [2]–[4]. Concurrently, other investigations,
such as [5], [6], have scrutinized the more pragmatic scenario
where the RIS has a finite number of bits for phase adjustment.
A novel model incorporating coupled reflecting phase and
amplitude in RIS was proposed in [7], elucidating further
optimization of the RIS. In [8], a low-complexity alternating
optimization algorithm was introduced, demonstrating energy
harvesting nearly twice as efficient as systems without RIS
while maintaining secrecy rate requirements. Moreover, [9]
proposed a single sensor direction of arrival (DOA) estimation
scheme leveraging compressed sensing, indicating promise
for future applications due to lower hardware complexity
and cost. Furthermore, the integration of RIS with other
emerging technologies has been explored, including spatial
electromagnetic wave frequency mixing [10], active RIS [11],
robust beamforming [12], joint communication and sensing
design [13], in addition to simultaneous wireless information
and power transfer (SWIPT) [14], [15] and wireless-powered
communication network (WPCN) [16], [17].

The aforementioned research underscores the prospective
advantages of incorporating RIS into future WIT/WET appli-
cations. However, the deployment of RIS in WET encounters
a formidable obstacle in obtaining channel state information
(CSI) between the RIS and its affiliated PBs/users [18]. The
lack of signal processing functionalities within the RIS com-
pounds the complexity in estimating channels from the HAP
to the RIS and eventually to the users. Further complicating
the matter is the pilot overhead, which increases in direct
proportion to the number of RIS elements and users, as
corroborated by [19], [20], thereby making channel estimation
unfeasible. Moreover, the absence of active radio frequency
(RF) links in economical reflecting elements precludes pilot
transmission for channel estimation.

In response to the aforementioned predicaments, research
endeavors in recent years have sought to address the RIS
channel estimation problem. A notable study by [21] offers a
solution to the RIS channel estimation dilemma by integrating
deep learning and compressed sensing methodologies with
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TABLE I
Relevant works on communication assisted by RIS and sensing.

Sensing Method HAP control
requirements

Simultaneous Sensing
and Comm.

Channel
Model

Performance analysis
with sensing error

Our Proposed No Yes Rician Yes
CS [9] Yes No LoS No

GPS-based [24] Yes (small-scale data
transmission) Yes LoS Yes

ESPRIT+MUSIC [26] Yes No LoS No
2D-DFT+AO [27] Yes No LoS No

EM nature [22] Yes Yes Rayleigh No

randomly distributed active sensors, thereby facilitating chan-
nel estimation with negligible pilot overhead. Additionally,
a novel technique proposed in [22] suggests equipping a
power sensor behind each RIS element, which allows the
signal to be superposed in the same phase at the receiver
through interference observation. Furthermore, the optimal
precoder and RIS phase shift are determined based on the
collection of a substantial volume of empirical observations,
as elaborated in [23]. A location information-aided RIS system
was also proposed in [24], utilizing location information to
design the transmission and RIS beamforming strategies. [25]
investigated joint beamforming and RIS phase shift design
using statistical CSI, achieving positive results. Partial related
works are presented in Table I.

In summary, the extant research on WIT and WET systems,
aided by RIS, is subject to several limitations:
• The necessity for CSI renders the pilot overhead of RIS-

assisted systems unfeasible, particularly for large-scale
RIS.

• The design of the reflecting phase is excessively de-
pendent on the feedback link between RIS and HAP,
significantly impeding the potential for scale expansion,
extensive deployment, and migration of RIS.

• The predominant focus of current research is on the
design of LoS channels, with Rician channels receiving
limited analytical attention.

In this paper, we detail the design and analysis of a recon-
figurable intelligent sensing surface (RISS) assisted WPCN
system. Our key contributions can be encapsulated as follows:
• Initially, we introduce a transmission protocol and system

model for WPCN with DOA estimation assistance. We
derive a closed-form expression for the expected energy
reception with our proposed scheme, while we provide a
tight upper bound on the communication ergodic spectral
efficiency. Utilizing the derived closed-form results, we
examine the necessary conditions for achieving transmit-
ter antenna gains and offer deployment suggestions for the
RISS under this scheme. Then we deduce the distribution
of user received energy and SNR through the moment-
matching method. Based on the derived distribution, we
obtain the ergodic spectral efficiency in closed-form. We
also obtain the minimum transmit power that satisfies
the outage probability constraint, given a certain receive
energy threshold. Numerical results indicate that the
closed-form solutions acquired using moment-matching
are consistent with Monte Carlo simulations, and the

outage probability performance of the receiver can be
effectively managed by adjusting the transmit power.

• We analyze and model the errors in DOA estimation.
Primarily, based on DOA estimation experiments, the
estimation errors in the spatial phase differences (u, v, z)
are modeled as a Gaussian distribution. We derive a
closed-form solution for the errors in the spatial phase
differences (u, v, z), and by linking it to the errors in angle
estimation through fitting, we achieve a final closed-
form solution in the angle domain. Numerical results
underscore that our closed-form solution closely aligns
with Monte Carlo simulation results. This concordance is
vital for the performance evaluation of practical models.

• Our proposed scheme allows the RISS to operate au-
tonomously, relying solely on angle information derived
from DOA estimation for the independent design of the
reflecting phase, thus detaching RISS from the HAP.
This aspect carries significant implications for the future
deployment and migration of RIS.

• Our proposed scheme conserves pilot overhead while
introducing only negligible energy and computational
costs for a modest number of active elements. Numerical
results substantiate that our scheme is more practical for
large-scale RIS systems and surpasses the traditional full
CSI counterpart by 2.3 dB when the Rician factors in both
the HAP-to-RISS channel and the RISS-to-user channel
are 1. Moreover, the performance gain is as high as 4.7
dB, when the Rican factors in both channels are 10.

The remainder of this paper is organized as follows. Section
II provides an overview of the system model and transmission
protocol, while Section III analyses the performance of the
proposed scheme and obtains the closed-form expressions. The
numerical results are presented in Section IV, and Section V
summarizes the findings and conclusions of this study.

Notation: IM represents the M-dimensional identity matrix,
and 1M×N represents the M × N matrix with all ones. The
notation [·]i and [·]i, j refers to the i-th element of a vector and
the (i, j)-th element of a matrix, respectively. The imaginary
unit is denoted by i =

√
−1. The Euclidean norm and absolute

value are denoted by || · || and | · |, respectively. The function
diag(·) creates a diagonal matrix. The operators (·)T and (·)H

represent the transpose and conjugate transpose, respectively.
The operator ℜ(·) extracts the real component of a complex
number, while ℑ(·) extracts the imaginary component. The
mathematical expectation and variance are denoted by E(·) and
D(·), respectively. The notation Z ∼ X2

a,b represents the chi-
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Structure of RISS

Fig. 1. System model of proposed RISS scheme. The RISS is composed of
both active and passive elements, which enables the RISS to perform two
tasks simultaneously.

square distribution with a degrees of freedom and the common
variance b of its elements. The mean value and variance of Z
are E(Z) = ab and D(Z) = 2ab2, respectively. Finally, the no-
tation CN and N represent the circularly symmetric complex
Gaussian distribution and Gaussian distribution, respectively.

II. SystemModel and Transmission Protocols

In this section, we illustrate the system model of RISS
assisted WPCN as well as the transmission protocol for uplink
and downlink operations.

As illustrated in Fig. 1, a hybrid access point (HAP)
equipped with M antennas as a uniform linear array (ULA),
and supports WIT/WET to K single antenna users with the
assistance of a RIS composed of (Na+N) elements (Na ≪ N),
where Na represents the number of active elements and
N = Nx × Ny represents the number of passive elements. This
RIS, comprising both active and passive elements, serves a
dual function of enabling both DOA estimation and WET/WIT
enhancement, and henceforth will be referred to as RISS
throughout this paper. It is worth mentioning that due to the
presence of blockages, there is no direct link between the HAP
and the users.

A. Channel Model

Quasi-static block fading Rician channels are taken into
account. Specifically, the channels between HAP-to-RISS and
RISS-to-k-th user are denoted as G ∈ CN×M and hk ∈ C

N×1,
respectively. We use κG and κh,k to represent the Rician factor
of G and hk, then we have

G =
√

κG

1 + κG
Ḡ +

√
1

1 + κG
Ĝ, (1)

hk =

√
κh,k

1 + κh,k
h̄k +

√
1

1 + κh,k
ĥk, (2)

where Ḡ (h̄k) denotes the LoS component and Ĝ (ĥk) denotes
the NLoS component of channel G (hk). Ĝ and ĥk are both
circularly symmetric complex white Gaussian (CSCG) and
we have [Ĝ]i, j ∼ CN(0, 1), i ∈ N, j ∈ M and [ĥk]i ∼

CN(0, 1), i ∈ N. Note that the NLoS channel model (i.e.,
i.i.d. Rayleigh channel) in this paper is a general assumption
of the RISS channel [2], [3], [5], [15], [16], [19], [22], and

Frame           1 Frame        1

User's action RISS's action PB's action

Time Flow

Transmit signals to RIS (broadcast)
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Receive signals (using          ), update             Harvest energy 
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Fig. 2. Proposed transmission protocols.

recent research [28] has indicated that Rayleigh channels
involving RIS exhibit correlations. We leave the exploration of
research pertaining to correlated Rayleigh channels for future
investigations.

Since the RISS can be considered as a uniform planer array
(UPA), whereas HAP is a ULA, the LoS component Ḡ and
h̄k under the far-field assumption can be expressed as

Ḡ =
√

MNα(uG, vG)βH(zG), (3)

h̄k =
√

Nα(uh,k, vh,k), (4)

[α(u, v)]n =
1√
Ny

e(mod(n,Ny)−1)iv 1
√

Nx
e(⌊n/Nx+1⌋−1)iu, (5)

[
β(z)

]
n =

1
√

M
e(n−1)iz, (6)

where (u, v, z) are the spatial phase differences between two ad-
jacent antennas along different axis. And u = 2πd cos(φ)/λ =
π cos(φ) by setting d/λ = 1/2 without loss of generality,
with d and λ are the element spacing and carrier wavelength.
Similarly, we have v = π sin(φ) cos(ϑ), z = π sin(ϖ). mod(·)
denotes the remainder operation and ⌊·⌋ stands for rounding
down operation. And φG (ϑG) and ϖG denote the azimuth
(elevation) angle of arrival (AOA) and the angle of departure
(AOD) from HAP-to-RISS, φh,k (ϑh,k) denote the azimuth
(elevation) angle of departure (AOD) from RISS-to-k-th user,
respectively.

B. Transmission Protocols and Elements Placement

This paper investigates WPCNs that are optimal for WET
and WIT scenarios involving users with periodic operation.
Specifically, this network employs WIT from a user to the
HAP in the uplink, while WET takes place in the downlink to
compensate for the consumed energy for constant monitoring
of the environment and subsequent uplink transmission.

We aim to leverage the sensing capabilities of the RISS
to further exploit the additional information carried by the
signals, specifically the DOA information, as a substitute
for conventional channel estimation. This approach aims to
achieve a reduction in pilot overhead for channel estimation
and decoupling between the RISS and the HAP.

Our study operates under the assumption that each user is
allocated a dedicated time frame for WIT and WET, and there
is no time overlap between frames1 as shown in Fig. 2, which

1Considering the scenario of multiple users and frequency division duplex
(FDD) system requires more complex DOA estimation, information matching
and hardware design, we choose to postpone these aspects to future work.
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also means that we can ignore subscript k both of hk, κh,k and
other user-related parameters. Each frame is partitioned into
uplink and downlink. During the uplink, the user broadcast
signals to the RISS. Then the passive elements of the RISS
utilize the AOA of the user (i.e., φp

h,k, ϑ
p
h,k), obtained from the

active elements’ estimations, along with the slowly varying
AOA/AOD of the HAP acquired in the previous frame(i.e.,
φ

p−K−1
G , ϑ

p−K−1
G ), to reflect the signals towards the HAP.2

Subsequently, the HAP receives signals with the assistance
of AOA ϖ

p−K−1
G and updates it to ϖp

G. Similar to uplink, HAP
transfers energy to the RISS using ϖp

G, and the RISS updates
AOA/AOD (i.e., φp

G, ϑ
p
G) accordingly and reflect the signals to

the user using fully updated AOA/AOD (i.e., φp
G, ϑ

p
G, φ

p
h,k, ϑ

p
h,k).

It is noteworthy that in both the uplink and downlink, HAP
only knows the ϖG, and RISS only knows φG, ϑG, φh,k and
ϑh,k. Moreover, there is reciprocity in angle when ignoring the
propagation behavior of electromagnetic waves [31], which
means that the AOA in the uplink is the AOD in the downlink
for both RISS and HAP.

Based on the transmission protocol described above, we
suggest performing uplink WIT before downlink WET. This
is because at the beginning, the user’s DOA information may
become outdated, and using them for downlink WET may
cause the beams of the RISS to misalign with the user.
Alternatively, since the single-antenna user broadcasts signals
to the RISS, and the positions of the HAP and the RISS are
relatively fixed, it is possible to prioritize the update of the
user’s DOA information through uplink WIT. This ensures the
performance of downlink WET while minimizing any potential
sacrifice in WIT performance.

The placement of both active and passive elements of the
RISS plays a vital role in the proposed framework. In this
paper, the active elements are positioned in an L-array on
one side of the RISS, as depicted in Fig. 1. The reasons are
summarized as follows: 1) The algorithms of DOA estimation
based on L-array have been extensively studied. 2) The passive
elements within the RISS still form a complete UPA. 3) The
spatial separation between active and passive elements in the
arrangement may potentially mitigates coupling issues in the
hardware.

It is noteworthy that the Rician factors and path loss of
RISS-to-user and HAP-to-RISS channels are assumed to be
known in advance, as these parameters can be determined
directly when users are deployed. This means that the RISS
can design its phase shift based on the DOA estimation of
active elements, without requiring a feedback link between the
RISS controller and the HAP. Such a self-contained operation
enables the RISS to function independently, rendering it more
amenable for deployment and migration3.

III. Performance Analysis of Proposed scheme
This section focuses on multiple-in-single-out (MISO) sys-

tem. Firstly, we present the design of transmitter precoders
2It is worth noting that rapid algorithms for DOA estimation have been

extensively studied, such as using a single snapshot for DOA estimation [29],
[30]. Therefore, in this paper, we consider the time required for sensing to be
negligible.

3For the case where the parameters are unknown, we can also use active
elements of RISS to estimate Rician factors [32], [33] and path loss directly.

and RISS reflecting phases, aiming to evaluate the average
performance of energy reception and communication. Then we
also investigate the impact of DOA estimation errors, which
are modeled with an L-array, and provide a comprehensive
analysis of its effect on system performance, along with a
closed-form expression of energy reception. Finally, we further
analyzed the statistical characteristics of the energy at the
receiver through moment-matching, making it possible to meet
the outage probability requirements of the receiver for Rician
channel.

A. Energy reception and Communication Performance

With the assistance of RISS, the average energy received
by the k-th user can be expressed as

E{Ek}

=E
{∣∣∣√ϱR2U,kϱH2RhH

k ΘGwk sk

∣∣∣2}
=ϱH2U,kE


∣∣∣∣∣∣∣
√ κh,k

1 + κh,k
h̄H

k +

√
1

1 + κh,k
ĥH

k

 diag{θ1,h, · · · , θN,h}

×diag{θ1,G, · · · , θN,G}

√ κG

1 + κG
Ḡ +

√
1

1 + κG
Ĝ

 wk

∣∣∣∣∣∣
2 ,

(7)

where sk is the normalized signal, i.e., E{sH
k sk} = 1.

diag{θ1,h, · · · , θN,h} · diag{θ1,G, · · · , θN,G} · diag{β1, · · · , βN} =

Θ ∈ CN×N is the diagonal reflection matrix of RISS, where
{θi,h, θi,G} and βi ∈ [0, 1],∀i ∈ N are the phase shift and ampli-
tude reflection coefficients, respectively. We set βi = 1,∀i ∈ N
to maximize the reflection signal power without loss of gen-
erality. ϱR2U,k and ϱH2R denote the path loss of RISS-to-k-th
user and HAP-to-RISS, respectively, and ϱH2U,k = ϱR2U,kϱH2R

denotes the total cascade path loss of HAP-to-k-th user. wk

denotes the precoder for the k-th user.
We first focus on the LoS component of channel G since we

can obtain the AOA/AOD information from DOA estimation,
which is expressed as√

κG

1 + κG
diag{θ1,G, · · · , θN,G}Ḡwk

=

√
MNκG

1 + κG
diag{θ1,G, · · · , θN,G}α(uG, vG)βH(zG)wk, (8)

where wk represents the transmission precoder at HAP.
Since HAP only knows ϖG (corresponding to zG), while
RISS has knowledge of uG and vG, we can use the
RISS phase shift matrix diag{θ1,G, · · · , θN,G} to maximize
diag{θ1,G, · · · , θN,G}α(uG, vG). Similarly, we may adopt the
transmission precoder wk to maximize βH(zG)wk, which leads
to the determination of wk as the maximal ratio transmission
(MRT) (i.e., wk =

√
PE

β(zG)
||β(zG)|| , where PE is the transmit power

for WET). Performing a similar analysis on hk, we have

h̄H
k diag{θ1,h, · · · , θN,h} = 1T

N×1,

diag{θ1,G, · · · , θN,G}Ḡwk = 1N×1
√

MPE , (9)

where the optimal phase shift coefficients
are θi,h = e(mod(i,Ny)−1)ivh+(⌊i/Nx+1⌋−1)iuh , i ∈ N,
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E {Ek} = ϱH2U,kPEE


∣∣∣∣∣∣∣
√ κh,k

1 + κh,k
1T

N×1 +

√
1

1 + κh,k
ĥ§k

 √ κG

1 + κG
1N×1

√
M +

√
1

1 + κG
Ĝ§


∣∣∣∣∣∣∣
2

=
ϱH2U,kPE

(1 + κh,k)(1 + κG)
E

{∣∣∣∣N √M
√
κh,kκG +

√
κGĥ§k1N×1

√
M +

√
κh,k1T

N×1Ĝ§ + ĥ§kĜ§
∣∣∣∣2}

(a)
=

ϱH2U,kPE

(1 + κh,k)(1 + κG)
E

N2Mκh,kκG︸       ︷︷       ︸
constant

+MκGĥ§k1N×11T
N×1ĥ§,Hk + κh,k1T

N×1Ĝ§Ĝ§,H1N×1 + ĥ§kĜ§Ĝ§,Hĥ§,Hk︸                                                                           ︷︷                                                                           ︸
statistic


=

ϱH2U,kPE

(1 + κh,k)(1 + κG)

(
N2Mκh,kκG + NMκG + Nκh,k + N

)
. (12)

TABLE II
The performance ratio between theMISO and SISO system various with the

number of RISS passive elements and Rician factor.

Cond. N → ∞ κh,k → ∞ κh,k → 0 κG → ∞ κG → 0
Ratio M NMkG+1

NkG+1 ≤ M MkG+1
kG+1 ≤ M M 1

θi,G = e−(mod(i,Ny)−1)ivG−(⌊i/Nx+1⌋−1)iuG , i ∈ N,
uh = π cos(φh,k), vh = π sin(φh,k) cos(ϑh,k) and
uG = π cos(φG), vG = π sin(φG) cos(ϑG). Eq. (9) implies
that the LoS components become constant terms. And for
NLoS components, we have

ĥ§k = ĥH
k diag{θ1,h, · · · , θN,h} ∈ C

1×N ∼ CN(0, IN), (10)

Ĝ§ =
diag{θ1,G, · · · , θN,G}Ĝwk

√
PE

∈ CN×1 ∼ CN(0, IN), (11)

since CSCG is circularly symmetric and the precoder wk

aggregates Ĝ in the column, resulting in an invariant variance.
Finally, we can rewrite Eq. (7) as Eq. (12) at the top of this
page. Where (a) of Eq. (12) can be attributed to the fact that a
non-zero expectation value arises only when the CSCG matrix
is multiplied by its own transpose. Furthermore, the single-in-
single-out (SISO) system can be obtained by setting M = 1,
and we record it as

E
{
Ek,SISO

}
=

ϱH2U,kPE

(1 + κh,k)(1 + κG)

(
N2κh,kκG + NκG + Nκh,k + N

)
. (13)

Thus, the relationship between MISO and SISO system is

E
{
Ek,MISO

}
E

{
Ek,SISO

} = E {Ek}

E
{
Ek,SISO

}
=

N2Mκh,kκG + NMκG + Nκh,k + N
N2κh,kκG + NκG + Nκh,k + N

. (14)

Remark 1: The received energy performance shown in Eq.
(12) demonstrates that the constant component increases with
N2, while statistic components rise with N. Note that the
statistic components increase slower than the constant coun-
terpart in our proposed scheme. Moreover, the performance
improvement of the MISO system compared to the SISO
system, as shown in Table II, requires non-zero κG to fully
utilize the benefits of multiple antennas HAP, for example,
careful selection of RISS placement to achieve this necessary

requirement4. Furthermore, it is worth noting that we retain the
subscript k to illustrate performance variations with different
hk. Observe from Eq. (12) that the mean received energy
for different users is primarily influenced by the path loss
ϱR2U,k from RISS to the user and Rician factor κh,k. While the
randomness and mobility of user positions lead to variations
in the value of κh,k, as long as κG > 0, we can always benefit
from multiple antennas.

To maintain the clarity, we formally remove the subscript
k, as we have elucidated in Section II-B. For WIT, we utilize
maximal ratio combining (MRC) denoted by w̃, ||w̃||2 = 1 in
HAP, while keeping all other parameters unchanged in the
uplink. Then the signal-to-noise ratio (SNR) can be expressed
as

S NR =
ϱU2H PI

∣∣∣G̃HΘ̃h̃w̃
∣∣∣2

σ2 , (15)

where σ2 is the noise power, PI is the transmit power for WIT,
G̃ ∈ CN×M , Θ̃ ∈ CN×N and h̃ ∈ CN×1 denote user-to-RISS
channel, diagonal phase shift matrix of RISS in uplink and
RISS-to-HAP channel, respectively. We note that there are no
interference signals since each user is allocated a dedicated
time frame for WIT. Additionally, given the reciprocity in
angles, as mentioned in Section II-B, and with ϱU2H = ϱH2U ,
it can be inferred that the average performance of uplink
and downlink is equivalent for the entire system. The upper
bound of ergodic spectral efficiency can be expressed through
Jensen’s inequality (the tight closed-form solution is given in
Lemma 4) as

CMIS O = E{log2(1 + S NR)} ≤ log2(1 + E{S NR})

= log2

(
1 +

N2MκhκG + NMκG + Nκh + N
(ϱH2U PI)−1(1 + κh)(1 + κG)σ2

)
. (16)

Up to this point, our discussions have revolved around the
assumption of accurate angle estimation. However, it is crucial
to address the issue of imperfect angle estimation in this paper.
In the forthcoming section, we will delve into the impacts of
angle estimation errors on the overall system.

4In fact, κG represents the power ratio between the LoS component to
the diffusive component in the HAP to RISS channel G. When deploying
a RISS system, the positions of HAP and RISS are often fixed, while the
positions of users may be random and mobile. This implies that we may
ensure κG > 0 through certain deployment strategies, such as placing RISS at
elevated locations to reduce the power of the NLoS components caused by
reflections, building obstructions, and other factors.
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Fig. 3. We employ the ROOT-MUSIC algorithm, utilizing an L-array
consisting of Na = 7 or 19 active elements, to estimate the two-dimensional
DOA within the range of [−π/3, π/3]. The Rician factor is considered as either
1 or 10. The obtained error statistics of the spatial phase differences (i.e., ξh,u
or ξG,u as given in Eq. (17)) are illustrated above, based on Monte Carlo
simulations.

B. DOA Errors Analysis

We have discussed the WET and WIT performance in
the scenario of accurate angle estimation in Section III-A.
Nevertheless, in practical DOA estimation, the accuracy is
affected by various factors such as the number of active
elements, the value of the Rician factor, receiver distortions,
sensor location errors, mutual coupling errors, etc. [34]. Hence,
in this section, we aim to investigate the impact of DOA
estimation errors on the system’s performance.

Indeed, many studies employ Gaussian distribution to model
DOA estimation errors [35], [36]. We then plot both the actual
probability density function (PDF) of the Gaussian distribution
and the statistical distribution of DOA estimation errors in
the spatial phase differences in Fig. 3. Observe from Fig. 3
that the errors in the spatial phase differences approximately
follows a Gaussian distribution. However, due to the presence
of sine and cosine terms, deriving a closed-form expression for
the distribution of angles (φ, ϑ,ϖ) is challenging. To address
this issue, we assume that the errors in the angles (φ, ϑ,ϖ)
also follow Gaussian distributions. Subsequently, we employ
a fitting technique to establish a relationship between the
Gaussian errors in the spatial phase differences (u, v, z) and
the angle errors, thereby obtaining a closed-form expression.

We first model the DOA estimation errors of MISO system
in spatial phase differences (u, v, z) as

uh − ue
h = ξh,u ∼ N(0, σ2

h,u),

vh − ve
h = ξh,v ∼ N(0, σ2

h,v),

uG − ue
G = ξG,u ∼ N(0, σ2

G,u),

vG − ve
G = ξG,v ∼ N(0, σ2

G,v),

zG − ze
G = ξG,z ∼ N(0, σ2

G,z), (17)

where uh, vh, uG, vG, zG denote the accurate spatial phase differ-
ences, and ue

h, v
e
h, u

e
G, v

e
G, z

e
G denote the practical spatial phase

differences calculated from DOA estimation. We can rewrite
Eq. (9) as

h̄Hdiag{θ1,h, · · · , θN,h} =
√

NαH(ξh,u, ξh,v), (18)
diag{θ1,G, · · · , θN,G}Ḡw

√
PE

=
√

Nα(ξG,u, ξG,v)1T
M×1β(ξG,z). (19)

Proof: Please refer to Appendix A for detailed proof.

Since the characteristics of the last two terms of statistical
components have not changed in Eq. (12), we first focus on
the change of constant component. Replace Eq. (9) with Eq.
(18) and Eq. (19), the constant component of Eq. (12) can be
rewritten as

N2MκhκG →

κhκG

∣∣∣∣√NαH(ξh,u, ξh,v)
√

Nα(ξG,u, ξG,v)1T
M×1β(ξG,z)

∣∣∣∣2
=κhκG

∣∣∣∣√N1T
N×1α(ξh,u + ξG,u, ξh,v + ξG,v)1T

M×1β(ξG,z)
∣∣∣∣2 . (20)

Lemma 1: The mathematical expectation of Eq. (20) can be
expressed as

κhκG

Nx−1∑
i=0

Nx−1∑
k=0

e−
(i−k)2(σ2

h,u+σ
2
G,u)

2

Ny−1∑
i=0

Ny−1∑
k=0

e−
(i−k)2(σ2

h,v+σ
2
G,v)

2

×
1
M

M−1∑
i=0

M−1∑
k=0

e−
(i−k)2σ2

G,z
2 . (21)

Proof: Please refer to Appendix B for detailed proof.
According to Lemma 1, we can rewrite the mathematical

expectation of received energy (which corresponds to Eq. (12))
as

E {Ek} =
ϱH2U PE

(1 + κh)(1 + κG)

κhκG

Nx−1∑
i=0

Nx−1∑
k=0

e−
(i−k)2(σ2

h,u+σ
2
G,u)

2

×

Ny−1∑
i=0

Ny−1∑
k=0

e−
(i−k)2(σ2

h,v+σ
2
G,v)

2
1
M

M−1∑
i=0

M−1∑
k=0

e−
(i−k)2σ2

G,z
2

+
1
M

M−1∑
i=0

M−1∑
k=0

e−
(i−k)2σ2

G,z
2 NκG + Nκh + N

 . (22)

Up to now, we finished the analysis of error model in
the spatial phase differences (u, v, z). It is worth emphasizing
the significance of the analysis conducted on spatial phase
differences in Eq. (22). This analysis provides a universally
applicable, and rigorously derived closed-form solution that
can be employed across a wide spectrum of scenarios [34]–
[36]. And then we can get the error model in angles as5

ϑG − ϑDOA,G ∼ N(0, σ2
DOA,G),

φG − φDOA,G ∼ N(0, σ2
DOA,G),

ϖG −ϖDOA,G ∼ N(0, σ2
DOA,P),

ϑh − ϑDOA,h ∼ N(0, σ2
DOA,h),

φh − φDOA,h ∼ N(0, σ2
DOA,h). (23)

The fitting technique yields the definitive equation for the
average energy receiving performance under DOA estimation
errors as follows

5Due to the fact that DOA errors are primarily associated with channel
conditions and array structure, and the elevation angle and azimuth angle are
estimated using the same array when a signal is received, it is posited that the
elevation angle and azimuth angle error (e.g., ϑG −ϑDOA,G and φG − φDOA,G)
share the same variance. However, the variances of ϑG − ϑDOA,G and ϑh −

ϑDOA,h are different.
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E
{
EDOA

k

}
=

ϱH2U PE

(1 + κh)(1 + κG)

κhκG

Nx−1∑
i=0

Nx−1∑
k=0

e−ηu(i−k)2
(
σ2

DOA,h+σ
2
DOA,G

)

×

Ny−1∑
i=0

Ny−1∑
k=0

e−ηv(i−k)2
(
σ2

DOA,h+σ
2
DOA,G

)
×

1
M

M−1∑
i=0

M−1∑
k=0

e−ηz(i−k)2σ2
DOA,P

+
1
M

M−1∑
i=0

M−1∑
k=0

e−ηz(i−k)2σ2
DOA,P NκG + Nκh + N

 , (24)

where ηu = 4.3575, ηv = 1.395, ηz = 2.156.
Lemma 2: Based on Eq. (24), we can also obtain the lower

bound and upper bound of receiving energy. Since

N ≤
Nx−1∑
i=0

Nx−1∑
k=0

e−ηu(i−k)2
(
σ2

DOA,h+σ
2
DOA,G

)

×

Ny−1∑
i=0

Ny−1∑
k=0

e−ηv(i−k)2
(
σ2

DOA,h+σ
2
DOA,G

)
≤ N2,

1 ≤
1
M

M−1∑
i=0

M−1∑
k=0

e−ηz(i−k)2σ2
DOA,P ≤ M, (25)

we have
(NκhκG + NκG + Nκh + N)

(1 + κh)(1 + κG)

≤
E

{
EDOA

k

}
ϱH2U PE

≤(
N2MκhκG + NMκG + Nκh + N

)
(1 + κh)(1 + κG)

. (26)

C. Outage Probability Analysis
In the previous content, we examined the utilization of

active elements in RISS to facilitate DOA estimation and assist
in WET and WIT. However, our analysis primarily focused
on the system’s average performance without considering
the outage probability performance. In this section, we first
assume accurate DOA estimation (as discussed in Section
III-A), and known Rician factors κh and κG, as well as the
cascade path loss ϱH2U , and then expand to imperfect DOA
estimation. We employ moment-matching techniques to derive
the cumulative distribution function (CDF) of received energy
and establish the relationship between transmit power and the
user’s outage probability.

Specifically, since the NLoS component of both HAP-to-
RISS and RISS-to-user channels are unknown, we still follow
the previous configuration as analyzed in Eq. (12), and the
instantaneous received signal can be expressed as

Ek =
ϱH2U PE

(1 + κh)(1 + κG)

∣∣∣∣N √M
√
κhκG +

√
κGĥ§1N×1

√
M

+
√
κh1T

N×1Ĝ§ + ĥ§Ĝ§
∣∣∣2 . (27)

6We can acquire the results by iterating among the search parameters ηu,
ηv, and ηz. In practice, we can begin by fitting the closed-form SISO model
and deducing the values of ηu and ηv through a two-dimensional search.
Afterwards, we can employ ηu and ηv as the corresponding parameters in the
MISO model and ascertain the value of ηz through a one-dimensional search.

Note that the product of Gaussian distributions fails to
comply with the Gaussian distribution and is referred to as the
complex double Gaussian distribution [37]. It is challenging
to obtain precise results, which has prompted us to employ the
moment-matching [38] method to explicate the distribution of
Ek in this paper.

Lemma 3: The Ek obeys the Gamma distribution with the
shape parameter αE and rate parameter βE , where αE and βE

are given in Eq. (28) and Eq. (29) at the top of the next page.
Proof: Please refer to Appendix C for detailed proof.

According to Lemma 3, the transmit power which can
satisfy the outage probability Pout and energy threshold Tthre

can be expressed as

Ptrans =
Tthre

G−1
αE ,βE

(1 − Pout)
. (30)

Where G−1
αE ,βE

(·) represents the inverse cumulative distribution
function (ICDF) of the Gamma distribution with shape param-
eter αE and rate parameter βE .

The adoption of the transmit power specified in Eq. (30) can
ensure the user’s outage probability demand is effectively met,
thereby significantly enhancing the quality of service (QoS).

Based on Lemma 3 and Eq. (15), we can give a tight closed-
form expression of ergodic spectral efficiency in Lemma 4.

Lemma 4: The ergodic spectral efficiency can be expressed
as

CMIS O = E{log2(1 + S NR)}

=
1

Γ(αI) ln 2
G1,3

3,2

(
PIϱH2U

βIσ2

∣∣∣∣∣1−αI ,1,1
1, 0

)
, (31)

where Γ(·) denote the Gamma function, αI = αE , βI =

βE PEϱH2U and Gm,n
p,q

(
x
∣∣∣∣a1,··· ,an,··· ,ap

b1,··· ,bm,··· ,bq

)
is Meijer G function.

Proof: Denoted
∣∣∣G̃HΘ̃h̃w̃

∣∣∣2 by variable Z, and according
to Lemma 3, we have Z ∼ Gamma(αI , βI), and the PDF of
variable Z is

fGamma,Z(z) =
βαI

I

Γ(αI)
zαI−1e−βI z. (32)

Thus Eq. (16) can be rewritten as

CMIS O =E
{
log2

(
1 +

ϱH2U PI

σ2 Z
)}

(a)
=

σ2

ϱH2U PI ln 2

∫ ∞

0
ln(1 + ζ) fGamma,Z

(
ζσ2

ϱH2U PI

)
dζ

(b)
=

βαI
I σ

2αI

ϱαI
H2U PαI

I Γ(αI) ln 2

∫ ∞

0
G1,2

2,2

(
ζ
∣∣∣1,11,0

)
ζαI−1e−

βIσ
2ζ

ϱH2U PI dζ

(c)
=

1
Γ(αI) ln 2

G1,3
3,2

(
PIϱH2U

βIσ2

∣∣∣∣∣1−αI ,1,1
1, 0

)
, (33)

where (a) is due to variable substitution ζ = ϱH2U PIz/σ2. (b)
and (c) are obtained by using [39, Eq. (8.4.6.5)] and [39, Eq.
(2.24.3.1)], respectively.
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αE =
N (NMκhκG + MκG + κh + 1)2

N
(
κ2

G M2 + κ2
h + 1

)
+ 2 (κhκG MN (κG MN + κhN + N + 5) + (N + 1) (κG M + κh) + (κG M + κh + 1))

, (28)

βE =
(ϱH2U PE)−1 (NMκhκG + MκG + κh + 1) (1 + κh) (1 + κG)

N
(
κ2

G M2 + κ2
h + 1

)
+ 2 (κhκG MN (κG MN + κhN + N + 5) + (N + 1) (κG M + κh) + (κG M + κh + 1))

, (29)

Considering the imperfect DOA estimation, we have

Aσ2,N =

N−1∑
i=0

N−1∑
k=0

e−
(i−k)2σ2

2 , (34)

A
(4)
σ2,N =N2 + 4N

N−1∑
i=1

(N − i)e−
i2σ2

2

+ 2
N−1∑
i=1

N−1∑
j=1

(N − i)(N − j)
(
e−

(i− j)2σ2

2 + e−
(i+ j)2σ2

2

)
, (35)

where σ2 ∈ {σ2
u, σ

2
v , σ

2
z }, N ∈ {Nx,Ny,M}. Since σ2

u = σ
2
h,u +

σ2
G,u and Nx, σ2

v = σ2
h,v + σ

2
G,v and Ny, σ2

z = σ2
G,z and M

always occur together, we can further simplify the notation by
defining Aσ2

u,Nx
as Au, Aσ2

v ,Ny
as Av, and Aσ2

z ,M as Az, and
the same simplification applies to Eq. (35).

Lemma 5: The EDOA
k obeys the Gamma distribution with the

shape parameter αDOA
E and rate parameter βDOA

E , where αDOA
E

and βDOA
E are given in Eq. (36) and Eq. (37) at the bottom of

this page.
Proof: Please refer to Appendix D for detailed proof.

IV. Numerical Result

In this section, numerical results are presented to demon-
strate the performance of the proposed RISS assisted WPCN
system. In the simulations, the distance between the HAP and
the RISS is fixed at 12 meters, while the distance between the
RISS and the user is set to 3 meters. The signal attenuation
is set to 30 dB at a reference distance of 1 meter, and the
path loss exponent is set to 2.2 for both the HAP-to-RISS and
RISS-to-user channels. Unless otherwise stated, the following
setup is utilized: M = 4, N = 100 and the transmit power PE

is set to 1 W.

A. On the Impact of Rician Factor

We first illustrate the performance discrepancy between
SISO and MISO WET systems. Fig. 4 demonstrates that in
the absence of LoS channel of G (i.e., κG = 0), no discernible
difference is observed between SISO and MISO, and the
performance of both SISO and MISO has been kept at a low
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Fig. 4. The downlink performance of the proposed RISS assisted WPCN
system exhibits variations with respect to the Rician factors κh and κG . We
consider a scenario where M = 4 and N = 100 to achieve a 6 dB improvement
in MISO performance compared to SISO.
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Fig. 5. The uplink ergodic spectral capacity performance of the proposed
RISS assisted WPCN system varies with the Rician factors κh and κG .

αDOA
E =

(κhκGAuAvAz + κGAzN + κhMN + MN)2

2κhκGAuAvN
(
κGA

(4)
u + MAz (κh + 1)

)
+ κ2

hκ
2
G

(
t=u,v,z∏

t
A

(4)
t −

t=u,v,z∏
t
A2

t

)
+ κG

(
2N2A

(4)
z − N2A2

z

)
+ κ2

h M2N2

, (36)

βDOA
E =

(ϱH2U PE)−1 (κhκGAuAvAz + κGAzN + κhMN + MN) (1 + κh)(1 + κG)

2κhκGAuAvN
(
κGA

(4)
u + MAz (κh + 1)

)
+ κ2

hκ
2
G

(
t=u,v,z∏

t
A

(4)
t −

t=u,v,z∏
t
A2

t

)
+ κG

(
2N2A

(4)
z − N2A2

z

)
+ κ2

h M2N2

. (37)
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Fig. 6. The performance of the proposed scheme is evaluated in the presence
of DOA errors. Both the MISO system (represented by the red line) and the
SISO system (represented by the blue line) exhibit a common lower bound
(represented by the green line) but different upper bounds in terms of received
energy.

level with the increase of κh. However, in the scenario κG , 0,
MISO system exhibits an increase of 6 dB (i.e., M = 4 times)
in received energy compared to the SISO counterpart, as we
discussed deeply in Remark 1 and Table II. Moreover, our
numerical results reveal that the proposed scheme does not
necessitate an excessively high value of κh, as a value greater
than 3 is sufficient. The results highlight the significance of
selecting the placement of the RISS to ensure the existence
of κG (e.g., it can be considered to deploy RISS at elevated
location or in close proximity to HAP to obtain multi-antenna
gain), even if its value is small (e.g., κG = 1), followed by the
guarantee of κh to obtain a better performance.

Fig. 5 displays the ergodic spectral capacity and the upper
bound given in Eq. (16) and the closed-form given in Eq.
(31), where the transmit power of a single antenna user is
set to PI = 1 mW, and noise power is set to σ2 = −80
dBm. The results show that when the channel conditions are
ideal (e.g., κG , 0 and κh ≥ 1), the results of upper bound
indicated by Eq. (16) and Monte Carlo simulations exhibit a
high degree of consistency. However, as the channel conditions
deteriorate (e.g., κG = 0), the results diverge. And in all cases,
the closed-form Eq. (31) is highly consistent with the Monte
Carlo results. Additionally, augmenting the number of passive
elements in the RISS can significantly enhance the ergodic
spectral efficiency.

B. Performance with DOA Errors

Fig. 6 demonstrates the capability of the closed-form expres-
sion, proposed in Eq. (24), to accurately depict the changing
trend of the mean value of energy reception with DOA
estimation errors. As the variance of DOA errors increases
gradually, the average received energy decreases. Specifically,
both MISO and SISO systems share a common lower bound,
and the performance benefit of MISO compared to SISO
system decreases as the σDOA,P increases, highlighting that the
performance benefit between MISO and SISO can be ensured
through the accurate acquisition of the ϖG in HAP.
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-12.5
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Fig. 7. The performance of the proposed scheme and the full CSI scheme
varies with the distance between the RISS and HAP. We consider N = 4
and M = 100, and explore different values of κG and κh (0, 1, 10, or ∞) to
examine their impact on the performance of both schemes.
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Fig. 8. The performance of the proposed scheme and the full CSI counterpart,
both employing a non-linear energy harvesting model, where Me denote
saturation harvested power, a and b are constants related to the detailed circuit
specifications.

It is noteworthy that the robustness of the proposed scheme
for DOA estimation errors decrease as the number of passive
elements increase, since the beam will narrow as such an
increase. Nevertheless, scale increase of RISS allows for
greater space deployment of active elements, which in turn
enhance the accuracy of DOA estimation.

C. RISS assisted Versus full CSI

Fig. 7 illustrates the performance difference between our
proposed scheme and full CSI scheme [40]. It is important
to highlight that the full CSI scheme operates under the
assumption of perfect CSI. This scheme involves iteratively
optimizing the transmission precoder at the HAP and the
reflection phase shift of the RIS until convergence, all with
the aim of maximizing the energy received by the receiver.
When we have Rayleigh fading in both HAP-to-RISS and
RISS-to-user channels (i.e., κh = κG = 0), DOA estimation
is invalid, since a significant performance gap between the
proposed scheme and the full CSI scheme is observed in Fig.
7. Nevertheless, if the LoS path is present, this performance
gap quickly diminishes. For example, when κh = κG = 10, the
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Fig. 9. The performance of the proposed scheme and the full CSI scheme is
evaluated taking into account the pilot overhead. We consider a linear pilot
overhead model and investigate the impact of different values of κG and κh
(0, 1, 10, or ∞) on the performance of both schemes.

gap totally eliminates. This demonstrates that when the LoS
path is strong, full CSI is not indispensable.

Generally, the received energy means the incident energy
at the receiver, and the harvested energy denotes the energy
through an energy harvester. To better illustrate the impact
of the non-linear energy harvesting model [41] in our system,
we have conducted additional counterpart experiments. Specif-
ically, Fig. 8 shows the harvested energy with parameters
Me = 0.02337, a = 132.8, b = 0.01181 [42] and others are
the same parameter as Fig. 7. While the values vary, note
that the trend in the received energy and the harvested energy
remains consistent even after introducing the non-linear energy
harvesting model. This consistency arises from the fact that the
distribution of energy reception falls within the linear range
of the energy receiver, which allows us to focus exclusively
on the performance of received energy in subsequent content.

Considering the pilot overhead, we know that as the number
of RIS passive elements increases, pilot overhead will consume
a substantial amount of channel correlation time, resulting in
a significant reduction in available energy transmission time
[19], [20]. To model this phenomenon, we have adopted a
simple linear approach wherein the pilot overhead Tp pro-
portionally with the number of RIS passive elements, such
that Tp = N + 1 [43]. Specifically, we have made the
assumption that hk and G remain constant over a channel
coherence block of length Tc = 256, with Tp < Tc. Therefore,
the remaining time available for energy transfer is given by
Tc − Tp = Tc − N − 1.

Fig. 9 further illustrates the previous problem. Firstly, the
performance of both the proposed scheme and its full CSI
counterpart augments with an increase in the number of
passive elements of the RIS. However, as mentioned previ-
ously, the pilot overhead poses a detrimental impact on the
transmission performance, especially when N > 100. Besides,
our proposed RISS scheme still maintains the trend of growth
with N. Therefore, it can be deduced that our proposed scheme
is more suitable for large-scale RIS.

Moreover, a fascinating conclusion is that we cannot in-
crease the received energy and SNR without limitation by
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Fig. 10. The outage probability of proposed scheme varies with M, N and
required energy threshold. The transmit power is set to 1 W, while κh and κG
are both set to 10.
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Fig. 11. The transmit power of proposed scheme varies with M, N and κh,
while keeping κG fixed at 10 and the required energy threshold set to -22
dBm.

increasing the number of RIS passive elements, since the over-
head of the pilot is also become intolerable. This demonstrates
that there is an optimal RIS scale for the full CSI scheme to
maximize the received energy and SNR.

D. Outage Probability Performance

Fig. 10 depicts the variation in outage probability for differ-
ent values of M and N, where both κh and κG are set to 10. The
correctness of the closed-form analysis obtained in Lemma 3
can be deduced from its close consistency with the Monte
Carlo simulations on all test values. Note that the increase of
M and N has a significant impact on the performance of energy
reception, while the range of received energy becomes wider
as N increases, which also means that the variance of received
energy grows. Furthermore, we also illustrate the outage prob-
ability in the presence of DOA estimation errors. Observe from
Fig. 10 that the closed-form expression in Lemma 5 effectively
characterizes the actual energy reception distribution when the
errors are small (e.g., σt,r = 0.01π, t ∈ {h,G}, r ∈ {u, v, z}).
However, as the DOA estimation errors increase (e.g., σt,r =

0.015π, t ∈ {h,G}, r ∈ {u, v, z}), discrepancies emerge between
the closed-form expression and the actual energy reception
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distribution. Within a reasonable range of errors in practical
systems, these discrepancies are neglected.

Fig. 11 displays the transmit power required under various
outage probability demands with accurate DOA estimation and
different κh, where κG = 10. The numerical results show that
the increase of M, N and κh significantly decreases the transmit
power. Furthermore, in the case of fixed M and N, increasing
κh often leads to the convergence of the transmit power to
similar levels. This observation indicates a reduction in the
variance of received energy. Additionally, it is important to
note that meeting the outage requirement from 1% to 0.1%
for the transmitter entails much higher energy requirements
compared to that of meeting the requirement from 10% to
5%, as the CDF shows a gradual rising trend towards the tail.
This suggests that setting excessively strict outage probability
conditions is not feasible, as it would result in unacceptable
energy consumption.

V. Conclusion

This paper introduces a RISS assisted WPCN system de-
signed to appreciably decrease pilot overhead and decoupling
from the HAP through the concurrent execution of reflection
and DOA estimation tasks. The paper initially presents the
system and protocol designs, succeeded by the derivation of
the average WET performance and the determination of the
stringent upper bound of WIT. The DOA estimation errors
are subsequently scrutinized, and a closed-form expression is
derived for performance evaluation. Additionally, the statistical
distribution of user-received energy is ascertained through
the moment-matching technique, and the optimal transmit
power for the HAP is derived. To substantiate the proposed
scheme, a series of comprehensive experiments is performed,
which verify its superiority over the full CSI counterpart
under favorable channel conditions with a substantial count of
RIS passive elements. The proposed system, by virtue of its
reduced implementation complexity and enhanced efficiency,
holds practical significance for the optimization of WPCN
systems.

Appendix A
Proof of Eq. (18)-Eq. (19)

To prove this conclusion, we first rewrite Eq. (5) as

α(u, v) = αx(u) ⊗ αy(v), (38)

where αx(u) = 1
√

Nx

[
1, · · · , e(Nx−1)iu

]T
, αy(v) =

1√
Ny

[
1, · · · , e(Ny−1)iv

]T
, u = π cos(φ) and v = π sin(φ) sin(ϑ).

Thus, Eq. (9) can be expressed as

h̄Hdiag{θ1,h, θ2,h, · · · , θN,h}

(a)
=
√

N(αH
x (uh) ⊗ αH

y (vh))(
√

Nxαx(ue
h) ⊗

√
Nyαy(ve

h))
(b)
=N

(
αH

x (uh)αx(ue
h)
)
⊗

(
αH

y (vh)αy(ve
h)
)

(c)
=
√

NαH(ξh,u, ξh,v), (39)

where (a) and (b) comes from (A ⊗ B)H = AH ⊗ BH and (A ⊗
B)(C⊗D) = (AC)⊗(BD), and (c) is due to the fact uh−ue

h = ξh,u

and vh − ve
h = ξh,v. Similarly, this holds true for

diag{θ1,G, · · · , θN,G}Ḡw

=
( √

Nxαx(−ue
G) ⊗

√
Nyαy(−ve

G)
)

×
(√

MNαx(uG) ⊗ αy(vG)βH(zG)
) √PEβ(zG)
||β(zG)||

=
√

MNPEα(ξG,u, ξG,v)
1
√

M
1T

M×1β(ξG,z). (40)

Then the proof is then complete.

Appendix B
Proof of Lemma 1

Expand Eq. (21) we have∣∣∣∣√N1T
N×1α(ξh,u + ξG,u, ξh,v + ξG,v)1T

M×1β(ξG,z)
∣∣∣∣2

=

∣∣∣∣∣∣∣∣
Nx−1∑
nx=0

einx(ξh,u+ξG,u)
Ny−1∑
ny=0

einy(ξh,v+ξG,v) 1
√

M

M−1∑
m=0

eimξG,z

∣∣∣∣∣∣∣∣
2

=

∣∣∣∣∣∣∣
Nx−1∑
nx=0

einx(ξh,u+ξG,u)

∣∣∣∣∣∣∣
2

︸                ︷︷                ︸
Part 1

∣∣∣∣∣∣∣∣
Ny−1∑
ny=0

einy(ξh,v+ξG,v)

∣∣∣∣∣∣∣∣
2

︸                ︷︷                ︸
Part 2

1
M

∣∣∣∣∣∣∣
M−1∑
m=0

eimξG,z

∣∣∣∣∣∣∣
2

︸        ︷︷        ︸
Part 3

. (41)

We can observe that Part 1-3 have the same expression form.
And for Part 3, we have

E


∣∣∣∣∣∣∣
M−1∑
m=0

eimξG,z

∣∣∣∣∣∣∣
2 (a)
=E

M−1∑
i=0

M−1∑
k=0

cos
(
(i − k)ξG,z

)
(b)
=

M−1∑
i=0

M−1∑
k=0

∞∑
n=0

(−1)n

(2n)!
E

{(
(i − k)ξG,z

)2n
}
. (42)

Where (a) is due to Euler’s formula and prosthaphaeresis, (b)
comes from the Taylor series. We make Ψ =

(
(i − k)ξG,z

)2n,
and since ξG,z ∼ N(0, σ2

G,z), we have the probability density
function (PDF) of Ψ is

fΨ(ψ) = fξG,z (ψ
1
2n )

1
n
ψ

1
2n−1 =

ψ
1
2n−1

√
2πnσG,z

e
−

ψ
1
n

2σ2
G,z , (43)

where fΨ(·) and fξG,z (·) represent the PDF of variable Ψ and
ξG,z, respectively. Thus we hare

E
{(

(i − k)ξG,z
)2n

}
=

∫ ∞

0
ψ fΨ(ψ)dψ =

∫ ∞

0

ψ
1
2n

√
2πn(i − k)σG,z

e
−

ψ
1
n

2(i−k)2σ2
G,z dψ

=
(2n)!
n!2n

(
(i − k)σG,z

)2n . (44)
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Take Eq. (44) into Eq. (42), yielding
M−1∑
i=0

M−1∑
k=0

∞∑
n=0

(−1)n

(2n)!
E

{(
(i − k)ξG,z

)2n
}

=

M−1∑
i=0

M−1∑
k=0

∞∑
n=0

(−1)n

(2n)!
(2n)!
n!2n

(
(i − k)σG,z

)2n

=

M−1∑
i=0

M−1∑
k=0

e−
(i−k)2σ2

G,z
2 . (45)

Similarly, this holds true for both Part 1 and Part 2, thereby
completing the proof.

Appendix C
Proof of Lemma 3

Denote by ω1 =
√
κhκGN

√
M, ω2 =

√
κG Mĥ§1N×1 ∼

CN(0, κG MN), ω3 =
√
κh1T

N×1Ĝ§ ∼ CN(0, κhN), ω4 =∑N
i=1[ĥ§]i[Ĝ§]i, Eq. (27) can be rewritten as

ϱH2U PE

(1 + kh)(1 + kG)
|ω1 + ω2 + ω3 + ω4|

2 . (46)

Since the mean value of Eq. (46) are given by Eq. (12), the
variance can be expressed as

ϱ2
H2U P2

E

(1 + kh)2(1 + kG)2D


4∑

i=1

ωH
i ωi + 2

3∑
i=1

4∑
j=i+1

ℜ{ωH
i ω j}


=

ϱ2
H2U P2

E

(1 + kh)2(1 + kG)2

 4∑
i=1

D
{
ωH

i ωi

}
+ 4

3∑
i=1

4∑
j=i+1

D
{
ℜ{ωH

i ω j}
}

+2
(
Cov2,2;4,4 + Cov3,3;4,4 + Cov1,2;3,4 + Cov1,3;2,4

))
. (47)

Where D
{
ωH

1 ω1

}
= 0 and

D
{
ωH

2 ω2

}
= D

{
|ω2|

2
}
= κ2

G M2N2, (48)

where |ω2|
2 ∼ X2

2,κG MN/2. Similarly, we have

D
{
ωH

3 ω3

}
= D

{
|ω3|

2
}
= κ2

hN2. (49)

And for D
{
ωH

4 ω4

}
we have

D
{
ωH

4 ω4

}
=D


N∑

i=1

[ĥ§,H]i[Ĝ§,H]i

N∑
j=1

[ĥ§] j[Ĝ§] j


=

D
{∑N

i=1

∣∣∣[ĥ§]i

∣∣∣2 ∣∣∣[Ĝ§]i

∣∣∣2} , i = j

D
{∑N

i, j=1[ĥ§,H]i[ĥ] j[Ĝ§,H]i[Ĝ§] j

}
, i , j

(a)
=3N + N2 − N = N2 + 2N, (50)

where (a) comes from D{XY} = D{X}D{Y} + D{X}E2{Y} +
D{Y}E2{X}. And since

4D
{
ℜ{ωH

1 ω2}
}
=4κ2

GκhN2M2D
{
ℜ{ĥH1N×1}

}
=2κhκ

2
G M2N3, (51)

we can obtain

4D
{
ℜ{ωH

1 ω3}
}
= 2κ2

hκG MN3,

4D
{
ℜ{ωH

1 ω4}
}
= 2κhκG MN3,

4D
{
ℜ{ωH

3 ω4}
}
= 2κh(N2 + N),

4D
{
ℜ{ωH

2 ω3}
}
= 2κGκhMN2, (52)

And 4D
{
ℜ{ωH

2 ω4}
}

can be calculated similarly with Eq. (50)
as

4D
{
ℜ{ωH

2 ω4}
}
=2κG M ×


D

{∑N
i=1

∣∣∣[ĥ§]i

∣∣∣2 [Ĝ§]i

}
, i = j

D

∑N
i, j=1
i, j

[ĥ§]i[Ĝ§]i[ĥ§] j

 , i , j

=2κG M(N2 + N). (53)

The covariance terms can be expanded as

Cov2,2;4,4 =E
{
ωH

2 ω2ω
H
4 ω4

}
− E

{
ωH

2 ω2

}
E

{
ωH

4 ω4

}
=D

{
ωH

2 ω4

}
+ E2

{
ωH

2 ω4

}
− κG MN2 = κG MN, (54)

and similarly we have

Cov3,3;4,4 = κhN,

Cov1,2;3,4 = 2κhκG MN2,

Cov1,3;2,4 = 2κhκG MN2, (55)

Ultimately, we employ the moment-matching approach to
equate the CDF of Ek with a Gamma distribution, where the
shape and rate parameters are determined as αE =

E2{Ek}

D{Ek}
and

βE =
E{Ek}

D{Ek}
, respectively. By utilizing Eq. (12) and Eq. (55)

in the aforementioned expressions, we derive the outcome
presented in Lemma 3.

Appendix D
Proof of Lemma 5

We continue to assume that the DOA estimation error
follows a Gaussian distribution in the spatial phase differences
(u, v, z), Eq. (47) can be formulated as

ϱ2
H2U P2

E

(1 + kh)2(1 + kG)2D


4∑

i=1

ωH
i ωi + 2

3∑
i=1

4∑
j=i+1

ℜ{ωH
i ω j}


(a)
≈

ϱ2
H2U P2

E

(1 + kh)2(1 + kG)2

 3∑
i=1

D
{
ωH

i ωi

}
+4

4∑
j=2

D
{
ℜ{ωH

1 ω j}
} . (56)

where (a) is approximated because we neglect some smaller
contributing components according to Eq. (48)-(55) when κh ,
0 and κG , 0. Moreover, we have

ω1 = N
√
κhκGα

H(ξh,u, ξh,v)α(ξG,u, ξG,v)1T
M×1β(ξG,z),

ω2 =
√

NκGĥ§α(ξG,u, ξG,v)1T
M×1β(ξG,z),

ω3 =
√

Nκhα
H(ξG,u, ξG,v)Ĝ§,

ω4 = ĥ§Ĝ§. (57)

Since E{ĥ§} = 0, we further have

D{ωH
1 ω2} =E

{∣∣∣ωH
1 ω2

∣∣∣2} − E {
ωH

1 ω2

}2
= E

{∣∣∣ωH
1 ω2

∣∣∣2}
=κhκ

2
GE

{∣∣∣∣√NαH(ξh,u + ξG,u, ξh,v + ξG,v)

×1N×1

(
1T

M×1β(ξG,z)
)2

ĥ§α(ξG,u, ξG,v)
∣∣∣∣2}

=κhκ
2
GAuAvE


∣∣∣∣∣∣∣
M−1∑
m=0

eimξG,z

∣∣∣∣∣∣∣
4 N, (58)
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where Au, Av are defined in Eq. (34) and Eq. (35). And

A(4)
z =E


∣∣∣∣∣∣∣
M−1∑
m=0

eimξG,z

∣∣∣∣∣∣∣
4 = E


M−1∑

i=0

M−1∑
k=0

cos
(
(i − k)ξG,z

)
2

=E


M + 2

M−1∑
m=1

(M − m) cos(mξG,z)


2

(a)
=M2 + 4M

M−1∑
m=1

(M − m)e−
m2σ2

G,z
2

+ 2
M−1∑
m=1

M−1∑
n=1

(M − m)(M − n)
(
e−

(m−n)2σ2
G,z

2 + e−
(m+n)2σ2

G,z
2

)
,

(59)

where (a) comes from cos(a) cos(b) =
1
2 (cos(a − b) + cos(a + b)) and Eq. (45). Then Eq. (58)
can be finally expressed as

D
{
ℜ

{
ωH

1 ω2

}}
=

1
2
E

{∣∣∣ωH
1 ω2

∣∣∣2} = κhκ
2
G

2M2AuAvA
(4)
z N. (60)

And similarly we have

D
{
ℜ

{
ωH

1 ω3

}}
=
κ2

hκG

2M
AuAvAzN,

D
{
ℜ

{
ωH

1 ω4

}}
=
κhκG

2M
AuAvAzN, (61)

as well as

D
{
ωH

1 ω1

}
= E

{
|ω1|

4
}
− E

{
|ω1|

2
}2

=
κ2

hκ
2
G

M2

(
A(4)

u A
(4)
v A

(4)
z −A

2
uA

2
vA

2
z

)
,

D
{
ωH

2 ω2

}
=
κ2

G

M2

(
2N2A(4)

z − N2A2
z

)
,

D
{
ωH

3 ω3

}
= κ2

hN2. (62)

Afterward, substituting Eq. (60)-(62) into Eq. (56) yield the
final variance expression, while the mean value can be found
in Eq. (22). Subsequently, employing a procedure similar to
that outlined in Appendix C, we can derive the shape and rate
parameters as illustrated in Lemma 5.
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