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Abstract
This paper presents new techniques and mechanisms for carrying streams of lay-
ered video using Scalable Video Coding (SVC) from servers to clients, utilizing the 
Packet Wash mechanism which is part of the Big Packet Protocol (BPP). BPP was 
designed to handle the transfer of packets for high-bandwidth, low-latency appli-
cations, aiming to overcome a number of issues current networks have with high 
precision services. One of the most important advantages of BPP is that it allows the 
dynamic adaption of packets during transmission. BPP uses Packet Wash to reduce 
the payload, and the size of a packet by eliminating specific chunks. For video, this 
means cutting out specific segments of the transferred video, rather than dropping 
packets, as happens with UDP based transmission, or retrying the transmission of 
packets, as happens with TCP. The chunk elimination approach is well matched 
with SVC video, and these techniques and mechanisms are utilized and presented. 
An evaluation of the performance is provided, plus a comparison of using UDP 
or TCP, which are the other common approaches for carrying media over IP. Our 
main contributions are the mapping of SVC video into BPP packets to provide low 
latency, low loss delivery, which provides better QoE performance than either UDP 
or TCP, when using those techniques and mechanisms. This approach has proved to 
be an effective way to enhance the performance of video streaming applications, by 
obtaining continuous delivery, while maintaining guaranteed quality at the receiver. 
In this work we have successfully used an H264 SVC encoded video for layered 
video transmission utilizing BPP, and can demonstrate video delivery with low 
latency and low loss in limited bandwidth environments.
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1  Introduction

In recent years, many proposals and emerging network protocols have been pro-
posed, which are defined as the future network architecture and components. Big 
Packet Protocol (BPP) is one of the network protocols designed by considering 
the needs and requirements of future networking architectures and applications. 
With BPP, it is possible to define and implement application specific networking 
behavior on the network devices at the level of individual packet or flow [20].

BPP was designed with a specific goal of handling the transfer of packets 
for high-bandwidth, low-latency applications, aiming to overcome a number 
of issues current networks have with high precision services [20]. This design 
goal allows applications to define and implement application specific behavior, 
supported directly by the network, at the level of an individual packet or a flow. 
This is done by utilizing functionality built into enhanced network nodes [21]. 
One of the objectives of BPP is to provide a framework which meets the require-
ments of these high precision services and applications in line with service level 
guarantees. To support this, the BPP packets have fields providing meta-data for 
signaling to the routers to act accordingly during the journey of the packet. The 
BPP payload is partitioned into header and chunks, and some of these chunks 
can be dropped during end-to-end transmission, depending on the contents of the 
header and the load of the network. With this process, called Packet Wash, whole 
packets are rarely dropped, instead, parts of the packet payload - the chunks - are 
dropped, depending on the network conditions and the contents of the header. 
This provides one of the most important advantages of BPP: namely, it allows the 
dynamic adaption of packets during their traversal across the network.

Video transmission is commonly done using either UDP, which sends discrete 
packets but has unreliable properties, or using TCP, which presents bytes streams 
at the application layer, and has reliable properties. Each approach has it’s advan-
tages and disadvantages. With UDP, the network interaction is packet based, and 
presents loss at the receiver. The application at the receiver has to deal with any 
packet loss during transmission. If any resends are needed, the application has 
direct control over these requests. When using TCP, the network interaction is 
byte-stream based, and presents no loss at the receiver, but there is observable 
delay and latency. As the application only sees the stream of bytes, it never sees 
the packets going over the network, and consequently it has no direct control over 
the resend mechanism, as this is done in the TCP handler of the operating sys-
tem. With TCP, all the data arrives at the client, but this can be delayed due to 
re-transmission. The TCP congestion control algorithms can limit real-time video 
interactions, with elongated buffer durations. Thereby, the receiving application 
using TCP, is responsible for dealing with the delay, and this is usually done by 
implementing some buffering techniques. Currently, the majority of video data 
sent over the Internet is transferred with HTTP, which sits on a TCP transport, or 
with RTP, which sits on a UDP transport.

BPP packet processing provides advantages to video streaming applications as 
encoded video consists of video frames, which can be mapped to packets and 
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transmitted over the network. Video receivers can play the video even if some of 
these frames are lost during transmission. Lost video frames cause different levels 
of quality degradation at the client, depending on the characteristics of the lost 
frames. With BPP it is possible to modify packets during transmission, deleting 
some of the frames or video chunks from the packets, by considering the current 
network conditions and constraints, which can be beneficial for delivering the 
highest perceived quality on the client side [5]. This strategy of BPP, to reduce 
the payload of a packet, and hence its size, by eliminating specific chunks, has 
a big impact for video. The adaption of the packet size is done by observing the 
network conditions and taking into account the meta-data that the application set 
for each chunk. The strategy is to manage the load on the network somewhat, by 
reducing the consumed bandwidth, yet keeping the flow of video packets arriving 
at the receiver, so that there is considerably less stalling. This means cutting out 
specific segments of the transferred video, rather than dropping packets or retry-
ing the transmission of packets [5].

To make BPP effective for video, BPP needs to be coupled with a video encoder 
and decoder that can do multiple encodings. One way to produce these quality alter-
natives is to use scalable video coding, where the video file is encoded such that 
the encoded file contains one base layer and several enhancement layers. An SVC 
codec creates video sequences with a number of increasing qualities, from the input 
video [28]. SVC takes advantage of the similarities between the encoded layers of 
the same frame, as well as between each frame. The mapping of the SVC layers 
to chunks in BPP packets has proven to be a good match, and is compatible with 
the packet modification characteristic of BPP, allowing the deletion of some chunks 
within packets during their journey [5]. If a BPP packet arrives at a congestion point 
during transmission and chunk deletion is necessary, the enhancement layers can 
be removed from the packet. When this packet arrives at the client, the client is still 
able to play the video.

We chose an H264 SVC encoder as we can create the necessary layered videos 
for use with BPP. This has proven to be an effective way to enhance the performance 
of video streaming applications, by obtaining continuous low latency delivery, while 
maintaining guaranteed quality at the receiver [6]. Although more modern codecs 
such as H266 are available [35], currently there is no publically available SVC 
implementations.

Providing low latency in video streaming applications has gained importance in 
recent times, with the goal of low latency live streaming services able to keep the 
latency under 1 s [22]. Although current and next generation multimedia systems, 
such as AR/VR applications, require low latency and high reliability communica-
tion, there is a tradeoff between low latency and high reliability, and they are often 
conflicting aspects [31].

The purpose of this work is to provide both low latency and high reliability 
together, by using the advantages of BPP’s in-network packet processing for end-to-
end video transmission. We use the advantages of Packet Wash for end-to-end video 
transmission, such that maintaining video quality is done directly by the network 
elements, thus providing instantaneous adaptation and bandwidth utilization. In our 
previous work, we show that the use of SVC with a BPP transport is a promising 
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approach [10]. The preliminary test results given in [6] and [11] show that it is pos-
sible to reduce the duration of pauses and the number of lost layers when compared 
to UDP and TCP. We also showed how an Software Defined Network (SDN) con-
troller can facilitate the Packet Wash mechanism [11]. In [7], we present the effects 
of Packet Wash on SVC video in limited bandwidth environments. In this work, 
we enhance our previous work by presenting a discussion and performance results 
about how different packing strategies for mapping the video layers into packets can 
affect the QoE on the client side.

This paper presents the techniques and approaches used to map layered SVC 
video streams, into a set of packets for network transmission when using the BPP. 
With BPP, the packets have to be constructed in a different way to when using raw 
UDP, or RTP over UDP, or HTTP over TCP, as the BPP payload is partitioned into 
a header plus a number of data chunks, rather than being one set of bytes. During 
the evaluation, we directly compare the performance of BPP, against UDP and TCP, 
which, as stated, are the commonly used transports for current video transmission.

To-the best of our knowledge, this is the first paper that comprehensively shows 
the required mechanisms to transfer SVC video data with BPP and the impacts of 
various packing strategies on QoE. The contributions of this paper are threefold: (i): 
we present the new processing mechanisms and techniques which are utilized for 
multi-layer H264 SVC video, (ii): we show how SVC video data is mapped into BPP 
packets, and introduce the additionally required fields for transferring SVC video 
data, and (iii): we show how the BPP packing strategies affect QoE under different 
network conditions.

The experimental results show that the impact of these strategies changes with 
respect to the changes in the available bandwidth capacity The mapping of SVC 
video into BPP packets, using different packing strategies, provides a low latency, 
low loss delivery of the video by creating a suitable packet structure amenable with 
BPP. Given that the network can eliminate chunks of data during transmission, we 
present the changes in the data volume of each video layer. We also discuss how the 
client takes this packet structure, and reconstructs a valid H264 stream. The paper 
shows the rationale for using BPP for video transmission, with a particular focus on 
getting the video into packets, and converting the packets back to a video stream. 
This is followed by a performance evaluation, and our conclusions and further work.

2 � Background and Related Work

2.1 � BPP Characteristics and Related Works

Nowadays, TCP is the most preferable transport layer protocol used in video stream-
ing systems. Most of these systems use HTTP Adaptive Streaming (HAS) which 
enables quality adaption while relying on the reliability of TCP and utilizing HTTP 
web caches. HTTP is a protocol sitting on TCP [1], and common techniques for 
transmitting video, such as those used by CDNs, include HTTP Adaptive Video 
Streaming which has become a de-facto streaming technology. To deal with vary-
ing network behaviour and changes in loss patterns over time, the MPEG-DASH 
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standard has been devised. Dynamic Adaptive Streaming over HTTP (DASH) [24] 
is a standard developed by the MPEG research group, to provide interoperability 
between the elements of various HTTP Adaptive Video Streaming systems. The sys-
tem is designed to send segments of video, of a few seconds length, at the requested 
quality. It starts with the lowest quality, and progressively goes to higher qualities 
if the receiver observes that segments arrive in a timely manner, and concludes that 
congestion is low and thus network bandwidth is available. The receiver adapts 
the quality of the video being sent dynamically, by requesting segments of a dif-
ferent quality, as needed. The receiver puts the received segments into the decoder 
for viewing. To deal with the various bandwidths available, DASH encodes a video 
multiple times, each with different visual qualities. Higher quality video means a 
higher data rate, bigger files, and more bandwidth being used.

DASH is a pull-model where the receiving client actually makes requests for a 
large number of separate files. Consider a video stream of 2 h duration, this equals 
120 min, which is 7200 s. Suppose each segment is 2 s long, which for 7200 s of 
video, produces 3600 files. As stated, each video is encoded into multiple qualities, 
so DASH will produce files for each encoding, each with a different bitrate, graded 
from the lowest to the highest. If there are 3 quality alternatives for a 2 h video, a 
total of 10800 files will be produced, viewed as low, medium, and high qualities. 
As a side-effect there is a large meta data file which contains a list of all the other 
files, with their qualities and their starting times. A consequence of this approach is 
that although DASH is reliable and can use HTTP caches, it has some significant 
down sides. It produces many little files on the server, and those files are fixed sized 
time segments. If the end-to-end system need to request segments longer than 2 s, 
it would require a full re-encoding of the original video into a set of new files of 
the desired length. Furthermore, DASH been demonstrated as being poor for low 
latency aspects, and this is a topic of research with DASH [22].

The QUIC protocol, which provides HTTP over UDP instead of over TCP, was 
introduced to improve the quality of web services [3]. It has often been suggested as 
another good approach for video transmission, as it transmits over UDP rather than 
TCP. However, just because QUIC sits over UDP, does not necessarily make it an 
ideal solution. Rather, it been found to have some drawbacks. The authors of [30] 
found that there is no evidence for any QoE improvement using QUIC, over nor-
mal HTTP, when streaming YouTube videos. In [25], it was observed that QUIC is 
too reliable for real-time video traffic. Also, QUIC sometimes performed worse than 
TCP for video streaming.

The emerging network technologies and the increasing demands of future multi-
media applications make researchers work on new protocols and systems that utilize 
new technologies and support new applications. BPP was first introduced in 2018 
[20], and the use of the Packet Wash process, where chunks in packets are dropped, 
was shown to minimize latency in [15]. The importance of new high precision ser-
vices in emerging networks, and how the use of BPP can provide such facilities 
was presented in [12], and was used for Time Sensitive Networking in [23], and for 
Mobile Edge Networks in [14]. None of these papers focus on multimedia transmis-
sion over BPP, nor presented any results related to that. Although BPP was designed 
to be an effective mechanism for media delivery, our work was the first actual 
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implementation of the transmission video using BPP, and for observing the effects 
of using BPP for video. With BPP, packet losses are expected to be minimized due 
to its unique characteristics that allows network nodes to dynamically adapt the size 
of the packets during transmission. TCP and UDP have different advantages and dis-
advantages. While UDP has unreliable communication, TCP provides reliable com-
munication. BPP provides a way to make some parts of the payload to be reliable, 
and other parts to be removable in the network. This new type of protocol may use 
the best characteristics of both TCP and UDP. As an alternative protocol to TCP and 
UDP, BPP can be used in video streaming systems, and it provides various advan-
tages. If UDP is used as the underlying transport layer protocol, other protocols, 
such as RTP or RTSP that supports media streaming are combined with UDP. RTP 
is a protocol based on Application Layer Framing [4], and the RTP/RTCP protocols 
provide a packet format that allows the participating entities to communicate infor-
mation such as payload type, lost packets, timestamps and sequence numbers [13]. 
RTSP, which is a stateful protocol used for video delivery [26], is a presentation-
layer protocol that lets end-users command media servers via pause and play capa-
bilities. RTSP uses RTP as it’s transport protocol [27] to carry the streams. In this 
context, BPP is a transport protocol, and should not be viewed as an alternative to 
RTP, which is conceptually the next layer up.

When using BPP for layered video transmission, the clients receive a continuous 
stream of playable video, having low levels of outage, even with limited bandwidths. 
In [11] it is observed that managing the network jointly by using SDN and BPP pro-
vides higher effective bandwidth utilization, by not having packets that are sent and 
then dropped, i.e. wasted. It shows that the network node can adapt the packet struc-
ture, by eliminating chunks, and thereby adapting the video quality, whenever such 
a process it is needed. The packet structure for BPP has a header plus some meta-
data, and a number of chunks. The header holds each chunk size, the chunk offset in 
the packet, a significance value, and some BPP commands for each chunk. The full 
details of the structure of a BPP packet, and the definitions of the main blocks, can 
be found in [20].

2.2 � Low Latency in Video Streaming

Providing low latency when delivering video streams is a challenge. One way to 
provide this is to adapt the video quality during transmission, on the basis of the 
changes in the network conditions. Doing quality adaption when streaming video 
can be done in various places. Before client-side adaption became popular, which is 
the main characteristic of HAS systems, doing adaption on the server side was popu-
lar. HAS systems are widely used today and it’s adaption mechanism enables users 
to get the best possible QoE for the given network conditions. The quality adaption 
is done by the clients by considering the network conditions on their side and inter-
nal parameters such as buffer fullness. The success of these systems show that the 
quality adaption based on the observed network conditions works well for QoE [29] 
and bitrate adaption [2]. Server-side adaption is generally used by the systems which 
are based on UDP transmission, combined with an RTP payload.
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Although there are remarkable solutions that adapt the quality successfully, satis-
fying stringent low latency requirements, especially in live video streaming, is still 
an issue [18]. The use of HTTP Chunked Transfer Encoding (CTE) with the Com-
mon Media Application Format (CMAF) is a promising solution to solve this issue 
[18, 32, 33]. This approach allows clients to receive smaller parts of the segments 
and to start playout before the segment is fully downloaded. However, even if low 
latency is provided, providing high quality and less duration of pauses remains as 
a challenge [22]. Apple developed LL-HLS for providing low latency service, in 
which the CTE approach is not used. In [16], the performance results of LL-HLS 
show that while it provides low latency, the clients send a significant number of 
HTTP GET requests for those short segments, which may cause an overhead prob-
lem [16].

2.3 � Scalable Video Coding

To obtain different qualities of the same video file when a non-scalable codec is 
used, then the video needs to be encoded several times. Hence, the result is one 
video file for each encoded quality. Using SVC provides an alternative way to 
obtain different qualities [28]. With SVC, more than one quality alternative can be 
extracted from an encoded video, all in the same video file. When using SVC, the 
video is encoded such that the encoded file contains one base layer and a number of 
enhancement layers. The base layer provides the lowest quality of video, and it does 
not need any further layers to be decodable. Any enhancement layers are dependent 
on the layers below them in order to be decodable.

There are different types of quality layers in SVC, called temporal layers, spa-
tial layers, and quality layers. Each frame, regardless of its type, is made up of 
Group of Blocks (GOB), and these made of the Macro Blocks. Figure 1 shows such 
a video, with the frame structure of an encoded video and dependencies between 
frames are illustrated. In the figure, each frame is within a Group of Pictures (GOP), 

Fig. 1   An example frame structure showing the temporal layers and spatial quality layers and their rela-
tionship
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and consists of 8 frames which corresponds to 1 s of video. At the lowest temporal 
layer, there are only I frames. As seen from the figure, I frames do not use any other 
frames as a reference. Hence, if we only have I frames the video is decodable. In 
the figure, there is another enhancement layer type, quality enhancement layers are 
illustrated. Quality enhancement layers have no effect on frame resolution, it only 
improves the SNR of the frame. There is another type of enhancement layer called 
spatial layer, which is not shown for simplicity. Spatial enhancement layers increase 
the resolution of the video.

The transmission of SVC video has been shown to have some benefits [34], with 
some researchers having combined the use of DASH with SVC video [17, 19] to use 
the advantages of the Scalable Video Coding.

In this work we utilize the layered attributes of SVC, and align this with the capa-
bilities of BPP. In previous work, we demonstrated that it is possible to do immedi-
ate in-network quality adaption of the video, with respect to the changing network 
conditions, while maintaining a high quality which significantly outperforms UDP 
in terms of Peak Signal to Noise Ratio (PSNR) and duration of pauses [10], and out-
performs TCP with respect to duration of pauses [11], as BPP enables such in-net-
work adaption due to its feature that allows for adjusting the size and the content of 
the packets during their journey on the network. In [7], we show that different pack-
ing strategies have a varying impact on the number and the size of washed chunks. 
In this work, we enhanced the previous work and show the relation between packing 
strategies and QoE.

3 � Mapping Video Streams to BPP

To make BPP effective for use in carrying video, BPP needs to be coupled with an 
encoder and decoder that can do multiple encodings for the same frame  [5], and 
utilize an in-network function to process the BPP commands [11]. The video con-
tent should be arranged and encoded in a way suitable for BPP. The packet creation 
method on the sender should be aware of the BPP transmission process, and packets 
should be constructed so that some of the chunks of video can be removed during 
transmission. This approach will allow the clients to play the video with an accept-
able quality.

Conversely, using BPP in the most simple way, some BPP chunks can be dropped 
from a packet and the smaller packet be delivered, which is obviously different to 
having the whole packet being dropped. However, if blocks of video are placed in 
BPP chunks, without any consideration of the video and the receiver processing, 
then if some of those chunks are dropped during transmission, the receiving client 
will see loss of video data. This loss will still have to be dealt with by the receiver, 
and this has a very similar impact to loss of a packet. Used in this way, BPP provides 
very little benefit.

We now discuss the details of the structure of an H264 video stream, and present 
the segments inside the stream, called Network Abstraction Layer (NALs). Then 
we show how the different layers are selected and how the data for these layers is 
mapped into BPP packets. This approach ensures that there is always at least one 
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chunk that can be delivered, for each packet, even if other chunks are removed. We 
also show how the client receives the BPP packets and reconstructs the NALs to cre-
ate a valid H264 playback stream.

3.1 � SVC H264 Structure

The structure of an H264 file, that utilizes SVC, which we have used for transmis-
sion over BPP, is presented here. An H264 file has a sequence of NALs which hold 
2 main kinds of data: VCL—Video Coding Layers, which contain the encoded video 
data; and NONVCL—Non Video Coding Layers which hold meta-data related to the 
current part video stream. Overall the structure of a SVC video is similar to a nor-
mal H264 file, where we see 2 kinds of NAL, with a single VCL NAL for each 
frame type: I, P or B. For SVC videos, we see multiple NALs for a frame. In our 
work, we used a 3 layer encoding, which results in 3 NALs per frame. The video can 
be conceptually viewed as Layer 0, which provides the base layer information, and 
Layer 1 and Layer 2, which are applied on top to provide enhancements to the base 
layer. In general, we could use an encoding with any number of layers, which would 
produce more NALs per frame.

In a H264 file, the conceptual layered structure is placed into a byte stream, and 
presented as a sequence of ordered sub-streams, with the VCL NALs for each frame 
appearing one after the other. NONVCL NALs with meta-data precede these video 
data NALs. Figure 2 shows this sequence and how there are NONVCL NALs mixed 
with the VCL NALs. The 3 NALs for the video data can be seen. Our process reads 
these 3 NALs from the file and processes them for transmission. This process is 
described in the next section.

In Fig.  3 the major components of the video frames, the Macro Blocks, are 
encoded with a layered coding as illustrated. In the figure, we see that there are 3 
layers: Layer 0 (the base layer) with the lowest bitrate data, Layer 1 with medium 
bitrate data, and Layer 2 with the highest bitrate data. These layered blocks will 
become the parts for the BPP packets.

3.2 � NALs to Packets

Within the video stream, shown in Fig. 2, there are a number of NONVCL NALs 
which are interspersed between the VCL NALs. These are generally small in size 

Fig. 2   H264 sequence of NALs. NONVCL (grey) VCL (3 layers)
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and can easily be placed into a packet. In our approach, we send the NONVCL 
NALs as a single BPP chunk. As we have a 3 layer video, we see 3 VCL NALs 
for each video frame in the video stream. For nearly all videos, the frame size 
and the NAL size is much bigger than a standard 1500 byte packet, therefore the 
sequence of NALs has to be collected for each frame, and then mapped into BPP 
packets. This mapping task is done using 3 main processing phases for VCLs: 

1.	 It collects and enumerates the sequence of NALs from the video stream. In this 
phase an H264 stream processor collects 3 VCL NALs from the input;

2.	 It splits the collected 3 NALs for each frame, and packs them into a array of 
intermediate objects, which we call ChunkInfo objects; and

3.	 It takes the array of ChunkInfo objects and converts them into the BPP packets, 
ready for transmission.

Step one of the processing requires an H264 stream reader and processor which 
can return the bits and bytes of the input data, and return each NAL.

Having an intermediate ChunkInfo form provides a degree of flexibility and 
adaptability while processing the NALs, before they get mapped into packets and 
sent to the network. For each ChunkInfo object which may contain 1 or more 
whole NALs (usually NONVCLs as they are small), or 1 NAL that is fragmented 
(usually VCL), we keep the following data:

–	 the NAL type: NONVCL or VCL
–	 the NAL number within the stream
–	 a count of the NALs held
–	 a fragment number
–	 is it the last fragment
–	 chunk size (in bytes)
–	 the chunk payload bytes
–	 no of bytes remaining in a packet

This ChunkInfo object allows us to do analysis on the volume of data than can 
be placed into a packet and allows for timing calculations. It also facilitates a 

Fig. 3   Conceptual frame: each macro block has multiple layers
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number of packing and multiplexing strategies for the packets, as there are a num-
ber of ways in which the VCL NALs can be put into BPP packets.

3.2.1 � Packing Strategies

Step two of the process utilizes a number of packet filling strategies we have devised 
to collect video data from the VCL NALs and to pack these 3 sub-streams of video 
data into the ChunkInfo objects, and then into the chunks of a number of BPP pack-
ets. There are currently 4 strategies that we use. Each strategy has different charac-
teristics, which gives a tradeoff between different QoE parameters:

–	 Even Split—which splits the incoming data evenly into equal size chunks. When 
we have 3 NALs we allocate the same number of bytes to each chunk. There 
is at least one removable chunk in all of the packets with this approach, being 
mostly small in size. This allows the shrinking of packets, while still having use-
ful chunks in the delivered packet. This strategy provides fine-tuning capabilities 
in quality adaption.

–	 Dynamic Split—which determines how many chunks need to hold data, based 
on the input amounts from the NALs. It firstly tries an Even Split, and if these 
are filled, it ends. If not, it reallocates space by increasing the allocation to the 
NALs with remaining data. Similar to the Even Split strategy, there is at least one 
removable chunk in all of the packets. The difference with this approach, is that 
the number of the packets constructed is fewer. This characteristic allows packet 
delivery to the clients in a shorter time, causing smaller duration of pauses when 
the bandwidth is enough.

–	 In Order—which creates chunks in the order they come from the NALs. Data 
from just one NAL will fill the packet, until the last chunk, which may be smaller. 
All the other chunks are empty. In this strategy, if the network node removes 
a chunk, then the packet will be delivered to the client with no video content 
chunks. The can cause delays waiting for video data.

–	 Fully Packed—which is similar to In Order, except that on the last chunk of a 
NAL, the remaining data is allocated to the next NAL. The flexibility in quality 
adoption of this strategy is between the In Order approach and the other strate-
gies. The packets might have a big sized chunk or a small sized chunk that is 
removable, or might even have no chunks that are removable.

Different characteristics of the strategies presented above, cause different perfor-
mance in terms of QoE parameters. With In Order and Fully Packed strategies, the 
base layer video is put into the first set of packets. Hence, if the bandwidth is lim-
ited and the packets are delayed, the clients can play the video as soon as they get 
the packets with the base layer, which provides small duration of pauses. On the 
other hand, because the layers are distributed into the packets with Even Split and 
Dynamic approaches, in-network quality adoption can be fine-tuned and done better.

Figure  4 shows the structural mapping of the video NALs into the chunks for 
each packet for the Even Split and Dynamic Split strategies, Fig. 5 shows the map-
ping for the In Order strategy, and Fig. 6 shows the mapping for the Fully Packed 
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strategy. In these schemes, if the NAL is bigger than the chunk space allocated by 
the strategy, then that many bytes are taken from the NAL and put into the chunk, 
and the remaining NAL data is kept for the next chunk. If the remaining NAL data 
is smaller than the chunk space, then the chunk will only contains those bytes. For 
NALs which are split this way, we label them with a fragment number. This allows 
reliable reconstruction at the client. If one of the NALs has no more data, as we have 
allocated all of its data to chunks, then we still allocate a chunk, together with its 
meta-data, but we set its chunk size to 0.

Fig. 4   Even split and dynamic split for 3 NAL layers

Fig. 5   In order for 3 NAL layers

Fig. 6   Fully packed for 3 NAL layers
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Consider the effects of these 4 different packing strategies on the sizes of the 
chunks and the structure of the BPP packets. The data presented in Fig. 7 shows how 
the different strategies produce different packet structures and sizes. We use a 1500 
byte packet, providing a content size of 1472 bytes. This allows for the BPP header 
and the relevant BPP meta-data, before allocating data to the chunks of video. In 
this example, the original sizes for 3 VCL NALs are as follows: Layer 0: 3232 bytes, 
Layer 1: 2232 bytes, and Layer 2: 3527 bytes. Figure 7 has a table and a graphic for 
each packing strategy. It shows the sizes of the chunks for each packet in the table, 
and a visual showing the proportional size and relevant colour for the parts of the 
different layers.

3.2.2 � Setting Significance Values

During the ChunkInfo creation process, the significance value of each chunk is set. 
The significance values in the BPP packets shows the importance of each chunk 
within the packet. This value provides the network node with the information 
needed to either keep the chunk, or wash it away. As we use BPP to trim packets 
during transmission using the Packet Wash process, the chunk removal policy is 
done by considering both the chunk’s importance to the video content and the avail-
able bandwidth.

In this paper, we set the priorities of the chunks by taking into account the chunk 
impact on both the decoding process and on QoE. The VCL NALs that have the 
highest importance to the video, are: (i) those that hold the base layer, (ii) all layers 
of an I frame, and (iii) all NONVCL NALs. These are set with the lowest signifi-
cance value, which indicates such importance to the network node. This means that 
those chunks should not removed during transmission. The values selected for our 
experiments, are shown in Table 1, in Sect. 5.

L0 L1 L2
473 473 473
473 473 473
473 473 473
473 473 473
473 340 473
473 0 473
394 0 473
0 0 216

(a) Even Split
Strategy

L0 L1 L2
473 473 473
473 473 473
473 473 473
473 473 473
539 340 539
709 0 709
92 0 387

(b) Dynamic Split
Strategy

L0 L1 L2
1419 0 0
1419 0 0
394 0 0
0 1419 0
0 813 0
0 0 1419
0 0 1419
0 0 689

(c) In Order
Strategy

L0 L1 L2
1419 0 0
1419 0 0
394 1025 0
0 1207 212
0 0 1419
0 0 1419
0 0 477

(d) Fully Packed
Strategy

Fig. 7   Different packing strategies have different chunks. Packets of 1500 bytes, with chunk sizes. One 
row per packet. The graphic has a visual representation of each packet. Original NAL sizes (in bytes)—
L0: 3232, L1: 2232, L2: 3527
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3.3 � Packets to NALs

Here we present how the client takes packets from the network with the BPP format, 
analyses the structure to determine if any chunks have been eliminated during trans-
mission, and rebuilds the NALs for the video stream. The task is the reverse of the 3 
phases of the sender. The first step is to convert the packets back into the intermedi-
ate ChunkInfo objects. Second, the chunks of video are extracted, demultiplexed, and 
turned back into a sequence of NALs. Third, is to create a valid H264 SVC stream.

As described in Sects. 3.2.2 and 4, a network node can trim out chunks from a BPP 
packet if the network conditions are such that there is a bandwidth limitation / bot-
tleneck and the node determines that chunk trimming is necessary. The client has to 
accommodate and handle any of these missing chunks.

3.3.1 � Handling Missing Chunks

To deal with the situation where chunks of video are removed by network nodes, a pro-
cess has been designed and built. If a chunk is missing, it means that the NAL which 
contains that chunk cannot be rebuilt in a valid way, and so even the other received 
chunks from that NAL cannot be usefully written to the output video, because the 
decoder lacks reliable mechanisms to deal with damaged and inconsistent NALs.

This first step ensures there is a method for when there are chunks missing, to 
ensure consistency in the NALs. However, there are also dependencies between the 
layers and the consecutive frames. For the second step, these NALs are analysed by 
considering the layer dependencies. We do not need to put out Layer 1 or Layer 2 
NALs if the preceding frames have not been reconstructed at those layers, particu-
larly if they never made it from the I frame. If necessary some extra NALs which 
have lost their dependent NAL are cleaned away also. The resulting video provides 
a valid stream for the decoder, and a foundation for the experiments presented next.

From an SVC video, it is possible to extract the different layers as needed, by 
reading the relevant NALs from the H264 stream [28]. Our results herein show that 
SVC video is highly compatible with the packet modification characteristic of BPP, 
as it allows the deletion of some chunks from selected packets during transmission. 
If a BPP packet arrives at a network node during its journey, where the network con-
ditions are such that there is a bottleneck and network node determines that chunk 
deletion is necessary, then in this situation some chunks containing enhancement 
layer data can be removed from the packet. When a packet with deleted chunks 
arrives at a client, a carefully designed process of packet demultiplexing, using 
meta-data specification and NAL reconstruction, allows the client to still be able to 
play the video.

4 � Using BPP for Video Transmission

Following the discussion on how the NALs of the video stream are mapped into 
BPP packets, in this section, we present the BPP packet structure and give and 
explanations about its fields. As stated before, just by using BPP, does not in itself 
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guarantee improved behaviour or performance. Although the BPP structure enables 
flexibility of packet size change through trimming during transmission, the use of 
these fields for streaming video needs to be be defined, as well as any enhancements 
that should be done. We now present a more detailed view of using BPP for video 
transmission, and show the structure of the BPP packets, including the header and 
metadata blocks, and how it can be used for carrying multi-layer video.

4.1 � BPP Packet Path

In order to execute the BPP packet processing, BPP enabled switches are required. 
BPP enabled switches can also be facilitated by using a virtualized network function 
with this characteristic or by using OpenFlow enabled switches and an SDN control-
ler. In our previous work, the SDN controller decided the updates / modification of 
the BPP packets and the switches then forward the BPP packets processed by the 
controller. In this work, a virtual network function which is part of a virtual router 
does this evaluation. In Fig. 8, the general outline of this scheme is illustrated.

When BPP is used for the transmission of video, it has a large impact on the 
applications that send and receive video. The server has a BPP aware process which 
does the mapping of the video stream to packets, described in Sect.  3. The BPP 
aware network nodes execute the Packet Wash process, and may reduce the packet 
size, by trimming, if there is congestion. Finally, the client uses the BPP aware video 
reconstruction process to build a valid video stream.

4.2 � BPP Packet Structure

BPP extends the IP packet structure by adding some additional fields which are col-
lectively known as a BPP block. The full BPP packet structure is given [21], but a 
brief explanation of the fields of a BPP block follows.

4.2.1 � BPP Block

A BPP block includes user or application-related information to provide guidance 
to the routers for packet processing. A BPP Block contains a Command and Meta-
data Block. While the Command part carries commands and their conditions and 

Fig. 8   BPP packet processing path
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parameters, the Metadata part holds additional metadata. These parts are optional, 
as the applications may need to use only one and not the other, as described in [20].

4.2.2 � BPP Header

The BPP Block Header describes the overall structure of the BPP Block. The BPP 
version and block length, indicating the length of the BPP Block, are given as fields 
within the header.

4.2.3 � Command and Metadata Block

The Command and Metadata Block carries information related to command–condi-
tion pairs, the actions, as well as additional metadata for the current packet. The 
structure of the Command and Metadata Block is shown in Fig. 9, which presents 
the fields. These are described in more detail soon.

For our work we utilise the Packet Wash command, but the design is more gen-
eral [20]. An example of another condition-command pair includes: “If the delay 
exceeds a certain threshold, dropping the packet payload”. Further information 
about packets or the flow, such as security and accounting related information, can 
also be carried within the Metadata fields.

4.2.4 � Packet Wash Command

The Packet Wash command was proposed in [21], as an extension to BPP, to parti-
tion the payload into smaller chunks and enable the removal of some chunks during 
transmission. This approach is designed to increase bandwidth utilization due to its 
mechanism that shrinks the packet, instead of dropping the whole packet. It operates 
by signaling the node with information about the significance of (or the relation-
ship between) the chunks, and then dropping lower-priority chunks from the payload 
according to the information carried in the packet header. These lost chunks cannot 
be recovered, but it does allow some information to be usable at the receiver [21]. It 
is this process which we utilise in our work.

Fig. 9   BPP structure in an IP packet
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4.3 � BPP Fields for Video Streaming

In order to stream layered video with BPP, we have repurposed some of the fields of 
the Command and Metadata Block, to hold the video related data in the chunks car-
ried within the packets. We have extended the standard BPP fields with new fields 
to carry video specific data. The fields for transferring video over BPP are given in 
Fig. 10, showing the bits and bytes of each field in the BPP packet. The implementa-
tion has the following layout:

–	 The BPP Block Header is 4 bytes (32 bits).
–	 The Command Block, shown in grey, is 3 bytes (24 bits) including: 5 bits (Com-

mand) + 8 bits (Condition) + 8 bits (Threshold) + 3 bits (padding).
–	 The Metadata Block, shown in yellow, is 6 bytes (48 bits) and has one entry for 

each of the chunks in a packet. It includes: 22 bits (OFF
i
 ) + 14 bits (CS

i
 ) + 4 bits 

(SIG
i
 ) + 1 bit (OF

i
 ) + 1 bit (FF

i
 ) + 1 bit (V

i
 : VCL or NONVCL) + 5 bits (pad-

ding)

In the Command Block, the Command specified is Packet Wash. There are other 
command types available.

The Condition field is used to pass information as to whether any chunk could be 
removed from a packet. To signal the network node to decide the conditions under 
which the chunks should be removed from a packet, the server can set a Condition 
value. The server can calculate a heuristic number, based on the encoding character-
istics of the video, and this is used as the Condition value.

The Threshold value represents the significance value below which the chunks 
cannot be further dropped. This value is determined considering the importance of 
the video frames and the layers. Each layer and frame type pair is given a value from 
1 to 15, as seen in Table 1, with the default Threshold value being set to 5.

The Offset block contains OFF
i
 (22 bits), which was introduced in [20], and is 

utilised here for supporting video streaming applications. The details of the Offset 
structure is shown in Fig.  11, and presents the fields used for each chunk. The 
Offset field is divided into three subfields: NAL count, NAL number, and Frag-
mentationNo. The field NAL count (5 bits) shows how many NALs are within a 
packet, NAL number (12 bits) shows the current NAL number carried in a chunk, 

Fig. 10   Bits and bytes layout
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for complete or fragmented frames, and FragmentationNo (5 bits) indicates the 
fragmentation number that chunk represents, in case the frame is fragmented. As 
some frames might be fragmented into the more than one packet, due to their 
size, the Fragmentation number is used to combine fragments on the client side. 
As the NAL number is only 12 bits, the largest value it can hold is 4095, so the 
client is responsible for tracking if the value wraps. Similarly, the Fragmentati-
onNo is only 5 bits, with the largest value being 31. Again, the client has to track 
if wrapping occurs.

The Offset block also uses the following fields to keep information about layered 
video: CS

i
 (14 bits):  holds the size of the current chunk; SIG

i
 (4 bits):  holds the 

significance value of the chunk; OF
i
 (1 bit):  is set to 1 if the chunk is dropped; FF

i
 

(1 bit):  shows if the current fragment is the last one; and Vi (1 bit):  shows if the 
current NAL is VCL (video) or NONVCL.

The server is responsible for creating packets using the described packet layout, 
the network node needs to inspect the relevant fields during processing in order to 
execute the specified command, and finally the client needs to deconstruct the packet 
to extract the video.

4.4 � Packet Processing

During the transmission of the packets, chunks should be dropped if the total amount 
of data transferred in a specific time period exceeds the available bandwidth. When 
the node receives a BPP packet, the process decides whether it is suitable to send the 
packet onwards without modification by checking the size of the packet. The BPP 
aware video process calculates the number of bytes transferred within 1 s. If this 
calculated value exceeds the available bandwidth, then the network node starts the 
packet processing and evaluates against the current available bandwidth on the links.

The process checks each packet to determine which chunks can be removed from 
the packet. The rate at which chunks should be reduced is decided according to 
the available bandwidth measurements. Depending on this, the upper limit for the 
packet size is calculated. Chunks are then deleted by considering the significance 
values of the chunks, so that the packet size gets under the specific limit. Chunks 
whose significance values are lower than the threshold cannot deleted in any situ-
ation. The process proceeds to remove chunks until the packet size is reduced. The 
trimmed packet is forwarded onwards.

Fig. 11   Offset structure
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Using the packet structure and the processing techniques described, allows the 
BPP aware video process to directly provide in-network adaption of video streams. 
The evaluation of this is presented in the next section.

5 � Performance Evaluations

In this section we present an evaluation of sending an SVC video, using BPP, over 
links with different bandwidths, using the 4 different packing strategies that were 
described in Sect. 3. We present results showing comparative data with respect to 
using a UDP transport, which is utilized by RTP, and to using a TCP transport, 
which is utilized by HTTP, together with the observed QoE parameters, comparing 
those 4 packing strategies.

5.1 � Evaluation Setup

5.1.1 � Processing System

In order to execute the BPP packet processing, BPP enabled switches are required. 
In this study, BPP enabled switches are facilitated by a BPP-aware Virtual Network 
Function (VNF) built using the Very Lightweight Software-Driven Network and 
Services Platform (VLSP) platform [8, 9]. The network function receives the BPP 
packets and decides which updates/modification are needed, and the switches then 
forward the packets processed by the VNF. The general outline of this scheme is 
shown in Fig. 12.

VLSP is an open-source platform for creating and evaluating experimental 
deployments of heterogeneous softwarized network resources, with flexible and 
service-aware management facilities. Such unified environments as VLSP, have 

Fig. 12   System setup
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efficient and distributed management facilities that demonstrate scalability, reliabil-
ity, and adaptability to the dynamic conditions in terms of resource availability and 
changing service and infrastructure requirements. To assist with the deployment of 
VLSP systems, we developed a distributed facility for testing, evaluating, and exper-
imenting with the management of such environments. VLSP exhibits the following 
properties: (i) it provides a complete integrated management platform for Software 
Defined Infrastructure environments as a basis for experimentation; and (ii) it is dis-
tributed and scalable, across multiple hosts, adopting lightweight virtual entities, 
making it suitable for testing a wide-range of network functions and management 
features over diverse topologies.

In the system deployed here, in Fig. 12, the following sub-systems are utilized: 

1.	 one executing VLSP with a BPP-aware network function implementing the packet 
processing functionality described in the previous section;

2.	 one with a Virtual Network Manager Client which acts as a VLSP controller, 
sending commands to the VLSP manager;

3.	 a BPP sender, which implements the SVC video reader and builds BPP packets 
in the specified format;

4.	 a BPP receiver, which receives BPP packets, and reconstructs a valid video stream 
while handling any missing chunks.

Table 1   Significance values used for the experimental video

Layer Frame type T value SIG value

L0 I T0 1
L1 I T0 2
L2 I T0 3

L0 P T1 2
L1 P T1 7
L2 P T1 12

L0 P T2 3
L1 P T2 8
L2 P T2 13

L0 P T3 4
L1 P T3 9
L2 P T3 14

L0 P T4 5
L1 P T4 10
L2 P T4 15
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In order to evaluate the system performance, we stream video between a server and 
a client and measure several QoE metrics with different bandwidth settings. For 
this purpose we have selected the commonly used Foreman video,1 which has been 
encoded with one base layer and 2 enhancement layers. The bitrate of the base layer 
is 204 Kbps, the bitrate of base and the first enhancement layer is 488 Kbps, and 
the bitrate of the base and two enhancement layer is 1094 Kbps. The VLSP net-
work function implements the BPP Packet Wash function, and trims packets if the 
bandwidth is limited. In each experiment, the available bandwidth is passed to the 
network function as an argument.

In Table  1, information about the video layers and frame types used in these 
experiments is given. In the test scenarios, when considering the importance of 
the frame type and the layer, we set a significance value for each of them. A sig-
nificance value SIG, given in columns 4, 8 and 12 of the table, is placed by the 
server into the SIG

i
 field of a packet, shown in Fig. 11, for the ith chunk. As the I 

frames (with SIG 1, 2, and 3) and the base layer (L0) (with SIG 1–5) must always 
be received by the clients, in order to be able to play the video with continuity, the 
threshold value Threshold is set to 5. This allows the network function to trim 
chunks with a significance value above 5, if there is not enough bandwidth.

5.2 � Comparative Experiments with UDP and TCP

In order to observe the advantages provided by BPP, we conducted several experi-
ments with BPP, UDP and TCP in our previous work [6, 11]. In those experiments, 
UDP and TCP packets are filled with the maximum number of bytes that the packet 
can carry. The layers are put into the packets sequentially, with the base layer being 
put first. In order to provide a fair comparison, the Fully Packed packing strategy is 
used in BPP transmission, which is the most similar packing strategy to that used 
in UDP and TCP experiments. For the tests, the bandwidth was set to 0.5 Mbps, 
0.8 Mbps, and 1.5 Mbps, respectively. In addition to these fixed bandwidth values, 
2 other tests were implemented, by having varying bandwidth conditions, where 
the bandwidth available continuously increases (i.e ascending) or decreases (i.e. 
descending) over time.

The average received PSNR values were observed for the BPP, UDP and TCP 
tests. The PSNR of the original encoded video file is 44 dB, and for these tests the 
values are listed in Table 2. When the bandwidth is 1.5 Mbps, all the clients play 
the video with the highest possible quality, since with all the protocols no data loss 
occurs. When the bandwidth is highly limited, with the bandwidth equal to 0.5 
Mbps, UDP cannot provide consistent and good quality in all scenarios, and the 
PSNR value decreases down to 18 dB with the ascending bandwidth experiment. 
However, the clients using BPP can play the video with a PSNR value of 40 dB, 
which highlights that the quality of the received video is high.

1  Xiph.org Video Test Media collection https://​media.​xiph.​org/​video/​derf/.

https://media.xiph.org/video/derf/
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The video playout duration at the client side for the BPP, UDP, and TCP tests for 
each scenario, are given in Table 3. The BPP and TCP clients received 10 s of video, 
and these clients could play the whole video for all scenarios. A significant issue is 
that for most scenarios when UDP is used, the clients cannot play the video during 
the streaming session. Although, the original video duration is 10 s, the UDP client 
could only play the whole video for the scenario where the bandwidth is higher than 
the video bitrate, namely 1.5 Mbps. We observed that the UDP client for the ascend-
ing bandwidth received many packets, especially near to the end of the streaming 
session. However, in this scenario, the video playout duration is just 1.7 s. The rea-
son for this is that even though the client gets many layers, since the packets carry-
ing I frames are lost, the received layers cannot be played, due to missing dependen-
cies. Hence, we observe another drawback of using UDP, namely: even when the 
network transfers the packets, since those packet are not usable, the effective net-
work utilization is low.

The duration of outage metric highlights another performance indicator for net-
work video. The observed durations for all the tests are presented in Table 4. All 
clients started to play video after 600 ms to minimize the initial waiting time. Dur-
ing the streaming, BPP showed a significantly higher performance than other pro-
tocols. BPP has very low outage, for all scenarios, and even for the most limited 
bandwidth values, the video outage for BPP is extremely good—just 0.2 s. However, 
UDP has high outage, with the outage being 5470 ms (more than 5 sec) for the 0.5 
Mbps bandwidth. This is half the total duration of the video. Also, the TCP clients 
observed up to 14 s of outage duration, as can be seen from Table 4, which is longer 
than the duration of the video. Even when the bandwidth capacity is higher than the 
bitrate of the highest enhancement layer, TCP clients observed outage.

In order to see the performance of TCP combined with quality adaption, in the 
style of DASH, we did two extra tests. We streamed the video over TCP with just 

Table 2   Average PSNR values 
(in dB) Larger is better 

Bandwidth BPP UDP TCP

0.5 Mbps 40 29 44
0.8 Mbps 40 36 44
1.5 Mbps 44 44 44
Ascending 39 18 44
Descending 40 37 44

Table 3   Video playout on the 
client side (in s) 10 s is full 
video 

Bandwidth BPP UDP TCP

0.5 Mbps 10 2.4 10
0.8 Mbps 10 4.2 10
1.5 Mbps 10 10 10
Ascending 10 1.7 10
Descending 10 6.7 10
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a base layer, where bandwidth equals to 0.3 Mbps, and another test with a base and 
one enhancement layer, where bandwidth equals to 0.5 Mbps. The latency for these 
tests were 0 and 734 ms. Even with these highly idealized scenarios, where the 
server sends the video layers compatible with the bandwidth, we see that the TCP 
client observed latency.

5.3 � Observed QoE Parameters with Different Packing Strategies

In this set of experiments, the server constructs packets by using the 4 different 
packing strategies, from Sect. 3.2.1. The NALs are mapped to packets, and the pack-
ets that are constructed for each strategy carry the 3 layers of a frame, as shown in 
Fig. 7. As seen from the graphics and the tables in this figure, the number of packets 
and the size of each chunk differs for each of the strategies.

As described, some chunks of the layers sent by the server may not arrive at 
the client side to decode, as they can be washed by the network node during trans-
mission. Some other layer data arrives at the client, but these layers are not recon-
structed, as missing chunks for those layers mean that the layers are not com-
plete and are invalid. Such layers are cleaned when doing to the layer dependency 
analysis. Successfully reconstructed layers are passed on, and the valid received 
frames sent to the decoder.

In these experiments, the available bandwidth is set to to 0.5 Mbps, 0.8 Mbps, 
and 1.2 Mbps, respectively. We set the initial buffering time to 1 s where the 
available bandwidth is 0.5 Mbps, and to 500 ms, where the available bandwidth 
values are 0.8 and 1.2 Mbps. In Fig. 13, the graph shows the bytes transmitted 
for each layer by the server in all experiments. In the following figures, Figs. 14, 
15, and 16, the bytes received by the clients for each of the packing strategies 
are given for the 3 different bandwidth values. When the bandwidth value equals 
to 1.2, in Fig. 14, we see that the bytes received by each strategy is very similar 
to the bytes sent by the sender due to there being sufficient underlying network 
capacity. The received number of bytes changes dramatically especially for the 
highest enhancement layers for the bandwidth values 0.8 and 0.5 as seen from the 
graphs given in Figs. 15 and 16. This highlights the Packet Wash process, com-
bined with the significance value, in action. We see that all the base layer (L0) 
bytes and most of the first enhancement layer (L1) bytes are received by the cli-
ents for each packing strategy is different. The bytes that are received in the first 

Table 4   Duration of outages (in 
ms) Smaller is better 

Bandwidth BPP UDP TCP

0.5 Mbps 173 5470 14, 396
0.8 Mbps 205 2634 5697
1.5 Mbps 0 0 584
Ascending 0 916 2554
Descending 0 920 4691
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and last seconds of the experiments might differ because the distribution of the 
mapping NALs to BPP packets used by each strategy.

Analysis of these results and the graphs highlights that BPP was successful in 
delivering video streams, and no re-transmission mechanism is needed in these 
experiments, since all the base layer (L0) packets are received by the clients with-
out any dropped packets. We observe low loss and low latency.

Various QoE values can be calculated on the client side which show more 
behavioural detail. Although there are small differences observable in the num-
ber of received bytes from the highest enhancement layer given in the graphs 
(Figs.  14, 15, and 16), these only present a partial picture. We have calculated 
QoE values for the same experimental runs, and these are listed for each packing 
strategy, in Tables 5, 6, and 7 for different bandwidth values. They show the Peak 
Signal to Noise Ratio values (PSNR); the duration of outages (the total amount 
of time the client has no video data to play); and the number of quality changes 
(the number of times the highest quality seen in a frame changes, e.g L1 → L2 or 
L2 → L1 is one quality change).

If the bandwidth is highly limited, i.e. when it equals 0.5 Mbps, all the packing 
strategies have similar PSNR values. However, the differences in PSNR becomes 
observable as the bandwidth values increase. As mentioned in Sect.  3.2.1, if the 
bandwidth is limited, the Fully Packed and In Order strategies may provide smaller 
duration of pauses, since layer 0 packets are sent first. As seen from Table 4, the 
clients did not observe any video stalls with the Fully Packet strategy not only with 
limited bandwidth conditions, but also with better conditions. However, the client 
experienced severe video stalls with the In Order strategy. These results show that 
even if the most important layers are transferred to the clients at first, the flexibility 
of in-network adoption plays an important role for the duration of pauses.

If the bandwidth is slightly higher than the highest bitrate, i.e., when it equals 1.2 
Mbps, Even Split strategy outperforms the other strategies in terms of both PSNR 
and the number of quality changes, with a penalty of limited duration of outages. 
With this bandwidth, the network node rarely needs to remove chunks, removing 
only a small part of the packet, if this is necessary. The best packing strategy that 
suits this condition is Even Split because the smallest layer 2 chunks are carried 
within the packets that are constructed using this strategy.

The minimum number of quality changes is always obtained with Even Split 
strategy in all experiments. This observation shows that if there is at least one chunk 
that is removable in the packets, then the BPP-enabled network node might remove 

Table 5   QoE results for 0.5 
Mbps

PSNR (dB) Duration of out-
ages (ms)

Quality 
changes

Even split 38.54 927 28
Dynamic 37.13 33 50
In order 37 375 64
Fully packed 36.6 0 52
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the chunks belonging the same layer in consistent manner. Dynamic strategy also 
has lower number of quality changes compared to other strategies since it is another 
strategy whose packets have removable chunks.

These experiments have shown that BPP provides both reliable and low latency 
communication while sending scalable video, because it enables in-network quality 
adaption with respect to the available bandwidth. By having the bandwidth utili-
zation managed carefully, we also observe low loss of whole packets. The quality 
results for the received video are also demonstrably high. We call BPP a partially 
reliable protocol as it provides a way to make some parts of the payload reliable, 
and others to be removed in the network.

Table 6   QoE results for 1.2 
Mbps

PSNR (dB) Duration of out-
ages (ms)

Quality 
changes

Even split 36.6 878 45
Dynamic 36.6 1169 48
In order 36.4 0 78
Fully packed 36.57 0 48

Table 7   QoE results for 0.8 
Mbps

PSNR (dB) Duration of out-
ages (ms)

Quality 
changes

Even split 36.6 147 43
Dynamic 36.6 0 45
In order 36.44 2003 78
Fully packed 36.6 0 43

Fig. 13   Transmitted video data—per layer. Time (s) vs volume (bytes)
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Fig. 14   Received video data. Bandwidth: 1.2 Mb time (s) vs volume (bytes)

Fig. 15   Received video data. Bandwidth: 0.8 Mbps. Time (s) vs volume (bytes)



1 3

Journal of Network and Systems Management (2023) 31:29	 Page 27 of 31  29

6 � Conclusions

In this paper, we have presented an approach for sending H264 SVC video using BPP 
which has proven to be an effective way to enhance the performance of video stream-
ing applications, while obtaining continuous delivery, maintaining guaranteed quality, 
and providing low latency at the receiver. The unique feature of the Packet Wash fea-
ture of BPP is that it enables the adaption of the packet size during transmission, and 
allows the implementation of in-network quality adaption for video streaming systems.

We have successfully implemented a working layered video transmission 
mechanism utilizing the BPP packet structure. We have achieved video delivery 
with low latency while using the BPP Packet Wash mechanism, which we built 
to remove chunks from the packets as they passed through the network in order 
to reduce the volume of traffic. This is unlike UDP or TCP, which has to drop 
whole packets in the face of limited bandwidth. The transmission of this SVC 
video requires application specific information to be carried in the BPP packets 
so that the decision as to which chunks should be deleted, and in which order, 
can be made by considering the bandwidth and the received quality. It shows the 
advantages provided by a new transport layer protocol which has new features.

It became clear from our work that using a protocol like BPP and layered video 
streams are complementary. BPP, which supports Packet Wash, can cut chunks from 
the layered video packets in a far more refined and adaptable way than just drop-
ping whole packets as UDP and TCP do, thus it improves the QoE at the receiver. 

Fig. 16   Received video data. Bandwidth: 0.5 Mbps. Time (s) vs volume (bytes)
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Furthermore, the use of SDN or Network Function Virtualization (NFV), rather than 
having special router upgrades, gave a level of flexibility to the solution which is 
necessary for in-network video processing. For the best results, the use of domain 
specific information plus a level of flexible processing is required, which is not avail-
able in a router. In particular, Table  1 which has the characteristics of the video 
streams is used when processing chunks, such that if the network node deletes layer 
L1, then it also needs to delete layer L2. Routers cannot do this process.

In video streaming applications, a frame can also be considered as nominally 
lost and will be disregarded if it arrives late to the client, that is at a time later 
than the frame playout time. The results we have presented show that BPP pro-
vides the client with suitable video layers showing low outage at the available 
bandwidth. One of the important observations, over all the tests, is that all the 
frames arrived to the client at the appropriate time, so that none of the frames 
had to be disregarded. If traditional transmission is used, some frames will be lost 
whereas some others might arrive to the client much later than its deadline. This 
shows us that BPP is beneficial for the timing requirements of the frames, and 
that the approach used ensured the video packets are successfully transferred.

We presented the mechanisms and techniques utilized to take multi-layer SVC 
H264 video, and created suitable packing strategies and a packet structure ame-
nable with BPP. We have shown that different packing strategies have a differ-
ent effect on QoE, for the same available bandwidth. When the bandwidth values 
change, this effect changes, and we have determined that different packing strate-
gies might be more advantageous than the others for these different bandwidth 
values. The QoE parameters observed for different packing strategies might help 
engineers design a video streaming system in which the server selects the packing 
strategy by considering the available bandwidth conditions.

The results also show that it is possible to provide even more improvement of the 
network resource utilization for such a system. Since SVC layers are dependent on each 
other, if an enhancement layer of a frame is removed by BPP during transmission, then 
it is not necessary to transmit upper enhancement layers of that frame. Also, some lay-
ers of some frames need to be divided into more than one packet due to their huge size, 
or the chunk arrangement within the packets. If a chunk of a layer is removed, then the 
remaining chunks of that layer should also be removed, as well as all the chunks of 
the upper layers of that frame. However, keeping track of the deleted chunks and layer 
inter-dependencies requires an additional mechanism, since it would not be reasonable 
to make BPP-enabled switches stateful. SDN is a good alternative which can be used as 
this additional mechanism. This is open to further investigation. We can implement an 
algorithm, which will run on an SDN controlled in-network compute server, to deter-
mine the chunks to be removed, not only by considering their significance values, also 
by considering the previous deletions and dependencies between the chunks and layers.

The observed effects of the packing strategies are initial results, and this acts 
as a foundation for further enhancements. In future work, we plan to dynamically 
change the network conditions, to evaluate the different packing strategies and their 
tradeoffs, by considering which one works best as the bandwidth varies dynami-
cally over time. We plan to enhance the server, so it will get network related infor-
mation from the client feedback, creating a video streaming system in which the 
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server automatically selects the packing strategy based on the available bandwidth 
conditions. Also, enhancing the network function to know which packing strategy 
is used is planned, so it can wash away chunks in a way that is more effective for 
the video. We also plan further evaluations, to calculate the VMAF metric for the 
videos received using BPP, and to compare BPP based video streaming with HAS. 
Another aspect is to investigate the use of RTP content carried inside BPP chunks, 
to determine if these are complementary. As BPP and video streaming work well 
together, we believe the mechanisms presented here will be suitable for other low 
latency, high bandwidth domains such as online gaming, Augmented Reality (AR), 
and Virtual Reality (VR).

7 � Open Source

For reproducibility we have provided instructions and the software.
The software for processing the H264 streams, the sender and the client, are here: 

https://​github.​com/​stuar​tclay​man/​h264_​over_​bpp.
The VLSP Virtual Infrastructure environment is available here:
https://​github.​com/​stuar​tclay​man/​VLSP.
The instructions plus the video utilized for the experiments, can be found here: 

https://​github.​com/​stuar​tclay​man/​h264_​over_​bpp_​via_​vlsp.
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