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Abstract— Tele-echography has emerged as a promising and
effective solution, leveraging the expertise of sonographers and
the autonomy of robots to perform ultrasound scanning for
patients residing in remote areas, without the need for in-person
visits by the sonographer. Designing effective and natural
human-robot interfaces for tele-echography remains challenging,
with patient safety being a critical concern. In this article,
we develop a teleoperation system for robot-assisted sonography
with two different interfaces, a haptic device-based interface and
a low-cost 3D Mouse-based interface, which can achieve contin-
uous and intuitive telemanipulation by a leader device with a
small workspace. To achieve compliant interaction with patients,
we design impedance controllers in Cartesian space to track
the desired position and orientation for these two teleoperation
interfaces. We also propose comprehensive evaluation metrics
of robot-assisted sonography, including subjective and objective
evaluation, to evaluate tele-echography interfaces and control
performance. We evaluate the ergonomic performance based
on the estimated muscle fatigue and the acquired ultrasound
image quality. We conduct user studies based on the NASA Task
Load Index to evaluate the performance of these two human-
robot interfaces. The tracking performance and the quantitative
comparison of these two teleoperation interfaces are conducted
by the Franka Emika Panda robot. The results and findings
provide guidance on human-robot collaboration design and
implementation for robot-assisted sonography.

Note to Practitioners—Robot-assisted sonography has demon-
strated efficacy in medical diagnosis during clinical trials. How-
ever, deploying fully autonomous robots for ultrasound scanning
remains challenging due to various constraints in practice, such
as patient safety, dynamic tasks, and environmental uncertain-
ties. Semi-autonomous or teleoperation-based robot sonography
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represents a promising approach for practical deployment. Previ-
ous work has produced various expensive teleoperation interfaces
but lacks user studies to guide teleoperation interface selection.
In this article, we present two typical teleoperation interfaces
and implement a continuous and intuitive teleoperation control
system. We also propose a comprehensive evaluation metric for
assessing their performance. Our findings show that the haptic
device outperforms the 3D Mouse, based on operators’ feedback
and acquired image quality. However, the haptic device requires
more learning time and effort in the training stage. Furthermore,
the developed teleoperation system offers a solution for shared
control and human-robot skill transfer. Our results provide
valuable guidance for designing and implementing human-robot
interfaces for robot-assisted sonography in practice.

Index Terms— Robot-assisted sonography, continuous and
intuitive teleoperation, teleoperation control, human–robot col-
laboration, human–robot interface.

I. INTRODUCTION

SONOGRAPHY, also known as ultrasound scanning, is a
widely available tool for screening and assessing a variety

of pathologies without the use of ionizing radiation. Sonog-
raphy is often the first line of investigation for assessing
solid organs of the abdomen, vessels with blood flow such
as the aorta and deep veins of the distal limbs, and small
soft tissue structures [1]. With the recent development of
collaborative robots, robot-assisted ultrasound scanning has
gained significant attention from both the robotics and medical
examination communities [2]. This has led to the development
of robot-assisted tele-echography systems, which are designed
to assist medical experts in acquiring high-quality ultrasound
images [3], [4], [5]. There are a number of research works on
robot-assisted sonography [6], [7], [8], [9]. In [10], an adap-
tive ultrasound scanning system was developed for imaging
the human spine. In [11], a hierarchical control structure,
including force control and orientation control, was devel-
oped for teleoperation-based ultrasound scanning. The latest
review paper summarised the progress of robotic sonography
[12], [13]. Fully autonomous ultrasound scanning by robots
is challenging to deploy in practice due to uncertain tasks,
patient safety, and the need for dexterous manipulation, such
as orientation, motion, and force regulation. Tele-echography
has emerged as a promising and effective solution, combining
sonographers’ expertise with robots’ autonomy to perform
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ultrasound scanning for patients residing in remote areas.
This approach eliminates the need for in-person visits by
the sonographer, enabling high-quality medical care to be
delivered remotely.

Teleoperation is a well-established research area that has
been the subject of numerous theoretical and experimental
studies since the 1950s [14]. This approach has proven partic-
ularly effective in controlling robotic manipulators performing
complex tasks that require dexterous manipulation and high-
level intelligence. For example, the authors propose a novel
tele-manipulation scheme that enables both the individual
and combined control of any number of robotic arms [14].
The combination of human intelligence and experience with
robot autonomy makes teleoperation an effective approach for
performing a variety of dexterous tasks, including medical
examination and robot-assisted healthcare, etc. However, most
of the work focuses on tracking control, communication delay
and data loss, transparency and stability of the teleoperation
system. Human-robot interaction and collaboration through
teleoperation, such as robot-assisted telediagnostics and tele-
medicine, have attained increasing attention, and a number of
research efforts related to these topics have been investigated,
especially since the COVID-19 pandemic [9], [15]. For exam-
ple, a range of human-robot collaboration interfaces through
teleoperation1 and shared control frameworks are developed
to achieve human-robot collaboration tasks. Because human-
robot collaboration provides an effective approach to combin-
ing human intelligence and the autonomy of robots, it could
improve the safety and efficiency of the robot performing
dexterous manipulation tasks. In addition, the intuitive and
natural human-robot interface is vital for robot skill learning,
such as learning from human demonstration [16], human-in-
the-loop robot skill learning, and interactive learning [15] etc.
More recently, brain-inspired or human-inspired methods have
been proposed to design intelligent robotic systems from the
behaviour and neural-inspired aspect [17], [18]. Multiobjective
optimization and advanced control algorithms are investigated
to improve the control performance of the precise assembly
[19], [20], [21], [22]. However, developing an intuitive and
immersive human-robot interface with multimodal feedback
for human-robot interaction and collaboration is still essential
and challenging.

So far, a number of teleoperation interfaces have been devel-
oped [24], as shown in Fig.1. A detailed comparison of various
teleoperation interfaces is presented in Table I. The intuitive
and natural interface is significantly essential for human-robot
interaction and even human-robot skill transfer, especially for
dexterous manipulation tasks, such as medical examination [3].
These days multimodal feedback-based teleoperation systems
are studied, e.g., visual feedback, haptic feedback and audio
feedback, to help human operators sense remote scenarios.
However, various teleoperation interfaces make it difficult for
system designers to select a suitable teleoperation interface
for their tasks. Although the [29] studies the quantitative
physical ergonomics assessment for teleoperation interface, the

1Human-robot interaction and collaboration interface refer to human-robot
collaboration through teleoperation in this article.

Fig. 1. Two typical teleoperation interfaces for robot-assisted tele-sonogra-
phy. (a) is a probe-like teleoperation device without haptic feedback. (b) is a
customised teleoperation interface with haptic feedback.

Fig. 2. The teleoperation system structure.

task is an assembly task that is different from the ultrasound
scanning. There is a research gap in comprehensive metrics
for robot-assisted medical examination.

The teleoperation interface is significantly important for
human-robot interaction and human-robot skill transfer [30].
Multimodal feedback, e.g., visual feedback, haptic feedback
and audio feedback, may help human operators improve
scenario awareness. In this work, one of the contributions is
the user study for tele-sonography interface, and the results
can be used to guide the design of teleoperation interfaces
for medical examination. The conclusion and finding can also
be employed in the human-robot skill transfer and learning
from human demonstration or interaction, and human-in-the-
loop mechanism. The main contributions of this paper can be
summarized as follows:

• We develop a teleoperation system for robot-assisted
sonography with two different interfaces, a haptic device-
based interface and a low-cost 3D Mouse-based interface,
which can achieve continuous and intuitive telemanip-
ulation by a leader device with a small workspace,
compared with [23], [24], and [28]. We evaluate these
two teleoperation interfaces, and guidance on designing
teleoperation interface for tele-sonography is provided.

• We also propose comprehensive evaluation metrics
of robot-assisted sonography, including subjective and
objective evaluation, to evaluate tele-echography inter-
faces and control performance. We study the ergonomic
performance based on the estimated muscle fatigue and
compare the quality of the acquired ultrasound images.
To evaluate the proposed method, we conducted user
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TABLE I
COMPARISON OF DIFFERENT TELEOPERATION INTERFACES

studies involving six participants using the robot-assisted
sonography standard Phantom.

The remaining of the paper is as follows: Section II presents
the related work, including ultrasound image quality and
ergonomic assessment of the teleoperation interface. The pre-
liminary knowledge and methods are presented in Section III.
In IV, we present the design and evaluation metrics of the
teleoperation system. The design of the experiment and the
results and performance analysis are presented in Section V.
Finally, conclusions and future work are given in Section VI.

II. RELATED WORK

A. Teleoperation-Based Robot-Assisted Sonography

The teleoperation system of robot-assisted sonography has
been studied for more than twenty years. For example, in ear-
lier times, the teleoperation system for remote ultrasound
scanning has been studied in [31]. In [32], the teleoperation
system with haptic feedback was developed for the steerable
flexible needles based on the ultrasound image.

Recently, some advanced teleoperation with multiple-modal
interface has been studied. In [23], an Augmented reality
(AR) teleoperation interface was developed to reduce the time
delay in ultrasound scanning. In [33], a multimodal feedback
teleoperation system was developed to provide sonographers
with a better experience by designing a virtual ultrasound
probe on the human side. In addition, some novel control
schemes were investigated to improve the teleoperation control
system. In our previous work [34], a shared control method
was investigated to improve control performance and reduce
the workload of human operators for ultrasound scanning.

The robot-assisted teleoperation has been an effective solu-
tion method to attain ultrasound images. For example, in [35],
a tele-controlled ultrasound scanning system was developed to
achieve three-dimensional imaging. The robot-assisted ultra-
sound scanning system was developed to attain the ultrasound
images of human spines [36], [37].

B. Ultrasound Image Quality

One of important metrics is the ultrasound image quality.
To evaluate the ultrasound image quality, a common method
is scoring the image quality by sonographers. However, this
method is time-consuming and expensive, especially for a
large number of ultrasound images. Some automatic image
quality assessment methods are investigated in the past few

years. The confidence map (CM) is used to evaluate the image
quality, and the CM can also be used to adjust the probe
to the middle of the window [9]. For example, the authors
proposed the visual servoing method based on the ultrasound
confidence map to optimise the ultrasound image quality [9].
Recently, Jiang et al. developed a vision-based ultrasound
system to precisely reposition the robotic ultrasound arm, and
a confidence-based optimisation algorithm was investigated
to avoid the gap between the probe and contact surface [7].
In addition, the confidence map technique also was used to
optimise the orientation of the ultrasound probe to automatic
normal positioning [6].

C. Ergonomics Assessment of Teleoperation Interface

Physiological changes can affect the electrical activity of
the muscle [38]. Surface Electromyography (sEMG) involves a
weighted summation of motor unit action potentials propagat-
ing along muscle fibres, making it a useful tool for identifying
and detecting muscular fatigue. This non-invasive method of
fatigue assessment is an alternative to other methods such as
lactate concentration in blood.

Increases in signal amplitude have been observed when
detecting muscular fatigue through sEMG, as the body tries
to maintain the required level of force. Fatigue has also been
strongly linked to changes in the power spectral density (PSD)
of sEMG. During maximal contractions, PSD shifts towards
lower frequencies, which is generally attributed to a decrease
in muscle fiber conduction velocity. Additionally, changes in
the number and synchronization of the recruited motor units
and the activation of new ones can also play a role in this
shift.

III. PRELIMINARIES

A. Redundant Manipulator Dynamics in Cartesian Space

The dynamics of the general serial manipulator robot in
joint space can be modelled as,

M(q)q̈ + C(q, q̇)q̇ + G(q) + τ f (q̇) + τic + du = τc + τext

(1)

where the M(q) is the inertia matrix, the C(q, q̇) is the
Coriolis term and G(q) represents gravitational force. τic is
the friction torque, τ f (q̇) is friction torque du is the unmodel
and uncertainty; τc is the control torque. q, q̇ and q̈ represent
the joint position, velocity and acceleration respectively.
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Property 1: Matrix M(q) is symmetric and positive definite.
Property 2: Matrix Ṁ(q) − 2C(q, q̇) is a skew-symmetric

matrix.
The relationship between the joint torque and the wrench

can be described as,

τext = J T (q) fe (2)

where J (q) is the Jacobian matrix, and fe is the interaction
force with the environment.

The leader device and the follower robot usually have
different configurations in the teleoperation system. The robot
controller designed in the Cartesian space will benefit tele-
operation control and telepresence, by ignoring the different
configurations of both the leader device and the following
robot. In addition, the controller designed in the Cartesian
space will also benefit the generalisation across different
platforms with various configurations. Therefore, we derive
the controller in the Cartesian space. Based on the kinematic
equation of the manipulator, we describe the position, velocity
and acceleration of the end-effector as,

x(t) = f (q) (3)

ẋ(t) = J (q)q̇ (4)

ẍ = J̇ (q)q̇ + J (q)q̈ (5)

where the ẋ and ẍ are the velocity and acceleration of the
robot end-effector in Cartesian space. J̇ (q) is the derivate of
the Jacobian matrix.

Considering the Eqs. (1)-(5), we can attain the robot dynam-
ics in Cartesian space,

3p(q)ẍ + B(q, q̇)ẋ + G p(q) + T f + Du = Tc + Fe (6)

where 3p(q) is the inertia matrix, B(q, q̇) is the Coriolis term,
G p(q) is the gravity term in Cartesian space; T f is the friction
term and Du is the modelling uncertainty.

G p(q) = J̄ T (q)G(q) (7)

3p(q) = (J (q)M−1(q)J T (q))−1 (8)

B(q, q̇) = J̄ (q)T (C(q, q̇) − M(q) J̄ (q) J̇ (q)) J̄ (q) (9)

J̄ (q) is the dynamically consistent inverse of J (q), which can
be calculated as [11],

J̄ = M−1(q)J T
p (q)3p(q) (10)

T f = J̄ T (q)τ f (11)

Tc = J̄ T (q)τc (12)

We design the Tc,

Tc = 3p(q)ẍ + B(q, q̇)ẋ + G p(q) + T f + Du (13)

where Tc is used to compensate for the dynamic force of the
robot manipulator and track the desired pose.

Remark 1: Both T f and Du are relatively small, thus they
are neglected in practice. To improve the control accuracy,
neural network control techniques can be used to tackle the
above torques.

B. Null-Space Control of Redundant Robot Manipulator

For the redundant manipulator, the null space can be used to
achieve other purposes, such as obstacle avoidance, singularity
avoidance, and orientation constraints, etc.

τcs = H T
p (q)τns (14)

where τcs ∈ Rn is the control torque for the second tasks,
and H T

p (q) represents the null space projector. Because the
τcs only works in the null space, this control torque will not
interface with the main control torque τc in Eq.(12). The τns

can be used for obstacle avoidance etc.

H T
p (q) = [I − J̄ (q)J (q)]T (15)

J̄ (q) is the dynamically consistent inverse of J (q) in Eq.(10).
Remark 2: While the null space has various potential appli-

cations, we focus solely on optimising the joint angle near the
middle of the working range to prevent any singularity issues
during orientation tracking.

C. Compliant Interaction Control

The impedance control provides a way to achieve natural
and compliant interactions between robots and their environ-
ment, which can be useful in a wide range of applications.
The impedance control of 1-D model in Cartesian space can
be represented as,

mi ëi + di ėi + ki ei = fi (16)

where the subscript i denote the ith dimension, mi , di and
ki are the desired inertia, damping and stiffness, fi is the
interaction force. The impedance model is a mass-damping-
spring system, which describes the relationship between the
tracking errors and the contact force. To track the desired
pose, we need to implement the translation impedance model
and the orientation impedance model. The Eq.(16) directly
describes the translation impedance model, however, the orien-
tation tracking is complicated due to different representations.
We adopt the quaternion-based orientation control for the
teleoperation control, which is provided by the Franka Control
Interface (FCI).

IV. DESIGN AND EVALUATION METRICS OF
TELEOPERATION SYSTEM

The developed system includes two teleoperation interfaces,
a 3D mouse and a haptic device, as shown in 2. Ultrasound
image feedback and RGB image feedback have been devel-
oped for the human operator. The human operator teleoperated
the Franka robot arm, which was equipped with an ultrasound
probe to scan on the ultrasound Phantom to acquire clear
ultrasound images. Human operators will exert force fh on
the teleoperation interfaces. The contact force will be pro-
vided to the human operator by haptic feedback or monitor
display.
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A. Bilateral Teleoperation Control Design

In the bilateral teleoperation, the dynamics of the leader
robot and follower robot in Cartesian space are given,

ML(qL)ẍ L + CL(qL , q̇ L)ẋ L + GL(qL) = uL + fh (17)

MF (qF )ẍ F + CF (qF , q̇ F )ẋ F + G F (qF ) = uF + fe (18)

where ML(qL) and MF (qF ) are the inertia matrix, CL(qL , q̇ L)

and CF (qF , q̇ F ) are the Coriolis and centrifugal terms, and
GL(qL) and G F (qF ) represent the gravity of the leader and
follower robots2 respectively. uL and fh are the control input
and operator force for the leader robot. qL and q̇ L are the
joint position and velocity of leader robot. The ẋ L and ẍ L are
the velocity and acceleration of the leader robot in Cartesian
space. uF and fe are the control input and interaction force
of the follower robot. qF and q̇ F are the joint position and
velocity of the follower robot, the ẋ F and ẍ F represent the
velocity and acceleration of the follower robot in Cartesian
space.

Impedance control models the relationship between the
robot and the environment as a mass-spring-damper system.
We designed the impedance controller in Cartesian space for
the follower robot,

uF = KF (xL − xF ) − DF ẋ F (19)

where uF is the control command of follower robot, KF is
the stiffness matrix, the DF represents the damping matrix.
xL and xF are the positions of the leader and follower robots,
respectively.

The force feedback is designed to reflect the interaction
force between the follower robot and its environment. The
force feedback for the leader robot is designed as follows,

uL = −KL fe − DL ẋ L (20)

where uL is the control input of the leader robot, DL is
the damping matrix. fe is the interaction force between the
follower robot and environment, KL is the scaling parameter.
To reflect the contact force on the haptic device side, we design
the following controller,

fm = −KL fe (21)

where KL is the scaling parameter to transform the contact
force on the end-effector side to the haptic side. The maximum
force feedback for the haptic device is usually small. For
example, the maximum force of Touch X is 5N; therefore,
we use the Eq.(21) to scale down the real contact force.

Remark 3: For the bilateral teleoperation by Touch X,
as shown in Fig.3, force feedback is provided for the operator
by Touch X, while the 3D mouse lacks force feedback. This
difference in control systems is due to the presence or absence
of force feedback. The control structure of the 3D mouse-
based teleoperation system is shown in Fig. 5, in which a
visual display, a monitor, reflexes the contact force.

2Note the leader robot refers to the teleoperation device, Touch X, and the
follower robot refers to the Franka robot manipulator.

Fig. 3. The bilateral teleoperation control structure by haptic device, Touch X.
The leader controller, Eq.(21) reflects the interaction force between the robot
and the human body fe to the handle of the haptic device fm .

Fig. 4. The coordinate systems of two teleoperation interfaces.

Fig. 5. The teleoperation control structure utilizes a 3D mouse, with a visual
display employed to visualize the contact force ( fe) on the monitor.

B. The Coordinate Frames of the Teleoperation System

There are several coordinate systems in the robot-assisted
ultrasound scanning system. We defined the coordinates used
in this work: probe contact frame FC , probe frame FP , force
sensor frame FT , end-effector frame FE , robot base frame FB ,
touch tip frame FT T and touch base frame FT B , as shown in
Fig. 4. Touch X was used as the leader device. A teleoperation
control mapping algorithm was developed to map the relative
pose between the Touch tip frame FT T and the Touch base
frame FT B to the relative pose between robot base frame FB

and the end-effector frame FE , in our previous work [34].
In this paper, εTϖ ∈ SE(3) represents a homogeneous

transformation matrix, ε Rϖ ∈ SO(3) represents a rota-
tion matrix, and ε Pϖ ∈ R3 represents a translation vector.
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Fig. 6. (a) Ultrasound image. (b) Confidence map, adapted from [39]. Black
block in the red circle, induced by an inappropriate orientation contact between
the ultrasound probe and the Phantom.

ε represents the reference frame and ϖ denotes the goal frame.
The pose of contact point between the probe and the Phantom
can be described in robot base frame as,

B TC =
B TE

E TC (22)

where B TE is the transformation matrix from the robot base
frame FB to the end-effector FE , and E TC is the transfor-
matation matrix from the end-effector frame FE to the contact
frame FC . Before task execution, the transformation matrix
used to obtain the relative pose between the end-effector and
the probe’s contact point is calibrated utilizing the dimensions
of the fixture, which is used to fix the probe in the end-effector.
The fixture is 3d printed, and the size and dimensions are
known. Due to the contact force measured in the force sensor
frame, we need to attain the force/ torque in the contact frame.
Thus, we derive the transformation matrix from the contact
frame to the force sensor frame,

C TT =
C TE

E TT (23)

where C TT is the transformation matrix from the probe contact
frame FC to the force sensor frame FT , and E TT is the
transformatation matrix from the end-effector frame FE to the
force sensor frame FT .

C. Ultrasound Image Quality Metrics

1) Confidence Map (CM): Ultrasound image quality
is an important metric in assessing the effectiveness of
teleoperation-based human-robot interfaces. However, the
commonly used method of manual scoring by sonographers is
time-consuming and expensive, particularly when dealing with
a large number of images. The variation in ultrasound image
quality is due to the effects of acoustic attenuation, absorption,
and diffraction when ultrasound waves travel through biolog-
ical tissues, leading to artefacts and shadows in the resulting
images, as shown in Fig. 6.

Due to the specific process of ultrasound image (US)
formation, the resulting images are not uniform in terms of
quality. More precisely, ultrasound waves undergo acoustic
attenuation, absorption and diffraction when traveling through
biological tissues, as shown in Fig.6. The variation of image
quality can be particularly important when an abrupt change in
acoustic impedance occurs on the path of the wave [9]. A com-
monly observed artifact is shadowing, which corresponds to
an important diminution of the amplitude of the ultrasound

wave due to the presence of a strong attenuator. For the CM,
we define the confidence map [9],

C : � → [0, 1] (24)

where for a pixel p ∈ �, C(p) is a measure of the confidence
in the image intensity I (p).

Several automatic methods have been developed for assess-
ing the quality of images [9]. One such method is the use
of CM to evaluate image quality, and adjust the positioning
of probes accordingly [39]. For instance, Chatelain et al.
proposed a visual servoing technique that utilizes ultrasound
CMs to optimize image quality [9]. More recently, Jiang et al.
developed a vision-based ultrasound system that employs a
confidence-based optimization algorithm to precisely reposi-
tion robotic ultrasound arms and avoid gaps between the probe
and contact surface [7]. The confidence map approach has also
been utilized to optimize the orientation of ultrasound probes
for automatic normal positioning [6].

In this work, we require the ultrasound feature to lay in the
centre of the image, one of the metric is the deviation angle
between the centre of the feature and the centre of the image,
as shown in Fig. 6.

2) Noisy: As previously noted, ultrasound (US) images are
often plagued by high levels of noise stemming from the
imaging process. However, this noise feature can be harnessed
to assess the quality of US images. Specifically, the noise
level in US images can be estimated by computing the mean
and standard deviation of the difference between the original
image and a filtered version of the same image. In our study,
we employed the Wiener filter to eliminate noise from US
images and calculate the corresponding noise feature [40],

µ =

∑
px ∈η

∑
py∈η Ix (px , py)

P × Q
(25)

where Ix (x, y) is the pixel intensity in pixel (x, y). µ is the
average of pixel intensity in the US images, and σ represents
the variance. P × Q represents the neighbour area around each
pixel η.

σ 2
=

∑
px ∈η

∑
py∈η Ix (px , py)

2

P × Q
− µ2 (26)

where Ix (px , py) is the pixel intensity. To improve the quality
of the US, using the Wiener filter to remove the noise,

Ik, f (px , py) = µ +
σ 2

− v2

σ 2 (Ik(px , py) − µ) (27)

In = Ik − Ik, f (28)

fn = Ī n + σn (29)

where fn is the noise feature, Ī n denotes the average noise
and σn is the standard deviation.

D. Human Muscle Fatigue Metrics

Several Electromyography (EMG)-based teleoperation inter-
faces were presented [41], [42]. And the EMG could also
be used to describe the stiffness of muscle, and the stiffness
estimation was employed to variable stiffness controller of
robot [43], [44]. The myoelectric activations of eight muscle
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groups of the human hand and forearm were recorded using
double differential electrodes. Various sEMG signal processing
approaches were studied to evaluate the local muscle fatigue
[38]. In this work, muscle fatigue refers to local muscle
fatigue. On the other hand, Electromyography (EMG) signal
has been used to estimate the fatigue of human arm [45].
The EMG arm band has eight channels to record the muscle
contraction. Comparing the EMG signal for two different
states of arm, when the arm is in the relaxing state, and the
eight EMG signal is stable and low. The other one is the
contact state, the eight EMG signal is high.

We utilise Median Frequency (MDF) and Root Mean-
Square (RMS) to quantify the fatigue effects on frequency and
amplitude, respectively. Firstly, the Amplitude analysis where
RMS was used as a parameter for the temporal and amplitude
changes in sEMG because of fatigue. Secondly, the spectral
analysis where the fatigue parameter was MDF to detect the
frequencies shift and spectral changes.

1) Time Domain Analysis: In this work, we adopt the
time domain method [38] to calculate the volume of eight
sEMG signal. Modulation of the amplitude due to muscular
effort and/or fatigue represents the dominant change of sEMG
signal in the time domain. First continuous EMG amplitude
estimators consisted of full-wave rectifier followed by a resis-
torâcapacitor low-pass filter. In modern digital systems two
indicators of sEMG amplitude are used: mean absolute value
(MAV), also called average rectified value (ARV), and root-
mean-square (RMS) value. They are defined by following
equations,

M AV =
1
N

N∑
i=1

|xi | (30)

RM S =

√√√√ 1
N

N∑
i=1

x2
i (31)

where xi is the ith sample of a signal and N is the number of
samples in the epoch.

2) Spectral Analysis: Similar to the temporal analysis, the
sEMG of each channel was segmented into 1-seconds epochs.
The spectrum for each epoch was computed using Short-
time Fourier transform (STFT) to conform to the stationary
requirement of the Fourier transform. In addition, a non-
parametric approach was used since there are enough data and
there was no underlying known structure within the signal.

MDF is defined as the frequency that divides the spectrum
in two equal halves, where 50% of the total power within
the epoch is reached. For each epoch, MDF was calculated
according to the following equation:∫ M DF

0
P( f )d f =

∫ fs/2

M DF
P( f )d f (32)

where P( f ) is the PSD of the epoch and fs is the sampling
frequency. The MDF value for each epoch was fit to a
first-degree polynomial equation to obtain its slope, denoted
as1M DF , which serves as an indicator of muscle fatigue [46].
We defined the E MG_p as the indiction of the muscle fatigue

Fig. 7. The setup of the experimental platform. Two teleoperation interfaces,
Touch X and 3D mouse, are used to teleoperate the robot arm to perform the
medical examination.

in this work, which can be described as,

E MG_p =

∑
|1RM S|+

∑
|1M DF | (33)

where RMS was used as an indicator for this amplitude
modulation, and the change of RMS values with time 1RM S
was a parameter for fatigue assessment [46].

V. EXPERIMENTAL EVALUATION

The teleoperation system for ultrasound scanning includes
teleoperation devices, a communication module, and a vision
system, as shown in Fig. 7. On the human operator side,
we developed two different teleoperation interfaces, a 3D
mouse and a haptic device, Touch X. Human operators use
the 3D mouse to teleoperate the position and orientation of
the ultrasound probe without force feedback. To provide the
force feedback, we use a bar graph with three bars to visualise
the real-time contact force. These three bars in the bar graph
represent X, Y and Z forces, respectively. We also visualise the
real-time ultrasound images with a monitor. The RGB camera
captures the remote scene of the robot side, and the real-time
visual information is displayed on a different monitor.

The haptic device Touch X allows the human operator to
control the motion and orientation of the probe, and the Touch
X could also render the contact force between the probe and
the Phantom. We used the EMG armband to monitor muscle
contraction, and the signal of EMG is used to estimate the
physical fatigue of human operators. A customised ultrasound
machine, including the curved probe, was used to capture the
ultrasound images. A 3D printing component was used to con-
nect the probe with the end-effector of the robot manipulator.
A video card was used to convert the real-time ultrasound
video to the laptop. The robot operating system (ROS Melodic)
was used to communicate with different modules: the robot
control system, vision system, and ultrasound image system.

A 7-DoF Franka Emika Panda equipped with an ultrasound
probe to perform the scanning task. A Touch X was used
as the teleoperation device. A realsense camera (D435i) was
used to record RGB images, which could also provide visual
feedback during human teleoperation. Control computer run-
ning Ubuntu 18.04, which was connected to the Touch X
device, Franka Emika Panda, and the camera. ROS was used
to integrate different components. The whole experimental
procedure was conducted in accordance with the Faculty
Research Ethics Committee, and the protocol was approved
by the UWE Research Ethics Committee (UWE REC REF
No: FET-2122-59).
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TABLE II
PARAMETERS OF THE IMPEDANCE CONTROLLER

Table II outlines the parameters of the teleoperation sys-
tem. In the case of the orientation impedance controller, the
quaternion representation is utilized.

A. Medical Examination Scanning Task Description

To evaluate the performance of the designed two interfaces,
we conduct robot-assisted sonography on Phantom. The Phan-
tom is a standard medical examination tool for sonographers’
training and examination. The participants need to control
the robot equipped with the ultrasound probe to approach
the Phantom and scan the Phantom with appropriate contract
force to acquire high-quality ultrasound images by adjusting
the motion and orientation simultaneously.

After participants have completed the task, participants will
be asked to complete the NASA-TLX questionnaire [47].
The NASA-TLX questionnaire assesses workload for both
interfaces by giving scores in six areas: Mental Demand (MD),
Physical Demand (PD), Temporal Demand (TD), Performance
(PE), Effort (EF) and Frustration (FR). All six aspects were
divided into 0-21, with higher scores indicating higher lev-
els of participant satisfaction. Additionally, the data during
the completion of the experiment is recorded and evaluated
at the end. The NASA-TLX questionnaire focuses on assess-
ing the subjective experience of the participants, while the
collected data during the completion is more focused on the
objective performance of the task, such as accuracy, stability,
and duration of the task.

B. The Tracking Performance of the Bilateral Teleoperation
System

The position tracking in the X-Y-Z direction of the tele-
operation by Touch X is shown in Fig.8. The follower robot
effectively tracks the leader robot’s desired position. Figure 9
displays the quaternion-based orientation tracking of the tele-
operation system. However, the impedance controller with
small stiffness introduces tracking errors and delays in both
position and orientation. This is an inherent limitation of the
compliant controller. While the small stiffness provides better
compliant performance when interacting with humans, the low
stiffness results in reduced tracking accuracy. Fig. 10 displays
the 3D trajectory, which highlights the tracking error caused
by the low-impedance controller.

C. The Learning and Task Execution Time

We chose the learning time and task execution time as
the evaluation metrics. The learning time can describe the

Fig. 8. Position tracking in X-Y-Z directions via Touch X teleoperation.

Fig. 9. Quaternion-based orientation tracking via Touch X teleoperation.

Fig. 10. Trajectory tracking in 3D dimension in tele-sonography by
Touch X.

intuitives of the teleoperation interface. The task execution
time could represent work efficiency. The performance of the
efficiency of different teleoperation interfaces is an important
aspect. These objective metrics can be used to describe the
performance of the different teleoperation interfaces. As shown
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Fig. 11. Comparison of learning and performing time for two teleoperation
interfaces. The learning process refers to the time taken in the training phase
prior to the user study experiment, while task execution refers to the time
taken to perform the task.

Fig. 12. User feedback evaluation based on NASA-TLX scores for two
different human-robot interfaces.

TABLE III
QUANTITATIVE AND OBJECTIVE PERFORMANCE

EVALUATION ON PHANTOM

in Fig. 11, the learning time of Touch X is larger than the
3D mouse, which means that the 3D mouse is easy to learn.
However, the execution time by Touch X is shorter than the
3D mouse.

D. Performance Evaluation Based on NASA-TLX

In the experiment, participants were asked to complete the
same task using Touch X and 3D Mouse, after which they
completed the NASA-TLX questionnaire to give scores in
six aspects: MD, PD, TD, PE, EF and FR. The scores are
presented in Fig. 12 as a box plot, to graphically demonstrate

Fig. 13. Comparison of contact force between haptic and 3D mouse
teleoperation interfaces across five experiments during scanning. The red lines
represent the contact force by the 3D mouse, while the green lines represent
the contact force by the Touch X interface. The blue line represents the desired
contact force.

Fig. 14. Deviation angle of the centre of the confidence map images acquired
by the two different interfaces across five experiments during scanning. The
red lines represent the deviation angle by the 3D mouse, while the green
lines represent the deviation angle by the Touch X interface. The blue line
represents the ideal orientation with zero deviation.

the maximum, minimum value (shown as horizontal lines from
top to bottom respectively) as well as mean value (shown as a
cross point). In general, 3D Mouse users gave lower scores in
more aspects, including MD, PD, TD and EF. The difference
in scores can be spotted most evidently in MD, where the
mean value of Touch X (13.4) is almost twice as high as that
of 3D Mouse (6.8). The distinction between Touch X and 3D
Mouse in PD and EF are also noticeable, with a difference of
4.2 and 4, correspondingly. On the contrary, participants with
Touch X had shown lower scores in PE and FR, indicating
that despite the higher demand and effort of the task, the
performance was slightly better with lower frustration using
Touch X.



10 IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING

E. Contact Force and Image Quality

The contact force during teleoperation scanning via the
Touch X and 3D Mouse interfaces is depicted in Fig. 13. The
desired contact force was set to 10N before the experiment.
The results indicate that the variance of the contact force by
Touch X is lower than that by the 3D Mouse. In addition,
the deviation angle of the confidence map images’ center
acquired by the 3D Mouse is larger than that of the Touch X,
as illustrated in Fig 14. Despite this, the Touch X is more
flexible to operate than the 3D Mouse, and it provides better
work efficiency. A comparison of muscle fatigue and image
noise is presented in Table. III. While the Touch X outperforms
the 3D Mouse regarding image quality, it requires more effort
and can cause muscle fatigue.

VI. CONCLUSION

This paper presented the development and evaluation of
two different interfaces for robot-assisted ultrasound scanning
through a user experience study. The two teleoperation inter-
faces include a 3D mouse and a haptic device, Touch X, each
with corresponding teleoperation control algorithms. Compre-
hensive metrics were proposed to evaluate the performance of
different teleoperation interfaces during ultrasound scanning
tasks, including the quality of the acquired ultrasound image
and robot state data. Based on these metrics, the performance
of Touch X was found to be better than that of the 3D mouse,
except for the aspect of muscle fatigue. Our future work will
investigate machine learning techniques and shared control to
improve the teleoperation system’s autonomy, reducing human
operators’ mental and physical workload.
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