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Abstract 

Active action recognition is the selection of the best viewpoints for more accurate and 

faster action recognition. The studies in this thesis aimed to examine whether and how 

humans and robots can process efficient active action recognition. 

Participants could either be humans or robots. The robots were recurrent convolutional 

neural networks trained to classify actions using supervised learning and select the next 

best view by deep Q-learning. Each participant classified human actions from different 

viewpoints in either active or passive conditions. The participants in the active condition 

could select the viewpoint movements, whereas those in the passive conditions had no 

control over their viewpoints. The passive conditions could either be no view movement 

(NM) or random view movement (RM). In the NM condition, the view did not change within 

trials. In the RM condition, the viewpoint moved randomly.  

The studies showed that humans were slightly more accurate and faster in recognizing 

actions in the active condition than in the RM condition. However, some studies did not 

replicate this advantage in humans. Nevertheless, the robots were more accurate in the 

active condition than in the passive conditions. 

The efficient viewpoints for action recognition of humans and robots were the ones from 

which their action recognition was more accurate or faster in their NM condition. The 

efficient views tended to be the top, the front, and the side views with respect to the actors.  

Humans in the active condition selected the efficient viewpoints more often than the 

others. However, robots in the active condition did not choose the efficient viewpoints 

more frequently than the others. Instead, the robots moved their viewpoints far from their 

starting positions, suggesting they learned to get more accurate action classifications by 
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observing actions from many viewpoints at different timepoints rather than from a few 

efficient viewpoints. 
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1 Introduction to Active Action 

Recognition 

Accurate and fast action recognition is essential for human and robotic observers to 

understand the world, appropriately react to it and ultimately fulfil their needs and goals. 

Indeed, in human observers, action recognition can ease object (actor) recognition 

(Blasing & Sauzet, 2018; Mitchell & Curry, 2016), as well as object recognition can 

facilitate action recognition (Ferstl et al., 2017; Knoblich & Sebanz, 2006; Schutz-Bosbach 

et al., 2006; Sebanz et al., 2006). Furthermore, recognising actions facilitate human 

observers to detect the intentions, feelings (Foulsham & Lock, 2015) and thoughts of the 

actors. In the last decade, robotic observers (which, sometimes, in this thesis, I may call 

robotic vision models, computer vision models, computer models, robotic participants or 

robots) have had a large success by deep neural networks (NNs) in action recognition 

(Aghaei et al., 2021; Al-Faris, Chiverton, Ndzi, et al., 2020; Al-Faris, Chiverton, Yang, et 

al., 2020; Dai et al., 2020; Donahue et al., 2015; Li et al., 2018; Majd & Safabakhsh, 2020; 

Ng et al., 2015). However, there is an overall lack of research regarding how human and 

robotic observers may be capable of efficient active action recognition. Efficient active 

action recognition is the skill of some observers to efficiently select the viewpoints for more 

accurate or faster action recognition. Therefore, the main aim of this thesis is to discover 

whether and how human and robotic observers are capable of efficient active action 

recognition. 

Most studies about action recognition in humans and robotic vision models are actually 

about the passive action recognition because the viewpoints of most experiments studying 
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action recognition are fixed and predefined and the observers cannot move their own view 

positions away from the inefficient viewpoints to the efficient ones. The efficient viewpoints 

for some observers are the ones from where action recognition is more accurate or faster 

than the inefficient view positions. This implies that efficient views can only be without-

obstacle views, while inefficient views can either be with-obstacles or without-obstacles 

views. The with-obstacle views are the ones from which there are some non-transparent 

obstacles, such as a wall, occluding the sight of the action and its participants, whereas 

the without-obstacle views are the ones from where there is nothing, except for 

transparent air and windows, covering the vision of the action. Therefore, most studies do 

not take in consideration that, in the real world, actions can be either be clearly visible from 

the efficient views or occluded or ambiguous from the inefficient view positions. For 

instance, a police officer (observer) can clearly see a thief (actor) stealing items on sale 

from a shop shelf with their right hand from some views (efficient views) because there is 

nothing between these viewpoints (without-obstacle views) and the stealing hand, while 

the police officer cannot clearly see this hand from some other positions (inefficient 

viewpoints) because a wall (non-transparent obstacle) is between the hand and these 

viewpoints (with-obstacle views). From the inefficient with-obstacle views, a passive (non-

moving) observer may just guess whether the potential thief is stealing, while an active 

observer, like the police officer, can move their view away from the inefficient with-obstacle 

views to some efficient without-obstacle positions and correctly detect the crime. 

Therefore, active action recognition is essential for intelligent observers to cope with action 

occlusion and action ambiguity and improve the accuracy and the speed of their action 

recognition. 

Active action recognition (or active action classification) is a complex skill that requires at 

least four visual skills. Let me clarify here that the words recognition and classification are 
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synonyms in the whole thesis. These are object classification, action classification, visual 

perspective taking and on-line egocentric localization. Object classification (or, at least, 

object perception) may generally support action classification because actions can only be 

seen on objects. In fact, actions are changes of states made by some effectors to some 

recipients by some instruments. Effectors, recipients and instruments are the actors or the 

agents of the actions. Since effectors, recipients and instruments of an action are either 

animate or inanimate objects, then classifying the objects that participate in the actions 

can ease action classification (Ferstl et al., 2017; Knoblich & Sebanz, 2006; Schutz-

Bosbach et al., 2006; Sebanz et al., 2006). Obviously, action classification is vital for active 

action classification. By definition, active action classification is action classification with 

efficient viewpoint navigation to quickly reach the most efficient viewpoints where to clearly 

look at the action from. 

The last two visual skill of active action classification are crucial for efficient viewpoint 

navigation. Efficient view navigation involves visual perspective taking of the actors to 

localize efficient viewpoints with respect to the actors. It also requires visual perspective 

taking of the viewpoints to predict how the action can be seen from them, discriminate the 

with-obstacle and without-obstacle viewpoints and exclude the with-obstacle views. 

Finally, real-time egocentric localization of the selected viewpoint is heavily important to 

guide fast viewpoint navigation to the target views in real time. The egocentric localization 

must update the egocentric coordinates of the target views at high refresh rate such that 

they are always accurate at any moment as the observer quickly navigates to the target 

view. 

1.1 Object Classification 

Object classification or object recognition is the ability of intelligent observers of matching 
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the perceived objects with their memorized classes of objects. The classes of objects are 

finite representations of the observers that describe and group the infinite possible objects 

of the world with similar features. The features of the objects include shapes, colours, 

sizes, weights and even potential class of actions. The classes of objects and their 

defining proprieties are stored in the long-term memory of the observers. Objects are all 

physical entities of the world. Objects can either be animated such as people, dogs and 

birds or inanimate like tables, houses and apples. Every object can further be in different 

possible states like location, orientation, light condition and executing action class. 

There are infinite possible objects which can be at infinite possible states. The objects are 

infinite because they can have infinite possible combinations of different shapes, colours, 

sizes, weights and potential actions. The shapes, colours, sizes, weights and potential 

actions are infinite because they can be defined by continuous variables in the real world 

such as lengths and orientations of their edges (shape), reflected light wave frequencies 

and intensities from their surfaces (colours), body volume (size), body weight and 

locations. By definition, continuous variables (for instance, length) contain infinite values 

(1.0001 mm, 1.00001 mm, 1.000001 mm, …) within any tiny range of values (1.0 mm < x < 

1.001 mm) regardless of how tiny that range is (.001 mm). Thus, there are infinite possible 

objects because they can be defined by infinite values. Furthermore, what makes it even 

more challenging for the observers is that every object can further be in infinite possible 

states. The states of every object are infinite because its location, orientation, light 

condition and executing action are also defined by continuous variables. However, 

intelligent observers classify infinite possible objects at infinite possible states into finite 

possible object classes. 
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1.1.1 Bayesian Inferences in Object Classification 

Numerous studies (Battaglia et al., 2003; Friston, 2003; Friston et al., 2006; Kording & 

Wolpert, 2004; Meijer et al., 2019) have provided evidence which suggest that the human 

brain are complicated functions that makes Bayesian estimations of the hidden proprieties 

of the world given some sensory information. Thus, by assuming that human brain and 

NNs are Bayesian estimators of the properties of the world given some observations, let 

me describe how human and robotic observers would classify objects given some 

observations by Bayesian inferences. The Bayesian observers classify objects, by 

computing the posterior probability of the object classes given some observations of the 

objects. Firstly, let me define the observation 𝑠𝑠𝑡𝑡 as the tth image of the video v with T 

images showing an instance of the ith object class 𝑜𝑜𝑖𝑖 doing an instance of the jth action 

class 𝑎𝑎𝑗𝑗. 

𝑠𝑠𝑡𝑡 ∈ 𝑣𝑣 1.1 

where t is an integer in the range 0 ≤ t < T and 

𝑣𝑣 = {𝑠𝑠0, 𝑠𝑠1, … , 𝑠𝑠𝑇𝑇−1} 1.2 

For O possible object classes where O is a positive integer, the posterior probability 

𝑃𝑃(𝑜𝑜𝑖𝑖|𝑠𝑠𝑡𝑡) of the ith object class 𝑜𝑜𝑖𝑖 given the tth image 𝑠𝑠𝑡𝑡 of the video v is defined in Equation 

1.3. 

𝑃𝑃(𝑜𝑜𝑖𝑖|𝑠𝑠𝑡𝑡) =
𝑃𝑃(𝑠𝑠𝑡𝑡|𝑜𝑜𝑖𝑖) × 𝑃𝑃(𝑜𝑜𝑖𝑖)𝑡𝑡

𝑃𝑃(𝑠𝑠𝑡𝑡)
 1.3 

i is any integer in the range 0 ≤ i < O. 𝑃𝑃(𝑖𝑖𝑡𝑡|𝑜𝑜𝑖𝑖) is the conditional probability of the image 𝑠𝑠𝑡𝑡 

given the object class 𝑜𝑜𝑖𝑖. 𝑃𝑃(𝑜𝑜𝑖𝑖)𝑡𝑡 is the prior probability of the object class 𝑜𝑜𝑖𝑖 at the timepoint 

t regardless of the observed image 𝑠𝑠𝑡𝑡. Equation 1.4 shows that 𝑃𝑃(𝑜𝑜𝑖𝑖)𝑡𝑡 is equal to the prior 

probability 𝑃𝑃(𝑜𝑜𝑖𝑖) for the first timepoint with t=0. For t>0, the prior 𝑃𝑃(𝑜𝑜𝑖𝑖)𝑡𝑡 at timepoint t is 
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updated to the previous posterior probability 𝑃𝑃(𝑜𝑜𝑖𝑖|𝑠𝑠𝑡𝑡−1) of the object class 𝑜𝑜𝑖𝑖 given the 

previous observation 𝑠𝑠𝑡𝑡−1. 

𝑃𝑃(𝑜𝑜𝑖𝑖)𝑡𝑡 = � 𝑃𝑃(𝑜𝑜𝑖𝑖), 𝑖𝑖𝑖𝑖 𝑡𝑡 = 0
𝑃𝑃(𝑜𝑜𝑖𝑖|𝑠𝑠𝑡𝑡−1), 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖𝑖𝑖 𝑡𝑡 > 0 1.4 

The observer evidence 𝑃𝑃(𝑠𝑠𝑡𝑡) of the image 𝑠𝑠𝑡𝑡 in Equation 1.3 is defined as: 

𝑃𝑃(𝑠𝑠𝑡𝑡) = �𝑃𝑃(𝑠𝑠𝑡𝑡|𝑜𝑜𝑢𝑢) × 𝑃𝑃(𝑜𝑜𝑢𝑢)𝑡𝑡

𝑂𝑂−1

𝑢𝑢=0

 1.5 

where 𝑃𝑃(𝑜𝑜𝑢𝑢)𝑡𝑡 can be defined by replacing all i with u in Equation 1.4. 

1.2 Action Classification 

Action classification or Action recognition is the ability of intelligent observers of matching 

the perceived actions of objects with the memorized classes of actions. The classes of 

actions are finite mental representations describing and grouping the infinite possible 

actions. The classes of actions and their defining proprieties are stored in the long-term 

memory of the observers.  

In some studies (Chaaraoui et al., 2012; K. Lee et al., 2015; Liu et al., 2015; Y. Liu et al., 

2016), they distinguish activities and actions. Generally, they define activity as a complex 

sequence of simple actions. For instance, Chaaraoui et al. (2012) claim a hierarchical 

structure of the human behaviour. At the bottom of this hierarchy, there are motions which 

can be detected in a time frame in units of ms. At the higher level there are the actions 

which are sets of motions and have a time frame in units of seconds. Activities are at the 

upper level with a time frame in units of minutes and are sets of actions. At the top level, 

there are behaviours which can be detected in a time frame in units of days or weeks. 

Behaviours are sets of activities and describe habits and routines. Despite of the 
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differentiation of activities and actions made by some studies, I am going to use the words 

action and activity as synonymous in this thesis. 

What is actually an action? Herath and colleagues (Herath et al., 2017) claim that an 

“action is the most elementary human-surrounding interaction with a meaning”. The 

interaction is the relative movements with respect to the surrounding objects which may or 

may not change. The meaning of the interaction defines the category or class of action. 

However, they do not specify how the meaning or the class of an action to objectively 

assess whether an action fall in specific action class such as brushing hair or chopping 

onions. Wang and colleagues (Wang et al., 2016) clearly specify what define each 

meaning or class of actions. The meanings of the actions depend on what the action 

causes in the environment. They argue that “the true meaning of an action lies in the 

change or transformation an action brings to the environment” and the action “changes the 

state of the environment from what it was before the action to what it will be after it”. 

Similarly, Wurm and Caramazza (2022) suggest that to study action recognition at the 

conceptual level, we need to focus on the action aspects that capture the what the actions 

actually cause (the effects of the actions) and exclude related actions aspects such as the 

how the actions are done (the specific movements of the actions; with hand or foot?) and 

the why of the actions are done (motivation, intentions, goals). Intentions and goals are the 

outcomes that effectors aim and must not be confused with the actions. Intentions and 

goas generally match the actions, but not always: a person can have the goal to kick the 

ball and fall down instead. 

My definition of action is closer to Wang et al. (2016) and Wurm and Caramazza (2022). I 

define actions or activities of some actors as changes of states of recipients made by 

some serial or simultaneous movements of the effectors’ body parts with some 

instruments (or tools) regardless of the specific movements of the actors. In the whole 
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thesis, actors and agents are synonyms and I will refer to them as the animated and 

inanimate objects (effectors, recipients and instruments) that participate in the actions. 

The changes in recipients’ states happen over time and, therefore, they are definable by 

velocity and acceleration from some states to others. The velocity of a state change is the 

first derivative of the recipients’ states over time and its acceleration is the second 

derivative of the recipients’ states over time. An instance of an action is cutting/chopping 

which is definable as the change of state from larger and fewer pieces to smaller and more 

pieces made by a man (effector) to some onions (recipients) with his right hand (tool_1) 

and a knife (tool_2) on a cutting board (tool_3) placed on a table (tool_4). Furthermore, the 

action is independent of the specific moments involved in the action. The previous 

example of action is independent of whether the action was performed with either the left 

or right hand, with either knife or other sharp tools on either the table or on the chair, 

etcetera. The action (chopping) is only defined by the change (from larger and fewer 

pieces to smaller and more pieces) made by the effectors’ body parts (man) to the 

recipients (onions) with some instruments (right hand, knife, cutting board, table). 

The total possible actions within each action class are infinite by definition because the 

actions within the same action class, like cutting/chopping, are defined by continuous 

variables such as pieces size, time, velocity and acceleration of the change. A continuous 

variable (for instance, velocity) is defined by having infinite values within the range of any 

two different values (for instance, 3.0 cm/s and 3.001 cm/s) regardless of how tiny that 

range is (0.001 cm/s). Therefore, the possible actions within the same class of actions are 

infinite because they can be performed with infinite combinations of infinite values of sizes, 

times, velocities and accelerations and so on. Yet, the observers classify these infinite 

possible actions into the same action class that is cutting/chopping. 
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1.2.1 Bayesian Inferences in Object Classification 

Let me assume the same images of the video v which I defined in Equations 1.1 and 1.2. 

However, the observer’s task is now estimating the jth action class 𝑎𝑎𝑗𝑗 in the video v. Then, 

for A possible action classes where A is a positive integer, the posterior probability 

𝑃𝑃�𝑎𝑎𝑗𝑗�𝑠𝑠𝑡𝑡� of the jth action class 𝑎𝑎𝑗𝑗 given the image 𝑠𝑠𝑡𝑡 is defined as: 

𝑃𝑃�𝑎𝑎𝑗𝑗�𝑠𝑠𝑡𝑡� =
𝑃𝑃�𝑠𝑠𝑡𝑡�𝑎𝑎𝑗𝑗� × 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑡𝑡

𝑃𝑃(𝑠𝑠𝑡𝑡)
 1.6 

j is any integer in the range 0 ≤ j < A. 𝑃𝑃�𝑠𝑠𝑡𝑡�𝑎𝑎𝑗𝑗� is the conditional probability of the image 𝑠𝑠𝑡𝑡 

given the action class 𝑎𝑎𝑗𝑗. 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑡𝑡 is the prior probability of the action class 𝑎𝑎𝑗𝑗 at the 

timepoint t regardless of the observed image 𝑠𝑠𝑡𝑡. As shown in Equation 1.7, 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑡𝑡 is equal 

to the prior probability 𝑃𝑃�𝑎𝑎𝑗𝑗� for the first timepoint with t=0. 𝑃𝑃�𝑎𝑎𝑗𝑗� is independent of the 

image 𝑠𝑠𝑡𝑡. For t>0, the prior probability 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑡𝑡 at the timepoint t is updated to the previous 

posterior probability 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑠𝑠𝑡𝑡−1� of the action class 𝑎𝑎𝑗𝑗 given the previous observation 𝑠𝑠𝑡𝑡−1. 

𝑃𝑃�𝑎𝑎𝑗𝑗�𝑡𝑡 = �
𝑃𝑃�𝑎𝑎𝑗𝑗�, 𝑖𝑖𝑖𝑖 𝑡𝑡 = 0

𝑃𝑃�𝑎𝑎𝑗𝑗�𝑠𝑠𝑡𝑡−1�, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖𝑖𝑖 𝑡𝑡 > 0
 1.7 

Finally, the observer evidence 𝑃𝑃(𝑠𝑠𝑡𝑡) of the image 𝑠𝑠𝑡𝑡 in Equation 1.6 is defined as: 

𝑃𝑃(𝑠𝑠𝑡𝑡) = �𝑃𝑃(𝑠𝑠𝑡𝑡|𝑎𝑎𝑘𝑘) × 𝑃𝑃(𝑎𝑎𝑘𝑘)𝑡𝑡

𝐴𝐴−1

𝑘𝑘=0

 1.8 

where 𝑃𝑃(𝑎𝑎𝑘𝑘)𝑡𝑡 can be defined by replacing all j with k in Equation 1.7. 
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1.3 Advantages of Classifying Objects and 

Actions 

By classifying both infinite objects at infinite possible states and their infinite possible 

actions into finite O object classes and finite A action classes, the intelligent observers 

solve two major issues. One, classifying actions and objects makes the unknown actions 

and the unknown objects known (Moscovici, 2001; Voci, 2003) such that they can react 

appropriately to them. Given that there are infinite possible actions and infinite possible 

objects in the real world defined by continuous variables, observers very often see 

unknown actions and unknown because their experience is finite and could not perceive 

and memorize infinite possible actions and infinite possible objects at infinite possible 

states. By classifying these unknown actions into some known action classes with known 

actions features and these unknown objects in some known object classes with known 

objects features, they retrieve the known features of these action classes and the known 

features of these object classes from their long-term memory. Then, they use these 

features of action classes and feature of objects classes to describe and embody the 

perceived unknown actions and unknown objects. This last step makes the unknown 

actions and the unknown objects known.  

Two, they significantly reduce the computational cost in perceiving, memorizing, 

representing the infinite actions and infinite objects of the world. By definition, they cannot 

perceive and memorise infinite action and object information with limited neurological 

resources. Thus, instead of dealing with infinite actions and infinite objects, they only need 

to perceive and memorize finite A possible action classes with the reliable action features 

of each action class and finite O objects classes with the reliable object features of every 

object class. In this way, they save computational cost because they can neglect and 
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forget all differences of action features within action classes and all differences of object 

features within object classes. For instance, after classifying 8 lines into 2 classes of 4 

lines, humans underestimate the within-group differences of the line lengths and 

overestimate the between-group length differences of the lines (Tajfel & Wilkes, 1963) 

There are at least four other reasons why observers classify actions and objects. One, 

action classification can ease object classification (Blasing & Sauzet, 2018; Mitchell & 

Curry, 2016). Mitchell and Curry (2016) showed that human observers accurately 

recognised some known human actors from their walks which were presented as point-

light displays. Point-light displays are dark videos showing only some moving lights 

attached to the main body joints (ankles, knees, wrists, elbows, shoulders and more) of 

some actors while these actors are performing some actions. The participants could not 

see the actors in their point-light displays, and they could only see their walking 

movements. Therefore, they accurately recognised the actors from their point-light 

displays because they recognised the action movements from the point-light displays and 

then they recognised the actors from the recognized actions. This effect can be explained 

by revising the estimations of the Bayesian observers that classify objects given some 

observations. These were described in sub-section 1.1.1. By classifying the action into a 

class of actions 𝑎𝑎𝑗𝑗, observers can utilize the posterior probability 𝑃𝑃�𝑜𝑜𝑖𝑖�𝑎𝑎𝑗𝑗� of the ith object 

class 𝑜𝑜𝑖𝑖 given the action class 𝑎𝑎𝑗𝑗 as prior probability 𝑃𝑃(𝑜𝑜𝑖𝑖)𝑡𝑡=0 of the object class 𝑜𝑜𝑖𝑖 at first 

timepoint 0 to efficiently estimate posterior probability 𝑃𝑃(𝑜𝑜𝑖𝑖|𝑠𝑠𝑡𝑡=0) of the ith object class that 

the actor belongs to given the first image 𝑠𝑠𝑡𝑡=0 of the video v. 

Two, object recognition facilitates action recognition (Ferstl et al., 2017; Knoblich & 

Sebanz, 2006; Schutz-Bosbach et al., 2006; Sebanz et al., 2006). Observers recognise 

the action of known objects with known probability distribution of the action classes given 

some observations more accurately and more quickly than the action of unknown objects 
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with unknown probability distribution of possible action classes. Assuming that the 

observers are Bayesian estimators of the hidden states of the world given their 

observations, then the observers can use the known prior probability 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑜𝑜𝑖𝑖� of action 

class 𝑎𝑎𝑗𝑗 given a known object class 𝑜𝑜𝑖𝑖 as prior probability 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑡𝑡=0 at timepoint 0, to 

estimate the posterior probabilities 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑠𝑠𝑡𝑡=0� of the action class 𝑎𝑎𝑗𝑗 of that object given 

some observation 𝑠𝑠𝑡𝑡=0 at the first observation. In this way, their estimations converge more 

accurately and more quickly with this more informative prior probability. 

Three, by classifying actions and objects, observers learn the prior probabilities of action 

classes and object classes. For instance, observers would predict nearly zero probability 

that some humans fly because they have never seen flying humans before. However, if 

they started seeing some flying humans, they would learn that the humans can fly 

sometimes. Following that, they would predict a higher probability of flying given some 

humans. In Bayesian terms, by classifying the new observed actions and actors into the jth 

action class 𝑎𝑎𝑗𝑗 and the ith object class 𝑜𝑜𝑖𝑖, they learn the prior probability 𝑃𝑃�𝑎𝑎𝑗𝑗� of the jth 

action class 𝑎𝑎𝑗𝑗 and the posterior probability 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑜𝑜𝑖𝑖� of action class 𝑎𝑎𝑗𝑗 given the object 

class 𝑜𝑜𝑖𝑖. Observers will then utilize this knowledge to define the prior probability 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑡𝑡=0 

and to calculate the posterior probability 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑠𝑠𝑡𝑡=0� of the action class 𝑎𝑎𝑗𝑗 given the first 

observation 𝑠𝑠𝑡𝑡=0 at timepoint 0. At the same time, they learn the prior probability 𝑃𝑃(𝑜𝑜𝑖𝑖) of 

the ith object class 𝑜𝑜𝑖𝑖 and the posterior probability 𝑃𝑃�𝑜𝑜𝑖𝑖�𝑎𝑎𝑗𝑗� of object class 𝑜𝑜𝑖𝑖 given the 

action class 𝑎𝑎𝑗𝑗. Observers later use either of them as prior probability 𝑃𝑃(𝑜𝑜𝑖𝑖)𝑡𝑡=0 at timepoint 

0 to estimate the posterior probability 𝑃𝑃(𝑜𝑜𝑖𝑖|𝑠𝑠𝑡𝑡=0) of the ith object class 𝑜𝑜𝑖𝑖 given the first 

observation 𝑠𝑠𝑡𝑡=0. 

Four, they learn the personality traits and mental states such as intentions, feelings 

(Foulsham & Lock, 2015) and thoughts of the actors by the classes of actions they tend to 
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do. Let me define x as a list of M personality traits and mental states where M is the 

number of all traits and mental states. By knowing the personality traits and mental states 

x of the actor, observers can also use the conditional probability 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑥𝑥� of the action class 

𝑎𝑎𝑗𝑗 given x as prior probability 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑡𝑡=0 of the action class 𝑎𝑎𝑗𝑗 at the first observation 𝑠𝑠𝑡𝑡=0 

and classify the actions of that actor in some images more accurately and more quickly. 

The reason is that their estimation of the posterior probabilities 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑠𝑠𝑡𝑡� of the action class 

𝑎𝑎𝑗𝑗 given some observation 𝑠𝑠𝑡𝑡 in Equation 1.6 converges quicker with a more informative 

and more specific prior such as 𝑃𝑃�𝑎𝑎𝑗𝑗�𝑥𝑥�. 

1.4 Three Visual Pathways Process the Subskills 

of Active Action Classification 

According to three-visual-pathway theory (Boussaoud et al., 1990; Galletti et al., 2003; 

Murata et al., 2016; Rizzolatti & Matelli, 2003; Tanne-Gariepy et al., 2002; Wurm & 

Caramazza, 2022), there are three visual pathways or streams of hierarchical cortical 

areas that share the lower levels areas and dissociate in higher-level areas. The three 

visual streams are the ventral, the lateral and the dorsal streams. The ventral stream 

includes the occipital cortex and inferior temporal cortex (IT). The dorsal stream contains 

the occipital cortex, superior parietal cortex (SP) and superior (or dorsal) premotor cortex 

(dPM). The lateral stream comprises the occipital cortex, the middle and superior temporal 

cortex (MT and ST), inferior parietal cortex (IP) and the ventral premotor cortex (vPM). The 

different visual subskills of the active action classification seem to rely on three different 

visual pathways. Object classification is a task of the ventral stream. The online egocentric 

localization for navigation control is processed by the dorsal stream. However, the lateral 

stream seems to be involved in several tasks related to social cognition which include 
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action classification (Wurm & Caramazza, 2022), visual perspective taking (Santiesteban 

et al., 2015; Schurz et al., 2013) and even theory of mind (ToM; attribution of mental states 

to others) (Santiesteban et al., 2015). 

All three visual pathways are hierarchical because their areas process the stimulus 

features with different levels of the abstractness. The lower-level visual areas process 

more concrete visible features such as edges, edge orientations and colours, while the 

higher-level areas embody more abstract features of the world such as object classes, 

actions classes and locations. That is in line with the fact that retinotopy in higher-level 

areas decreases (Malach et al., 2002) while receptive field and supramodality increases. 

In fact, the neurons of the lower-level neurons tend to have smaller receptive fields and a 

more retinotopic organization, whereas the higher-level areas have wider receptive field 

and are less retinotopic. Additionally, lower-level visual areas are less supramodal such as 

retinal ganglion cell (RGC), lateral geniculate nucleus (LGN), V1, V2, V3, V4, V5 and V6 

that only respond to visual stimuli, while the higher-level areas are more supramodal. 

High level areas that embody abstract concepts such as object classes and actions 

classes are expected to be supramodal because they should generalise across stimulus 

modalities and they should be independent from each stimulus modality. For instance, the 

V6A and SP and IP areas have neurons that respond to somatosensory and visual 

signals. The IP and vPM areas contain mirror neurons that are sensitive to the observation 

and execution of actions. The vPM areas also include audiovisual mirror neurons that 

respond to the observation, hearing and motor execution of actions. The middle temporal 

gyrus (MTG) and superior temporal sulcus (STS) areas respond to observation or hearing 

of actions or simple sentences describing actions.  

The three hierarchical visual pathways share a common origin of lower-level visual areas 

and dissociate at their higher-level areas. They mostly share the visual areas in the 
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occipital cortex and segregate in the temporal, parietal cortex. Overall, the ventral stream 

includes the occipital cortex and IT. The lateral steam includes occipital cortex ST, IP and 

vPM. The occipital cortex, SP and dPM cortex belong to the dorsal stream. The lower-level 

visual areas that the three pathways share are the RGC, LGN, V1, V2. Next, the ventral 

stream continues with V4 and ends with IT. Nonetheless, the areas V3 and V3A do not 

belong to the ventral stream, they are part of and shared by the lateral and dorsal streams. 

After, the lateral streams continue with MT (or V5) which projects to the ST including 

medial superior temporal area (MST) and to IP. Finally, the lateral stream end at the areas 

F4 and F5 in the vPM which manly control the ventral primary cortex that moves mouth, 

tongue, lips and face. The area F5 is the Brocka’s area. The IP and the vPM contains 

mirror neurons which are known to be involved in action understand. In the dorsal 

pathway, after V3 and V3A, there are V6 and V6A areas which both make the 

parietooccipital area (PO) in the parietooccipital sulcus (POs). Following V6 and V6A, 

there are some areas on SP which project to the dPM which directly controls the activity of 

the dorsal primary motor cortex. 

It is unclear whether each visual area in a visual pathway is equivalent to a layer in NNs. 

On one hand, Liao and Poggio (2016) argued that if we assume that each area in the 

ventral pathway corresponded to a layer in NNs, then the ventral pathway would be a 

shallow recurrent neural network (RNN). It would be shallow because there are about six 

visual areas in the ventral pathway, while modern ultra-deep NNs have hundreds of layers 

(He, Zhang, Ren, & Sun, 2016; Szegedy et al., 2015). It is a RNN because it has complex 

temporal loops of the information flow via lateral and backward (feedback) connections. 

Liao and Poggio (2016) suggested that the visual ventral pathway is a multi-stage 

processing hierarchy with full recurrent connections. Each area of the pathway receives 

inputs from all lower areas by forward connection, from all higher areas by feedback 
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connections and from itself by lateral connections. Therefore, there are forward, lateral and 

backward connections in the visual steams (Kar et al., 2019; Kubilius et al., 2018; Lamme 

et al., 1998). Furthermore, the forward and backward connections are simple or shortcut 

connections. Shortcut connections (He, Zhang, Ren, & Sun, 2016; C. Y. Lee et al., 2015; 

Schraudolph, 1998; Srivastava et al., 2015; Szegedy et al., 2015) enable the neural 

activation of a layer to skip one or more subsequent layers. The backward connections 

inspired top-down theories such as predictive coding (Rao & Ballard, 1999) and free 

energy principle (Friston, 2003; Friston et al., 2006). Regardless of these interpretations 

about their backward connections, these areas are technically RNNs because the 

activations of the areas in a timepoint are influenced by their own activations in the 

previous timepoint. 

Liao and Poggio (2016) added that if the ventral pathway were a shallow RNN, then it 

would be very efficient and it is supposed to be efficient because of evolution. It would 

have two main advantages if it were a shallow RNN. The first advantage would be that its 

depth (number of layers) would be flexible given that it could be both shallow with short 

processing time and ultra-deep with long processing time (Liao & Poggio, 2016). By 

unrolling the information flow in time, the depth of a RNN is equal to T which is the total 

number of the neural activation timepoints and is a positive integer in the range 0 ≤ T ≤ +∞. 

In fact, the responding activity of a shallow RNN goes through T layers or through the 

same layer for T times. Thus, a RNN can be shallow with a few timepoints and can also be 

ultra-deep with many timepoints up to positive infinity. We can assume that the duration of 

a neural activation timepoint can approximately be 20-50 ms like some evidence suggest. 

For instance, there are 100 timepoints (T=100) for a neural processing time of 2 seconds if 

we set the duration of a neural activation timepoints to 20 ms. Anyway, because the depth 

of the brain areas would be flexible and would depend on the neural processing time, then 
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the ventral pathway could process faster and less accurate responses with only a few 

activation timepoints. It could also process long and more accurate responses with 

abundant activation timepoints. The second advantage would be that it would keep the 

number of neurons (model parameters) low while being ultra-deep in time because RNNs 

share neurons (parameters) across time, contrarily to simple forward NNs (Liao & Poggio, 

2016). 

However, Storrs and colleagues (2021) fitted the activation of layers of common 

convolutional neural networks (CNNs) to the human IT activation during the observation of 

objects in images. They found no relation between the number of layers of the models and 

the degrees of models’ fitting to the IT. The layers of the models with hundreds of layers 

fitted the IT as well as the ones of the models with a few layers. Therefore, their findings 

do not support the hypotheses of Liao and Poggio (2016) by which each area of the 

ventral system corresponds to a NN layer and the ventral system is a shallow RNN. 

1.4.1 Historic Development of the Three-Visual-

Pathway Theory 

The 3-visual-pathways theory has roots in Ungerleider and Mishkin (Mishkin et al., 1983; 

Ungerleider & Mishkin, 1982). They originally claimed there were two visual pathways: the 

ventral and dorsal pathways. Anatomically, the ventral stream includes the occipital areas 

and IT whereas the dorsal stream consists of the occipital and the parietal cortex. 

According to them, the ventral stream functions as the object perception and object 

discrimination whereas the dorsal stream as perception of space and location of objects. In 

fewer words, the ventral stream perceives the “what” while the dorsal stream perceives the 

“where” of the objects. 
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Boussaoud and collegues (Boussaoud et al., 1990) were the first neuroscientists 

suggesting there visual streams. For them, the ventral and the dorsal streams are 

anatomically functionally and are identical to original theory of Ungerleider and Mishkin 

(Mishkin et al., 1983; Ungerleider & Mishkin, 1982). Nevertheless, the anatomy of the third 

visual pathway contains the occipital cortex and ST, while its functions is motion analysis. 

This motion analysis supports both the ventral stream for the object perception and the 

dorsal stream for the spatial perception, although more to the dorsal than to the ventral. 

Ten years later, Goodale and Milner (Goodale & Milner, 1992; Milner & Goodale, 2008) 

agreed with Ungerleider and Mishkin (Mishkin et al., 1983; Ungerleider & Mishkin, 1982) 

about the anatomical and functional distinction of the two visual pathways. However, they 

disagreed with the actual functions the two streams do. They said that “both steams 

process information about the structure of the objects and about their spatial locations”. 

But the streams process visual information in different ways for different visual skills. The 

ventral stream processes the vision for perception and dorsal stream process the vision for 

action. On one hand, the ventral stream produces conscious perceptual representation of 

the characteristics of the objects. On the other hand, the dorsal stream processes the 

visual information to control object-directed movements of actions, such as picking up a 

mug and pouring water into a glass) which are directed to target objects. To control object-

directed movements, the dorsal stream mainly processes and update the egocentric 

coordinates of the target object on the moment-to-moment basis because these egocentric 

coordinates quickly change as movements are being executed. Because the dorsal stream 

estimates the egocentric coordinate of the target objects in real-time, the dorsal stream 

relies more on the bottom-up visual information than the ventral stream. Therefore, for 

Goodale and Milner, the ventral stream processes “what” the objects are, and the dorsal 

stream processes the “how” to manipulate them. 
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Some other researchers (Galletti et al., 2003; Murata et al., 2016; Rizzolatti & Matelli, 

2003; Tanne-Gariepy et al., 2002) have anatomically describe the three visual pathways 

by dividing the dorsal stream in two: the ventro-dorsal (lateral) and dorso-dorsal streams. 

They all agree with Goodale and Milner (Goodale & Milner, 1992; Milner & Goodale, 2008) 

about the function of the ventral stream. The function of the dorso-dorsal stream 

corresponds to dorsal stream of Goodale and Milner. They claim different functions to the 

ventro-dorsal stream. For example, Rizzolatti and Matelli (2003) said that the ventro-dorsal 

stream encodes space and action understanding because the ventro-dorsal stream is rich 

of mirror neurons. 

Wurm and Caramazza (2022) proposed a new model with three visual pathways. They 

agree with Boussaoud and collegues (Boussaoud et al., 1990) about the anatomy of the 

three pathways. However, Wurm and Caramazza diasgree with Boussaoud and collegues 

about the functions of the three pathways. Wurm and Caramazza agree with Goodale and 

Milner (Goodale & Milner, 1992; Milner & Goodale, 2008) about the functions of the ventral 

and dorsal streams. The third lateral pathway encode for abstract conceptual social 

actions. 

1.4.2 Lower-Level Visual Areas 

RGC seems to process a retinotopic map of edges of the visual stimuli. Kuffler (1952) 

noticed that RGC of a cat are specifically sensitive to edges placed on their corresponding 

receptive fields. He modelled the activity and the receptive fields of the RGC by DoG. 

Then, DoG was then used in computer vision for edge detection (Basu, 2002; Kennedy & 

Basu, 1997; Marr & Hildreth, 1980; Wohrer & Kornprobst, 2009) 

The area V1 contains several retinotopic maps for all edge orientations of the visual 

stimuli: one retinotopic map for each edge orientation. Hubel and Wiesel (1962) recorded 
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the activity of the neurons in V1 of a cat while stimulated visual stimuli. They noticed that 

the activities of these neurons were sensitive to specific edge orientations positioned on 

their receptive field. Likewise, Marcelja (1980) suggested that Gabor filters can model the 

receptive field of either LGN or V1. The Gabor function was originally presented by the 

Hungarian-British physicist Dennis Gabor (1946) and was then extended to 2d filters by 

Daugman (1985). The Gabor filters have been good tools in visual tasks. For instance, 

Rizvi et al. (2016) showed that a NN aided with a bank of Gabor filters in the first layer got 

comparable accuracy (50.71) to the baseline convolutional neural network (52.15) in object 

recognition. See Rai and Rivas (2020) for literature review about Gabor filters. 

1.4.3 The Highest-Level areas for Object Classification 

are in IT 

What are the cortical areas that embody the object classes at their highest-levels? Despite 

of some conflicting results, several functional MRI (fMRI) studies point their fingers to IT as 

the best candidate for this role. To be as such, the highest-level areas of object classes 

must have wide receptive fields, not be retinotopic, and be supramodal. Adams and Janata 

(2002) did a fMRI study revealed that neural circuits underlying auditory and visual object 

categorization share IT and the middle and inferior frontal cortex. Fairhall and Caramazza 

(2013) asked to participants to classify objects that could either be presented as written 

texts or as pictures inside a fMRI scanner. Both tasks activated the middle and inferior 

temporal cortex and posterior cingulate.  

Man et al. (2015) made a fMRI study with either visual, tactile or even auditory object 

recognition tasks. They also found an overlapping activation in IT during the visual and 

tactile object recognition, and even in posterior ST, IP, SP and lateral and ventral occipital 
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cortex. However, there were only overlaps in the posterior ST, IP and lateral and ventral 

occipital cortex and there were no overlaps in IT. The activities lateral and ventral occipital 

cortex should have been some low-level visual representations of the objects which may 

triggered in the visual condition through bottom-up feedforward connections and top-down 

feedback connections. These may have triggered even in the tactile and auditory 

conditions by top-down feedback connections. The posterior ST and IP may contain more 

supramodal, abstract and semantic representations describing actions, relations and 

mental states of objects. These may have been activated by either the observation, the 

hearing or the touch of either the effectors, recipients or tools which are associated to the 

actions even without seeing, hearing or touching the actions themself. The participants 

actually saw the actions in the visual and auditory conditions because the visual and 

auditory stimuli were videos and sound of objects in action. However, the action 

representations may have been activated only by the touch of the object and without any 

perception of the actions in the tactile condition. There should have been activity overlaps 

on IT in all visual, tactile and auditory conditions, if IT really embodies abstract aspects of 

the object classes which are related to their appearance and not related to their potential 

actions and mental states. However, it is unclear why there was only overlaps in IT in the 

visual and tactile conditions while IT activity did not vary in the auditory condition. 

Some (Ishai et al., 2000; O'Craven & Kanwisher, 2000) may argue that this overlap of 

neural activity may in IT may be the result of a visual imagination that may be even 

triggered by either the touch, the hearing of the objects or the observation of their written 

names rather than being supramodal object representations. Nonetheless, Pietrini et al. 

(2004) took fMRI scans of sighted participants while they were recognising objects by 

either the vision of the objects in images or the touch of these. The found an overlap of 

brain activity in IT and ventral temporal cortex during both visual and tactile object 
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recognition. Importantly, they also took fMRI scans of blind participants while doing the 

same tactile object recognition and found a similar activation of IT. The blind subjects were 

either congenitally blind or had become blind at an early age and reported no visual 

memories. Therefore, the hypothesis that IT process visual imagination during tactile 

object recognition should be excluded and IT may really encode abstract and supramodal 

representation of objects classes. 

It is interesting to note that Amalric and Dehaene (2016, 2018, 2019) highlighted IT and 

intraparietal sulcus seem to be also involved in both basic and high-level mathematic and 

geometric calculations. Given that IT is involved in object recognition, some may argue 

that the IT activation during mathematics and geometry may have processed object 

recognition of the visual numbers, words and letters in the stimuli rather than processing 

mathematic and geometric computation. However, all mathematical and geometric 

questions (stimuli) were auditory (spoken to the participants) in their studies rather than 

visual. Thus, it very likely that IT embody mathematic and geometric entities which can be 

thought as abstract, supramodal and high-level features of the object appearances. 

1.4.4 The Highest-Level Areas for Action Classification 

are in MT and ST 

Action recognition is associated with higher activity of regions in the frontal, parietal and 

lateral temporal cortex (Buccino et al., 2004; Hamzei et al., 2003; Lingnau & Downing, 

2015; Oosterhof et al., 2013; Orban et al., 2021; Wurm & Caramazza, 2022). The posterior 

areas, like temporal and parietal cortex, are anatomically closer to the low-level visual 

areas, like V1 and V2, rather than the more anterior areas, like the frontal cortex. 

Therefore, an intuitive interpretation is that the more posterior areas in temporal and 
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parietal cortex process less abstract aspects of the actions, like objects, postures, and 

movements, whereas the anterior areas in frontal cortex process the most abstract action 

features, like action classes. The findings in the literature seem to be against this intuitive 

view. 

The highest-level areas for action classification encode the most abstract action classes. I 

formulate two necessary criteria to identify these areas. One, they must encode 

supramodal representations of actions. This means that they must similarly respond to the 

same actions, even if these actions are presented in different sensory modalities or 

formats. For example, they must similarly respond to the same actions regardless of 

whether the participants either observe the actions, hear sounds of the actions, read 

sentences describing the actions, or hear verbal descriptions of the actions. Two, they 

must encode the actions classes which are independent from the specific movements of 

the effectors. Therefore, they must not be sensitive to the different movements of different 

actions that fall into the same action category. For example, their neural activity must be 

similarly sensitive to different actions which involve different movements (drinking water 

with right hand and drinking water with the left hand) but they conceptually fall into the 

same actions class (drinking water). 

The response of LT and IP to actions are independently from either the specific body parts 

(Vannuscorps et al., 2019) or movements (Wurm & Lingnau, 2015) involved in the actions. 

The neural response of the frontal cortex, like the PM, to actions is sensitive to the specific 

body parts (Hafri et al., 2017) and moments of the actions (Wurm et al., 2017). 

The responses of all the frontal, parietal and lateral temporal cortical areas to actions are 

supramodal. In the premotor cortex (PM) and IP, there mirror neurons (Buccino et al., 

2001; Buccino et al., 2004; Chong et al., 2008; Gallese et al., 1996, 2002; Hamzei et al., 

2003; Rizzolatti et al., 1996) which respond to either the execution or observations of 
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actions and audiovisual mirror neurons (Keysers et al., 2003) which respond to the 

execution, vision or sound of actions. The posterior ST and IP contain also semantic 

language areas including the Wernicke's area (Binder, 2015). Lesion on the Wernicke’s 

area causes Wernicke’s aphasia (Yang et al., 2008) which is the inability to comprehend 

sentences and the production of fluent and meaningless sentences. Additionally, Foxe et 

al. (2002) also show the supramodal nature of ST because they also found activity 

overlaps in the ST by either the auditory or tactile stimuli. 

Wurm and Caramazza (2019) took fMRI scans of human participants while they were 

either watching videos of actions or reading sentences that describe the same actions. 

They performed both unimodal and crossmodal multivoxel pattern analysis (MVPA) 

(Kriegeskorte et al., 2006) to identify brain regions that encodes unimodal and supramodal 

action representations, respectively. In both analysis types, they trained classifiers to 

decode the action classes from the activities of the brain regions which were stimulated by 

either videos or sentences. In the unimodal (within-modality) analysis, the classifiers were 

trained on the brain activity in some trials of one stimulus modality and tested on the brain 

responses of some other trials within the same modality. In the within-video analysis, they 

trained the classifiers on the brain data in some video trials and tested them on the same 

data in some other video trials. In the within-sentence analysis, they trained the classifiers 

on the brain responses of some sentence trials and tested them on the brain responses of 

some other sentences trials. In the crossmodal (between-modality) analysis, they trained 

the classifiers on the neural activity of the videos and tested them on neural responses of 

the sentences. The action decoding accuracy of within-video and the within-sentence 

unimodal analyses overlapped in some cortical areas of the PM, IP and posterior lateral 

temporal (LT which includes MT and ST). The overlapping areas identified by unimodal 

analyses were in line with other studies (Aziz-Zadeh et al., 2006; Spunt & Lieberman, 
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2012). These findings suggest that the overlapping areas encode supramodal 

representations of actions. However, they were only able to decode the actions in the LT 

from the crossmodal analysis. Therefore, the frontal and parietal cortex encoded modality-

specific action representations, whereas LT encoded the supramodal action 

representations of action classes. 

Taking together the findings of these studies, the posterior MT and posterior ST in the 

posterior LT are the only cortical areas that encode supramodal representations of action 

classes which are independent from the movements of the actors. 

1.5 Deep Learning for Visual Skills of Active 

Action Recognition 

Active action classification involves the following four visual subskills or visual tasks: object 

classification, action classification, visual perspective taking and egocentric localization to 

guide ongoing viewpoint navigation to the target position. Deep learning models can be 

trained to efficiently do each of the visual tasks. In object classification, these models have 

been trained to predict the object classes in visual stimuli (He, Zhang, Ren, & Sun, 2016; 

Krizhevsky et al., 2017; Liao & Poggio, 2016; Simonyan & Zisserman, 2014; Szegedy et 

al., 2015). The visual inputs or visual stimuli in these visual tasks are either images or 

videos (which are technically a sequence of images). In action classification, they have 

been trained to predict the action classes that are in the visual inputs (Aghaei et al., 2021; 

Al-Faris, Chiverton, Ndzi, et al., 2020; Al-Faris, Chiverton, Yang, et al., 2020; Dai et al., 

2020; Donahue et al., 2015; Li et al., 2018; Majd & Safabakhsh, 2020; Ng et al., 2015). In 

visual perspective taking, they have been trained to predict what can be seen from another 

viewpoint given the current viewpoint (Jayaraman & Grauman, 2018). In egocentric 
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localization, the models were trained to simultaneously predict the coordinates and the 

object classes of multiple objects in real-time (Redmon et al., 2016). 

In 2012, the massive success of AlexNet (Krizhevsky et al., 2017) in single-image object 

classification showed the promising advantage of CNNs in visual tasks. AlexNet is a non-

recurrent (forward) 2d CNN and its performance of 2012 come from the single images of 

the dataset ImageNet (Deng et al., 2009). ImageNet has thousands of object classes in 

millions of images. Since the success of AlexNet in 2012, CNNs have been widely used in 

any visual tasks. Technically, CNN are a specific type of NNs that has one or more 

convolutional layers, and each convolutional layer is a bank of filters with trainable 

parameters by gradient descent. 

The architectures CNNs can generally split in two model types or categories: non-recurrent 

and recurrent model. The non-recurrent models only have layers with forward connections 

and without any lateral or backward connections, whilst the recurrent models contain one 

or more layers with either lateral or backward connections. 

1.5.1 Non-Recurrent Convolutional Neural Networks 

There are at least three non-recurrent CNNs for visual tasks: 2d CNNs without temporal 

pooling layers (2d CNNs), 2d CNNs with temporal pooling layers and 3d CNNs. 

1.5.1.1 2d CNNs 

The 2d CNNs analyse single images individually and independently from the previous 

images (observations) of same video. In other words, they cannot integrate features of the 

images in the same video. Therefore, they are mostly used to analyse single image 

samples and they are not commonly used for videos. Some popular 2d CNNs are AlexNet 

(Krizhevsky et al., 2017), VGG (Simonyan & Zisserman, 2014), Inception (Szegedy et al., 
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2015) and ResNets (He, Zhang, Ren, & Sun, 2016). 

The general architecture of simple 2d CNNs has two types of layers: 2d convolutional 

layers and fully-connected layers. The lower or shallower layers are 2d convolutional 

layers to extract the local spatial features (like eyes, ears, nose, mouth, legs, arms, tails, 

wheels, doors, windows). Each convolutional layer is a list of 2d filters (kernels) with 

trainable parameters. The deeper or higher layers are fully connected layers which extract 

the global features (like people, dogs, cars, houses). There are only forward connections 

between layers of the models and no lateral or backward connections. There may be some 

forward shortcut connections in some 2d CNNs such as ResNets (He, Zhang, Ren, & Sun, 

2016) and inceptions (Szegedy et al., 2015), but these models do not have backward 

shortcut connections. 

Yamins and DiCarlo (2016) claimed that the 2d CNNs do similar computations of the visual 

pathways because of several reasons. One, by moving from lower to higher layers, the 

visual receptive field increases and retinotopy decreases, similarly to the visual areas of 

the visual cortex (Malach et al., 2002). Two, the first layer seems to naturally learn by 

gradient descent some traditional filters such as difference of gaussians (DoG) and Gabor 

wavelet filters (Karpathy et al., 2014; Krizhevsky et al., 2017; Kubilius et al., 2018) which 

neuroscientists have used to model the neural responses of the low-level areas to simple 

visual stimuli like edges and edge orientations. 

Nevertheless, it is unclear whether hidden layers of deep layers in 2d CNNs do similar 

computations as middle-level areas in the visual pathways such as V2, V3 and V3A. 

Another limit of 2d CNNs is that there is no reference about response times (RTs). Hence, 

RT cannot be used as dependent variable and compare it in different experimental 

conditions. It is only possible to compare the precision of their predictions in different 

conditions of any experiment. This is mostly because they have layers with only forward 
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connections and do not have any recurrent layers with either lateral or backward 

connections. 

1.5.1.1.1 Residual Networks 

He et al. (He, Zhang, Ren, & Sun, 2016) proposed residual networks (ResNets) which are 

ultra-deep 2d CNNs with hundreds and sometimes even thousands of layers with trainable 

parameters. He et al. claimed theoretically and experimentally that ResNets enjoy higher 

performances by increasing their depth while non-residual neural networks face the 

degradation problem. Most non-residual (or plain) 2d CNNs which perform very well in 

different visual tasks are relatively deep with a depth of 16 (Simonyan & Zisserman, 2014) 

and 30 layers (Ioffe & Szegedy, 2015). However, the accuracy of deeper plain 2d CNNs in 

object recognition get saturated and degrades rapidly. 

The degradation problem is not caused by overfitting given that the training loss rises as 

well as the validation loss, by increasing the number of layers of the plain 2d CNNs. It is 

not even caused by the vanishing and exploring gradient problem (Bengio et al., 1994; 

Glorot & Bengio, 2010). This impeded very deep neural network to learn. This problem has 

been solved by normalised initialization (Glorot & Bengio, 2010; He et al., 2015; LeCun et 

al., 1998; Saxe et al., 2013) and normalization layers (Ioffe & Szegedy, 2015), which 

enabled deeper neural networks with up to 30 layers to converge. However, the 

degradation problem remains for ultra-deep neural network with over 30 layers. 

If it is neither overfitting nor vanishing/exploding gradients, what can explain the 

degradation problem? He et al. further argue that the degradation problem is due to the 

difficulty of approximating a stack of multiple non-linear layers to a function f whose 

optimal output feature mapping y is equal to the input feature mapping y: 

𝑓𝑓(𝑦𝑦) ≈ 𝑦𝑦 1.9 
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where f is a stack of multiple non-linear layers and y is the inputs feature mapping and the 

optimal outputs feature mappings of the function f. In fact, let us assume we have a 

shallower neural network with N layers and a deeper one with M layers, where N and M 

are positive integers and M > N + 1. The deeper neural network has a stack of multiple L 

additional non-linear layers respect to the shallower one, where L is a positive integer and 

L > 1. Let us also suppose that the shallower neural network can optimally predict y give 

an input x. Then, the counterpart deeper neural network should also be able to optimally 

approximate the prediction y given x, if the L additional non-linear layers are able to output 

the feature mapping y given y. In fact, the first N layers of the deeper M-layer network 

would predict the optimal y given x, and the last L layers would predict y from y. However, 

since we experimentally observe the degradation problem with deeper neural networks, it 

may be difficult to optimize a stack of non-liner layers in predicting a feature mapping y 

from the same feature mapping y. 

In deep learning, it is popular the hypothesis that multiple non-linear layers can 

asymptotically approximate any complicated function. This hypothesis is still open 

(Montufar et al., 2014). Let us call this hypothesis the any-function hypothesis. 

Theoretically speaking, if the any function hypothesis is true, then we should not expect 

any higher training error for deeper neural networks. The reason is that if multiple non-

linear layers can asymptotically approximate any function, then it is plausible to assume 

that multiple L non-linear layers can asymptotically approximate the identity feature 

mapping y given the same feature mapping y. However, we have experimentally 

witnessed the degradation problem which is the effect of higher training error for deeper 

non-residual networks. 

In ordinary non-residual neural network, we optimize each block of non-linear layers f to fit 

the desired feature mappings y given the input feature mappings x: 
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𝑓𝑓(𝑥𝑥) ≈ 𝑦𝑦 1.10 

This type of architectures faces the degradation problem. Contrarily, He at al. introduced 

the ResNets to tackle this issue. The ResNets are divided into numerous blocks of multiple 

non-linear layers which are optimised to approximate the residual mapping z. 

𝑓𝑓(𝑥𝑥) ≈ 𝑧𝑧 = 𝑦𝑦 − 𝑥𝑥 1.11 

and then the original input mappings x are added to the residual mappings z and get the 

desired output mapping y: 

𝑓𝑓(𝑥𝑥) + 𝑥𝑥 ≈ 𝑦𝑦 1.12 

ResNets solve the degradation problem and can gain accuracy in object classification with 

deeper models up to hundreds of layers. According to He et al., the main reason is that the 

residual feature mappings z are easier to approximate than the desired mapping feature y 

by a block of multiple non-linear layers. Ideally, if the first blocks of non-linear layers 

optimally predict the desired mappings y, then it is easier to approximate the residual 

mappings z with any additional blocks of non-linear layers (rather than the identity feature 

mappings y), by pushing all their weights close to zero. 

Let us define a ResNet building block of non-linear layers. For simplicity, I am going to only 

elaborate the building blocks of fully-connected layers. However, the same principles apply 

to convolutional layers. There are types of building blocks in ResNets. A building block can 

be with either an identity shortcut or a projection shortcut. A ResNet building block with 

identity shortcut is defined as: 

𝑦𝑦 = 𝑓𝑓(𝑥𝑥,𝑊𝑊𝑖𝑖) + 𝑥𝑥 1.13 

where the size of the input mappings x and the output mappings y are equal. The function 

f(x, Wi) is a block of non-linear layers with weights Wi, where i is the number of layers 

within the building block. If i = 2, then f(x, Wi) = W2 σ(W1 x) where σ is ReLU (Nair & 
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Hinton, 2010), a non-linear activation function defined as σ(x)= max(0, x). During the 

training, the weights Wi are optimized such that the function f(x) approximates the residual 

mappings z. The operation f(x) + x is element-wise addition and is the identity shortcut. In 

a ResNet block, the shortcut skip i layers. In a block with identity shortcut, the residual 

mappings f(x) and the input mappings x have the same size. The identity shortcut is a 

simple element-wise addition which do add extra parameters to the overall model. An 

identity shortcut keeps the identity mappings x. After the addition, A ReLU activation 

function is applied to y. 

In a bock with projection shortcut where, the shortcut is performed by the element-wise 

addition between the residual mappings f(x) and a linear projection of input mappings x. 

The liner projection requires some additional trainable weights Ws. Therefore, the formal 

equation of the building block becomes: 

𝑦𝑦 = 𝑓𝑓(𝑥𝑥,𝑊𝑊𝑖𝑖) + 𝑊𝑊𝑠𝑠𝑥𝑥 1.14 

The sizes of the residual mappings f(x) and the input mappings x can either be different or 

the same. The authors mostly used projection shortcuts only in blocks where the residual 

mappings f(x) and the input mappings x are different in size, to reduce the number of 

parameters of the models. In this way, they mostly project input mappings x to a space of 

the same dimensionality as the residual mappings f(x), only when the sizes of f(x) and x 

are different. However, projection shortcuts can also be used for blocks where f(x) and x 

have the same size. 

They showed ResNets enjoy higher accuracy by increasing the number of layers to up 152 

layers. This was valid for ResNets with either only identity shortcut, only projection 

shortcuts or both. The identity shortcuts only were enough to solve the degradation 

problem without adding any extra parameters. According to He et al., the reason why 
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deeper ResNets perform better is because approximating the residual mappings z with 

non-linear layers is easier than the identity mappings y. However, they have reported 

slightly higher performance for ResNets with only projection shortcuts than the ResNets 

with only identity shortcuts. This suggests that the explanation of the He et al. about the 

better performance of deeper ResNets may not be the only one. 

According to Liao and Poggio (2016), the ResNets are very accurate because they 

approximate RNNs and RNNs generalize the data better than their corresponding non-

recurrent neural networks (NNs) because of several reasons. First, by assuming that the 

biological brain is an efficient information processing system due to the evolution of the 

species and most visual and non-visual areas of the biological brain are RNNs, then RNNs 

must be more efficient than simple forward NNs. Second, RNNs generally outperform their 

corresponding non-recurrent NNs in several visual and non-visual tasks, in spite of having 

less parameters than their corresponding non-recurrent NNs (Du et al., 2019). Therefore, 

an apparent ultra-deep forward ResNet can outperforms most of other forward NN, if 

ResNets can indeed approximate RNNs. 

Liao and Poggio (2016) argued that ResNets are time-variant RNNs because they do not 

share parameters in time. The building blocks of an ultra-deep forward ResNet which do 

not share parameters in time can be approximated by less recurrent ResNet building 

blocks which share parameters in time. By unfolding the information flow of the recurrent 

ResNet building block, we get back to an ultra-deep forward ResNet with shared 

parameters among all blocks and its depth is the number of timepoints T where 1 < T < 

+∞. Like any RNNs, ResNets with shared parameters are therefore deep in time, while 

they keep the number of parameters significantly low. They experimentally showed that 

recurrent ResNets with shared parameters approximate the performance of their 

corresponding standard forward ResNet with non-shared parameters on the CIFAR-10 
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(Krizhevsky & Hinton, 2009) and ImageNet (Deng et al., 2009; Russakovsky et al., 2015) 

datasets. This result is in line with their claim that ResNets are in fact RNNs. 

Liao and Poggio (2016) also argued that ultra-deep ResNets and the visual ventral stream 

of the brain are not very different in depth as they appear to be. On one hand, ultra-deep 

ResNets approximate shallow RNNs which can be very deep in time. The visual pathways 

like the ventral stream are shallow RNNs with forward, lateral, backward connections 

which are also ultra-deep in time. Therefore, the visual streams can also be ultra-deep in 

time as much as any ultra-deep ResNet and are not actually different in depth. 

1.5.1.2 2d CNNs With Temporal Pooling Layers and 3d CNNs 

Some studies (Karpathy et al., 2014) have used CNNs on videos by simply adding some 

temporal pooling layers that integrate the features of images of the same video. Anyway, 

CNNs with the temporal pooling layers gain very little performance than the CNNs on 

single image. There are generally better model types for videos. Some other studies (Ji et 

al., 2013; Tran et al., 2015) have used 3d CNNs to analyse videos. 3d CNNs have 3d 

(instead of 2d) kernels to extract spatiotemporal features of the videos. 

However, it is hard to believe that human brain temporally integrates observations by 

either temporal pooling layers or 3d CNNs. Additionally, the video length (number of 

images), that either 2d CNNs with temporal pooling layers or 3d CNNs can be fed, is fixed 

(not flexible) and cannot be changed without adjusting the architecture of the models and 

retrain them. 

1.5.2 Recurrent Convolutional Neural Networks 

Recent studies (Donahue et al., 2015; Kubilius et al., 2018; Li et al., 2018; Liao & Poggio, 

2016; Ng et al., 2015) have suggested recurrent convolutional neural networks (RCNNs) 
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for visual tasks. RCNNs are a specific type of CNNs which have one or more recurrent 

layer with either lateral or backward connections. The recurrent layers can either be 2d 

recurrent convolutional layers or 1d recurrent fully-connected layers. Roboticists (Donahue 

et al., 2015; Ng et al., 2015) originally designed RCNNs for videos analysis because they 

can integrate neural activations across time (across video images) by lateral (and rarely 

backward) connections. However, they can potentially be used to analyse single images 

by feeding the models the same image at different timepoints (Liao & Poggio, 2016). 

On one hand, roboticists designed RCNNs that achieve the best performance in a specific 

visual task, even if they are not biological plausible. On the other hand, computational 

neuroscientists have made RCNNs that are more biological plausible and simulate 

behaviour performance of humans such as accuracy and RTs in a variety of visual tasks, 

even if they are not the models with the best performance in a specific visual task. 

Anyhow, the RCNNs of both roboticists and computational neuroscientist have many 

advantages compared to the non-recurrent CNNs. One, similarly to both the non-recurrent 

2d CNNs with temporal pooling layers and the 3d CNNs, RCNNs can extract 

spatiotemporal features and make robust predictions with these spatiotemporal features at 

each timepoint because their predictions take into account all seen observations (video 

images) from the first image to the current one. The prediction of a video by a RCNNs at 

timepoint t, where 0 ≤ t < +∞ is an integer, is technically a function of all images of the 

video at the timepoints from 0 to t. 

Two, contrarily to both the non-recurrent 2d CNNs with temporal pooling layers and the 3d 

CNNs, the video time length (number of video images) is flexible with RCNNs (Donahue et 

al., 2015). The same RCNN can make the predictions from the spatiotemporal features of 

videos with different time lengths ranging from 0 to +∞ images without changing their 

architecture and retraining them. 
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Three, they are more biological plausible because the any (visual and non-visual) cortical 

area of the brain are technically recurrent with forward, lateral and feedback connections 

(Kar et al., 2019; Kubilius et al., 2018; Lamme et al., 1998). 

Four, the depth of recurrent models is flexible (Donahue et al., 2015; Liao & Poggio, 2016) 

because they are deep in time. By unfolding in time the information flow of RCNNs, its 

corresponding non-recurrent CNNs has layers that share trainable parameters and has 

depth equal to T where 0 ≤ T ≤ +∞ is the number of stimulating timepoints. Their neural 

activation goes through the same layers T times. Therefore, they can be both shallow with 

a few discrete timepoints and ultra-deep up to positive infinity with numerous timepoints. 

Therefore, they can both do fast (short) and slightly accurate predictions, and slow (long) 

and very accurate predictions depending on how much time is available for the responses. 

Five, RCNNs maintain small their total number of trainable parameters (Donahue et al., 

2015; Liao & Poggio, 2016; Ng et al., 2015), while they can still be ultra-deep. This saves a 

lot of computer memory. By unfolding in time a RCNN with T timepoints, it corresponds to 

a non-recurrent CNN with same depth T and with layers that share trainable parameters. If 

T is an ultra-large integer, then a RCNN is ultra-deep and has less trainable parameters 

than an its corresponding non-recurrent CNNs with layers that do not share trainable 

parameters. 

Six, they can theoretically simulate different RTs in different experimental tasks that which 

are assumed to have different levels of difficulty (Kubilius et al., 2018; Liao & Poggio, 

2016). The depth of RCNNs is the number of the activation timepoints which is flexible. 

Therefore, given that the number of the activation timepoints may vary across different 

conditions until the prediction of model gets to predefined threshold, it is possible to 

estimate different RTs for all conditions based on the number of the activation timepoints 

needed by the models to reach the prediction threshold. It is important to distinguish here 



45 

the timepoints of the stimulus (videos frames) and the timepoints of the activation of the 

model layers. As a matter of a fact, the refresh rate of brain neurons is very often different 

from the stimulus refresh rate. Each stimulus timepoint is the time between a frame onset 

and the onset of the next one, whilst the activation timepoint of either a computational 

model or the brain is the time by which the activation of a layer influences the activation of 

the next layer. The duration of each activation timepoint of the recurrent models can be set 

between 20 ms and 50 ms, considering the latency of a single layer of biological neurons 

(Liao & Poggio, 2016). This makes an activation refresh rate between 50 Hz and 20 Hz. 

The RT of a video by a model can be estimated by multiplying the duration of an activation 

timepoint and the numbers of activation timepoints needed for the model classification to 

get some threshold. For instance, if we define the duration of the model timepoint to 20 ms 

and the classification of a recurrent model takes 100 timepoints to reach a threshold, then 

we would have a RT of 2,000 ms (20 ms x 100). The depth of the non-recurrent CNNs is 

constant and cannot not be changed once the whole model is defined. Thus, the depth of 

non-recurrent CNNs cannot vary across different conditions and it is not possible to 

estimate the RTs for different conditions. Simulating RTs is out of the scope of this thesis, 

but it will be the aim of my future studies. 

1.5.2.1 Recurrent Convolutional Neural Networks of 

Roboticists 

Generally speaking, an architecture of most RCNNs in robotic vision has a 2d CNN at their 

bottoms and the one or more 1d recurrent layers at the tops (Donahue et al., 2015; Ng et 

al., 2015). The 2d CNN extracts the spatial features of each observation (video image) 

individually and independently from the previous observations (images of the same video). 

The 2d CNN is often called feature extractors. The 1d recurrent layers then feed on the 
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spatial features extracted by 2d CNN. Thus, the 1d recurrent layers extract the 

spatiotemporal features of the video image at timepoint t dependently from the previous 

images of the same video. The most popular recurrent layer is long-short term memory 

(LSTM) (Hochreiter & Schmidhuber, 1997).  

In my thesis, I will use this type of RCNNs which has a ResNet as spatial feature extractor 

at the bottom and a 1d LSTM as spatiotemporal feature extractor at the top. This choice 

was made because the aim of the thesis was to assess and develop some basic and 

standard NNs for video analysis and the aim was neither choosing the more accurate NNs 

nor making the most biologically plausible model. 

1.5.2.2 Recurrent Convolutional Neural Networks of 

Computational Neuroscientists 

On the other hand, computational neuroscientists (Kubilius et al., 2018; Liao & Poggio, 

2016) proposed RCNNs that are more biologically plausible and can fit the human 

behavioural performance such as the different accuracies and potentially even the different 

RTs in different experimental conditions. For instance, Liao and Poggio (2016) suggested 

that the three visual pathways can be modelled by multi-state fully recurrent neural 

networks. I will simply call these models fully recurrent neural networks (FRCNNs). Each 

visual stream can be represented by a cyclic graph G with vertices V and edges E: 𝐺𝐺 =

{𝑉𝑉,𝐸𝐸}. The vertices V are the set of layers. For instance, in the ventral stream 𝑉𝑉 =

{𝐿𝐿𝐿𝐿𝐿𝐿,𝑉𝑉1,𝑉𝑉2,𝑉𝑉4, 𝐼𝐼𝐼𝐼}. RGC is not included because there no known connections from the 

visual cortex to the retina. However, RGC is the main bottom-up source to LGN which then 

influence the activity of all other areas. The edges E are a set of all connections between 

the layers V. The edges E include forward, backward (feedback) and lateral connections. 

Both the forward and feedback connections can further be simple or shortcut connections. 
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In FRCNN, the activation of every layer in a given timepoint t is a function of the activation 

of all layers, including itself, at the previous timepoint (t−1) by forward, backward, lateral 

connections with or without shortcuts. 

1.6 Conclusions 

Active action classification is a complex skill which require at least four visual subskills: 

object classification, action classification, visual perspective taking and on-line egocentric 

localization to constantly direct the current viewpoint to the target viewpoint on the 

moment-to-moment basis. These visual subskills have been widely studies in both humans 

and robots. However, they have been studies individually and there is a lack of knowledge 

about these visual subskills can interact for efficient active action classification. Towards 

filling that gab, the main aim of this thesis is to unveil whether and how both human and 

robotic observers are efficient active actions classifiers. 

There are at least two types of experimental results that would confirm whether a specific 

type of observers are efficient active action classifiers. One, their action classification must 

be more accurate or faster in the active action classification conditions then in their 

corresponding baseline conditions. In the active action conditions, participants do proper 

active action classifications and therefore they can select their preferred viewpoints, by 

moving their viewpoints from the current positions to the preferred ones. In the baseline 

conditions, the observers cannot control the moves of their own viewpoints while they 

classify the actions of some actors. Some instances of baseline conditions are passive, in 

which viewpoint do not move at all, and random, in which the viewpoint change randomly. 

Two, the observers must select more often the efficient rather than the inefficient 

viewpoints in the active condition. To verify whether this is the case, we firstly need to 

identify the efficient and inefficient viewpoints for the studied types of observers in the 
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passive condition. Secondly, we need to make statistical inferences about whether they do 

select the efficient viewpoints more often in the active condition. 

The objectives of this thesis were seven. The first one was the selection of an appropriate 

action dataset to study active action classification in both humans and robots. For this 

objective, I reviewed the current action datasets which are only usable for passive action 

recognition studies. I highlighted what they lack to be suitable for active action 

classification studies and how my multi-view dataset overcomes the issue. So, my first 

research question was: which action dataset should I use to study both human and robotic 

active action recognitions? I addressed this research question in chapter 2. 

The second objective was to discover the efficient and inefficient views for the action 

recognition of humans. The efficient views for the action recognition of humans are the 

ones from which the action classification of humans is more accurate or shorter (faster) 

than the other views. On the other hand, the inefficient views for the action recognition of 

humans are the ones from which the action classification is less accurate or longer 

(slower). Thus, the second research question was: which viewpoints are efficient for action 

recognition of the human observers and which ones are inefficient? The study in chapter 3 

slightly addresses the efficient and inefficient views for humans by looking at the different 

action recognition accuracies and the RTs of human participants given the different 

starting views. However, this study's results were inconclusive because the views of the 

human observers changed within each trial; therefore, the view was not rigorously 

controlled. The experiment in chapter 4 more rigorously highlights the efficient and 

inefficient views for humans because all human participants of this experiment classified 

the same actions from different views with no view movements (NMs), and so their views 

did not change within the trials. 

The third objective was to discover the efficient and inefficient views for the action 
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recognition of computational models. The efficient views for computer models are the ones 

from which the action classification of these models is more accurate than the other views. 

On the other hand, the inefficient views for the robotic observers are the ones from where 

the action classification of these robots is less accurate than the other views. There were 

no reaction times of the models in this thesis because simulating RTs is out of the scope of 

this thesis. Therefore, to determine the efficient and inefficient views for robots, I only 

compared their action classification accuracies (and not their RTs) from all views. 

Sometimes, I also looked at the model's action classification loss (classification error), 

which is supposed to be lower from the efficient views and higher from the inefficient 

views. Thus, the third research question was: which viewpoints are efficient and which 

ones are inefficient for the action recognition of the robotic observers? The studies in 

chapters 5 and 7 identified the efficient and inefficient views for the action recognition of 

machines by showing the different action recognition accuracies of some basic models 

from different viewpoints with NMs. These chapters also examined whether the pattern of 

efficient and inefficient viewpoints for action recognition is the same in humans and robots. 

The fourth objective was to verify whether humans' action recognition is more accurate 

and faster with active self-controlled view movements (SCMs) than with passive random 

view movements (RMs). The action recognition with SCMs is active since the view 

movements are selected by the human observers from a pool of possible view 

movements. On the other hand, the action recognition with RMs is passive because the 

view movements are not selected by the observers. Instead, the RMs are randomly 

sampled from a pool of possible view movements. Then, the fourth research question was: 

the action recognition of humans is more accurate and faster with SCMs than with passive 

RMs? The studies in chapters 3 and 6 directly addressed this research question with 

different methods. 
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The fifth objective was to examine whether humans select the efficient views more 

frequently than the inefficient views when they actively recognise actions. Consequently, 

the fifth research question was: do humans select the efficient views more frequently than 

the inefficient views during their active action recognition? The pilot study of Chapter 3 

computed the frequencies of the selected views by the human participants at the last 

timepoints of the active action recognition trials with SCMs just before their action 

classifications. Chapter 3 also calculated the action recognition accuracies and RTs of 

humans in different starting views. Then, the study investigated the correlation of these 

view frequencies of the SCM humans with the accuracies and RTs of humans in the 

different starting views. If the SCM humans selected the efficient views more frequently, 

then the view frequencies of the SCM humans were expected to be positively correlated to 

the accuracies of humans in the different starting views and negatively correlated with the 

RTs of the humans in the different starting views. Since the viewpoints of this study moved 

within trials, the views were not rigorously controlled. Thus, the results of this study were 

not conclusive. 

Chapters 4 and 6 solved this limit. Chapter 4 computed the view accuracies and the RTs 

of the NM humans whose viewpoints were locked and did not change within trials. Chapter 

6 calculated the frequencies of the selected views by the SCM humans and correlated 

them with the view accuracies and view RTs of the NM human participants, previously 

found in chapter 4. If the SCM human observers of chapter 6 selected the efficient views 

more often, then the view frequencies of the SCM humans were predicted to be positively 

correlated with view accuracies and negatively with view RTs of the NM humans of 

chapter 4. 

The sixth objective was to identify whether the action recognition of the active robots is 

more accurate than the passive robots. Thus, the sixth research question was: can action 
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recognition of the active machines be more accurate than the passive machines? The 

study of chapter 7 answered this question. In the study, there were two types of active 

robotic observers and two types of passive robots. The two types of passive models were 

the NM and the RM models. The NM models were trained, validated and tested with only 

NMs, while the RM models were trained, validated and tested with only RMs. The SCM 

and RSCM models were the other two types of active models. The random and self-

controlled view movement (RSCM) models were trained and validated with only RMs, but 

they were tested with only SCMs. The SCM models were trained for active action 

recognition with both RMs and SCMs, while they were validated and tested with only 

active SCMs. Chapter 7 investigated whether the SCM and RSCM models were more 

accurate in action recognition than the NM and RM models. 

The seventh objective was to examine whether robots select the efficient views more often 

than the inefficient views when they actively recognise actions. The seventh research 

question was: do robotic observers choose the efficient viewpoints more frequently than 

the inefficient viewpoints when they do active action recognition? The study of Chapter 7 

computed the frequencies of selected views by the SCM and RSCM robotic observers at 

the most accurate timepoints of their active action recognition trials. Chapter 7 also 

calculated the action recognition accuracies and RTs of NM models whose viewpoints 

were locked and could not change within trials. Finally, chapter 7 computed and correlated 

the frequencies of the selected views by the SCM models with the view accuracies and 

view RTs of the NM models. If the SCM computer models of chapter 7 chose the efficient 

viewpoints more often, then the view frequencies of these SCM models were expected to 

be positively correlated with view accuracies and negatively with view RTs of the NM 

computer models. 

Efficient active action classification models have the potential of improving the quality of 
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security surveillance, health monitoring and intuitive human computer interfaces. 
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2 A Novel Multi-View Action Dataset for 

Active Action Recognition 

2.1 Introduction 

The focus of this chapter is neither action recognition nor action detection methods. 

Instead, it is only about the most popular and modern action datasets. In this chapter, I am 

going to review the most popular and modern action datasets. Generally speaking, these 

are not appropriate for neither active action recognition nor active action detection. 

because at least one of the following conditions is true: they do not have multi-view videos 

(MVVs); they have a very few views up to three; the images are not made on-the-fly by a 

3D simulator from the selected viewpoint in the 3D space. MVVs are videos showing the 

same event from different positions. In the case of datasets with no MVVs, the observers 

cannot select their viewpoints. Instead, the only viewpoint of a specific action is forced to 

the observer. In the case of MVV datasets with only a few views, there are not as many 

views as in the real 3D world for the observers to choose. To my best knowledge, there is 

no on-the-fly 3D simulator for action vision processing. To tackle this issue, I am going to 

introduce my own dataset which I named multi-view videos of human actions (MVVHA). 

MVVHA is an excellent dataset to study active action recognition.  

For both action recognition and action detection studies, the ideal dataset characteristics 

are the following: Time distributed; large number of samples; large number of human 

activity classes; inclusion of person-only classes, person-object classes and person-

person classes; balanced numbers of samples across classes; data variability; multi-labels 
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per actor; individual action labels for all actors; multi-modality; multi-view. However, 

specifically for action detection studies, it is needed a dataset with 2 additional 

characteristics. These are spatial and temporal annotations of the action labels. 

Let us start by describing the ideal dataset characteristics for both action recognition and 

detection studies. Each sample of the datasets should be time distributed for action 

recognition and action detection. Given that every action happens in a time interval, time 

distributed data is crucial to discriminate different actions, especially for the inverse actions 

like grasping an apple from the table and putting an apple on the table. In most of the 

datasets, the samples are RGB videos and thus they are time distributed images. 

However, the image datasets (Chao et al., 2018; Chao et al., 2015; Le et al., 2014; Ma et 

al., 2017) for action recognition or action detection have images as samples and thus they 

are not time distributed. 

Human observers can easily recognise multiple actions that are performed by an actor at 

the same time or in different times. Thus, for advanced action recognition, an ideal goal is 

to recognise multiple actions of an actor at the same time or in subsequent moments. This 

is quite realistic because people can do more than one action at the same time such as 

can sitting, listening to someone, watching TV and eating or in different moments such as 

“climbing and then fall”, “pour water and then drink”. To do so, it is necessary a dataset 

that has multi-labels per actor, i.e. multiple action labels corresponding to the same actor. 

sSuch datasets can stimulate the implementation of advanced models that can also 

recognise multiple actions of an actor. AVA (Gu et al., 2018) and Multi-Moments in Time 

(Monfort, Ramakrishnan, et al., 2019) are datasets with this characteristic. 

In real life, human observers may see multiple actors at the same time. Yet, they may 

understand what each actor is doing. Thus, another advanced goal in action recognition is 

to develop methods that can individually recognise different activities of multiple actors in a 
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sample. For this reason, action recognition researchers need action datasets with 

individual action labels for all actors. The action datasets should have data samples of 

multiple actors doing different activities and each of these samples should have different 

action labels for different actors. Most action datasets have videos with only one action 

label either referring to only one actor or a group of actors. However, some modern 

datasets like AVA (Gu et al., 2018) and Multi-Moments in Time (Monfort, Ramakrishnan, et 

al., 2019) have individual labels for all actors. 

It has well known in machine learning that models, such as NNs, perform better in a 

specific task if they are trained with a larger number of samples. For instance, some 

studies (Du et al., 2018, 2019) have theoretically and experimentally proved it. Both their 

mathematical theorems and their experiments highlight that the more the number of 

training samples, the less the loss of simple deep learning models is. They proved it for 

fully-connected neural networks, CNNs and RNNs. Thus, since most (if not all) modern 

action recognition and action detection methods rely on deep learning, action datasets with 

more samples are more appreciated by the researchers of the field.  

Good action datasets should have many classes of human activities because the main 

goal of action recognition is not to develop methods that only recognize a few human 

activities. Instead, the aim is to build methods that can recognize many human activities 

and ideally all possible human activities. Therefore, action datasets should contain as 

many classes of human activities as possible. In some modern datasets such as Multi-

Moments in Time, HACS and NTU RGB+D 120 (Liu et al., 2019), there are hundreds of 

human activities.  

To cover most of the possible human actions, a dataset for action recognition or action 

detection should have 3 main types of action classes: person-only; person-object; person-

person. Person-only classes involve “solo” activities. These are activities that, in general, 
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do not influence anything in the environment of the actor. Some instances of person-only 

action classes are running, walking, jumping, standing and solo dancing. Person-object (or 

object manipulation) classes include actions of actors that interact with or manipulate an 

object. In this type of classes, the object may be necessary to recognise the activity. 

Examples of person-object actions are reading a book, riding a bike, writing a paper with a 

pen and so on. The person-person classes are the social actions that involve interaction 

with either another person or other people. For example, the person-person action classes 

can be shaking hands with someone, listening to someone, watching someone, talking to 

someone or hugging someone. 

The numbers of samples in different classes must be approximately equal. Otherwise, the 

models may get high classification accuracy by just classifying all samples with the action 

class with more frequent labels and not by actually recognising the actions in the samples. 

So, to make sure that the models learn to recognise activities, the classes must be 

relatively balanced in the number of samples. For instance, the label frequencies are very 

unbalanced in AVA (Gu et al., 2018). 

Ideally, a good dataset should have data variability. The action recognition and action 

detection models should learn to deal with different illuminations, different backgrounds, 

different actors, different movements, different poses, different actor orientations with 

respect to the viewpoint, different actor sizes, different actor distances, different clothes, 

and partial occlusion. Data variability, together with a large number of samples would 

avoid model overfitting and help the computer models to generalize the patterns of data. 

Another ideal characteristic is the multi-modality data. Most action datasets are collections 

of no-audio videos or images. But some datasets like Moments in Time (Monfort, 

Andonian, et al., 2019), Multi-Moments in Time and AVA, contain videos with audio. Some 

datasets like Multimodal and Multiview and Interactive (M2I) dataset (A.-A. Liu et al., 2016), 
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NTU RGB+D (Shahroudy et al., 2016) and NTU RGB+D 120 (Liu et al., 2019) have videos 

and even 3D skeletons, depth maps and infrared sequences of human activities. Multi-

modality models may gain action recognition correctness. 

Finally, multi-view datasets are useful for several reasons. With multi-view samples, the 

models can learn to recognize or detect action from any position and, most importantly, we 

can study active action recognition and active action detection by designing experiments 

where the models select the next best views from where to look at the actions. The aim of 

the active action recognition studies would not only be action recognition, but it is also 

efficient selection of the next best viewpoints to improve the accuracy of action 

classification. In active action detection, there is a additional goal with respect to active 

action recognition. This is to localize in time and in space where the recognized actions 

are in the videos. Unfortunately, there are only a few multi-view datasets and these only 

have 2 (A.-A. Liu et al., 2016) or 3 (Liu et al., 2019; Shahroudy et al., 2016) views. In most 

datasets (Gu et al., 2018; Monfort, Andonian, et al., 2019; Monfort, Ramakrishnan, et al., 

2019; Xu et al., 2017; Zhao et al., 2019), they sourced the videos from websites like 

YouTube. However, we should avoid sourcing videos from random websites because they 

do not have videos of the same activity from different viewpoints. MVVHA has 40 views of 

each human activity. To my best knowledge, MVVHA is so far the most appropriate 

dataset for active action recognition. 

Let us now elaborate on the two ideal dataset characteristics that are relevant only for 

action detection. To learn how to spatio-temporally localize the recognised actions in 

videos, deep learning models need to be trained with a video dataset that has the spatial 

and temporal annotations of each action label. In the case of image datasets (Chao et al., 

2018), there can only be spatial annotations. In case of video datasets, some have both 

spatial and temporal annotations like in AVA (Gu et al., 2018) and Actor-Action Dataset 
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(Xu et al., 2017), while other datasets such as HACS segments (Zhao et al., 2019) provide 

only the temporal annotations and not the spatial ones. In most datasets, the spatial 

annotations were done as boxes in the images or video frames. However, in the Actor-

Action Dataset (Xu et al., 2017), they spatially annotated the actions in some images of 

their videos at the pixel level. 

2.2 Action Datasets 

Here, I will review the action datasets. I will evaluate them based on whether they have the 

important dataset characteristics described in the previous section. The action datasets 

can be in single-view and multi-view. The single-view datasets have data showing each 

action from only one view even if different actions are showed from different views. Multi-

view datasets contain data that show every action from different positions. 

2.2.1 Single-View Datasets 

2.2.1.1 Moments in Time and Multi-Moments in Time 

Moments in Time (Monfort, Andonian, et al., 2019) is a large video dataset of events (or 

actions). This dataset was designed for automatic event understanding. It contains over 1 

million videos which are 3 seconds long. These videos include both the sequences of RPG 

images (Figure 2.1) and the audio allowing multi-modality action recognition. They even 

included videos where the actions such as “clapping” cannot be seen in the sequence of 

the video images but can only be heard through the video audio. Each video has a single 

event label. In the datasets, there are 339 action classes. There are a minimum of 1,000 

videos for each action label or (class) in the dataset. In this way, the classes are relatively 

balanced. The actors that perform the action in the video can be humans, animals and 
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objects. 

There is a lot of intraclass variability that captures a dynamic event at different level of 

abstraction. For instance, opening doors, opening curtains, opening eyes, opening 

mouths, and even opening petals of a flower fall in the same action class “opening”. 

Additionally, there are numerous scenes and objects in the videos. In fact, the authors ran 

a 50-layer ResNet (He, Zhang, Ren, Sun, et al., 2016) trained on Places (Zhou et al., 

2018) and a 50-layer ResNet trained on ImageNet (Deng et al., 2009) over 3 frames of 

each video. Then, they select the top-1 recognised scene and object for every video. In 

this way, they showed that the videos have 100% of the scene classes in the dataset 

Places and 99.9% of the objects in the dataset ImageNet. 

Multi-Moments in Time (Monfort, Ramakrishnan, et al., 2019) is a newer version of 

Moments in Time. The main upgrade is that while each video in Moments in Time has only 

one action label, each video in Multi-Moments in Time can have one or more action labels. 

In other words, while Moments in Time has single action labels, the Multi-Moments in Time 

has videos with multiple action labels. In Multi-Moments in Time, they increased the 

number of labels to 2.01 million from 1.02 million videos. They slightly decreased the total 

Figure 2.1. Same video frames in Moments in Time (Monfort, Andonian, et al., 2019). 
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of the action classes to 313, by removing 31 vague classes such as “working”, merging 37 

classes into 20, and adding 22 new classes. 

2.2.1.1.1 Strengths 

Both Moments in Time and Multi-Moments in Time are a collection of videos (image 

sequences) and thus the data is time-distributed. This enables the observers to see the 

action developments through time. They contain a huge amount of samples with over 1 

million videos. They also contain numerous action classes with a total of 339 label classes 

in Moments in Times and total of 313 classes in Multi-Moments in Time. There are person-

only like walking, jumping, dancing and person-object actions such as “carrying”, “typing”, 

“repairing”, “painting” and more. It is unclear from the papers if they included person-

person interactions such as hugging or hand shaking. Multi-Moments in Time has multiple 

labels per video, so there are different labels for different actors and different labels for the 

same actor within the same video. Moments in Time lacks this strength. The labels per 

class are relatively balanced as the minimum label count per class is over 1,000 while the 

average label count per class is around 2,200. Like other datasets sourced from websites 

like YouTube, Moments in Time and Multi-Moments in Time have a lot of data variability. 

The essence of their data variability is the presence of many different scenes and objects 

in different videos. Finally, the datasets are multi-modality as they have the image 

sequences and the audio of the videos.   

2.2.1.1.2 Weaknesses 

However, Moments in Time and Multi-Moments in Time have some limits. First, Moments 

in Time has only one label for each video. Therefore, there are not individual action labels 

for all actors in multi-actor videos and each actor does not have multi-labels within the 

same video. This is not a weakness in Multi-Moments in Time which has multi-labelled 
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videos. It is not multi-view given that there not multi-videos from different viewpoint 

showing the same event. The lack of the latter characteristic makes the dataset not 

suitable for active action recognition where the observers can select the viewpoint where 

they can watch the actor from. Lastly, the dataset does not contain both spatial and 

temporal annotations of the action labels. 

2.2.1.2 HACS 

Human Action Clips and Segments (HACS) is a recent video dataset (Zhao et al., 2019). 

The videos were sourced from YouTube. It has two types of datasets: HACS Clips and 

HACS segments (Figure 2.2). HACS Clips are short videos and each of them has only an 

action label. HACS Segments have both the action labels and the action temporal 

Figure 2.2. Examples of segment annotations in HACS (Zhao et al., 2019). 
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boundaries. HACS clips consist of 1.5M short videos of 2 seconds that were sampled from 

the 504K untrimmed YouTube videos, while HACS segments includes 139K action 

segments in 50K untrimmed videos. The untrimmed videos of HACS segments are long up 

to 4 minutes. Both types of action analysis benchmarks contain the same 200 classes of 

actions. In such videos, there is a lot of realistic data variability in illumination, viewpoints, 

video quality, background and actor ethnicity. Figure 2.2 highlights some HACS segments 

in 3 different videos. To speed up the annotation process, at first, they used some 

automatic methods to label the videos and annotate the action temporal boundaries. 

However, these labels and annotations were confirmed by human users through a user-

based software. They provided to the human annotators a guideline which contains the 

action definitions to reduce ambiguity of actions.  

2.2.1.2.1 Strengths 

HACS haves several strengths. Their samples are videos, so they are time distributed 

data. This dataset is one of those that have the largest total numbers of samples. There 

are 1.5M videos in HACS clips. There are many action classes: 200 classes. They have 

person-only, person-object and person-person classes. They have a lot of data variability.  

2.2.1.2.2 Weaknesses 

However, it has some weaknesses. HACS Clips is suitable only for action recognition and 

not for action detection because it does not have spatiotemporal annotations of the actions 

which make the dataset unsuitable for action detection. However, HACS segments do not 

have the spatial annotations, but have the temporal annotations. Therefore, researchers 

can use HACS Segments for temporal-only action detection. In the paper, they do not 

mention whether the number of samples are approximately balanced across classes. The 

samples only have one label. Thus, they do not have multiple labels for each action 
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performed by an actor at the same time or at different times. In addition, each video does 

not have individual labels for each actor in the video, but it only has a collective label for all 

actors or a label for only one actor. They are not multi-modality data as it only contains 

videos. They do not have MVVs. In fact, they do not have different videos of the same 

activity from different positions. This makes them not suitable for an active action 

recognition as the action recognition models cannot select the view from where to look at 

the action. 

2.2.1.3 AVA 

Spatio-Temporally localized Atomic Visual Actions (AVA) is a dataset of videos with spatial 

and temporal annotations of each action (Gu et al., 2018). AVA consists of 430 videos of 

15 minutes with 1.58 million action labels that are localised in space and in time. The 430 

videos were sourced from the 15th to the 30th minute time intervals of 430 movies. It 

contains 80 classes of actions. There are multiple action labels corresponding to one 

person in the same time interval. To make the task even more challenging, in the videos 

there are often multiple actors at the same time and each of these actors have their own 

multiple action labels with spatial and temporal annotations. In fact, every person in the 

videos is localized with bounding boxes in each frame per second. Then, multiple action 

labels are attached to each bounding box (or actor). Finally, each action label has the 

temporal start and end points. 

There are three main types of action labels: 14 pose labels regarding to the actor pose 

such as sitting, walking, standing; 49 person-object interaction labels corresponding to 

interaction with objects like carry, write; and 17 person-person interaction labels that 

concern to interaction with other people like talk to someone, listen to someone and watch. 

Every person in a frame is always labelled with a pose label and they may have additional 



64 

object interaction labels up to 3 and additional person-person interaction labels up to 3 

(Figure 2.3). Thus, each person always has at least one action label up to 7. 

They labelled the frames at 1 Hz and made 900 keyframes per movie (15 minutes x 60 

keyframes per minute = 900 keyframes) and 387,000 keyframes in the whole dataset (900 

keyframes per movie x 430 movies = 387,000 keyframes). Each person is linked to the 

consecutive keyframe to provide the temporal sequences of the action labels. Figure 2.3 

shows some keyframes of the dataset. 

2.2.1.3.1 Strengths 

The samples of AVA dataset are videos, so they are time distributed images. It has both 

Figure 2.3. The bounding box and action annotations in sample frames of the AVA dataset 
(Gu et al., 2018). Each bounding box is associated with 1 pose action (in orange), 0-3 
interactions with objects (in red), and 0-3 interactions with other people (in blue). 
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spatial and temporal annotations of all actions, then it is appropriate for action detection. It 

has individual labels for all actors in the videos and additionally each actor in the videos 

have multiple actions labels at the same time or in different moments. It has 1.58 million 

labels in 6450 minutes of video (430 videos times 15 minutes per video) so it has a 

massive number of samples. It has a lot of action classes (80) and these include person-

only (pose), person-object and person-person classes. They searched the movies by top 

actors of different nationalities. Therefore, there is a lot of data variability in illumination, 

culture, clothes, actors, video quality, background and so on. 

2.2.1.3.2 Weaknesses 

The classes do not have balanced number of labels. They said that this is how it should be 

because the action distribution of a dataset should have a realistic distribution which is 

unbalanced. In other words, some categories of actions like walking happen more often in 

real life than others such as punching. The action recognition methods should learn the 

realistic distribution of the actions. However, the dataset only has a very few labels (about 

20 to 40) for some action classes which are not enough to train, validate and test deep 

leaning models. It is slightly multi-modality as the videos contain the audios. However, they 

do not contain any other types of data like depth maps or 3D skeletons of the actors. 

Another limit of the dataset is that the videos are single-view. In fact, they show each 

action from one single view. Given that AVA is not multi-view it is neither appropriate for 

active action recognition nor active action detection. 

2.2.2 Multi-View Datasets 

2.2.2.1 Multimodal and Multiview and Interactive (M2I) dataset 

M2I dataset is one of the first multi-view datasets with only two views. It also a multi-
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modality dataset of human activities as each sample has three types of data: RGB videos, 

Depth maps; skeletons. The shapes of both the RGB videos and the depth maps are 320 x 

240. The skeletons are 3D coordinates of 20 body joints data. All three types of data are 

recorded at 30Hz. There are 22 classes of actions. The dataset includes atomic actions, 

person-person interactive actions and person-object interactive actions (Figure 2.4). Each 

action is performed twice by 20 person-person or person-object pairs and each time the 

action was simultaneously recorded from two different views which were frontal view and 

side view. Therefore, there was a total of 1,760 videos in the dataset (22 actions x 20 pairs 

Figure 2.4. Image samples and action categories of the M2I dataset (A.-A. Liu et al., 2016). 
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x 2 views x 2 runs). All videos were recorded in the same room with the same background 

even if they slightly varied the illumination. 

2.2.2.1.1 Strengths 

The dataset is time distributed data at 30Hz. The action categories include person-only, 

persons-person, and person-object actions. The number of samples are perfectly balanced 

across classes of actions. It is multi-modality as it has 3 types of data: RGB videos, depth 

maps and skeletons.  

2.2.2.1.2 Weaknesses 

The dataset does not have a lot of samples (1,760). It only has 22 classes of actions which 

are quite enough, but they are not very many. The variability of data is great even if they 

slightly varied the illumination and there used 22 different actors, the background has 

always the same objects and same wall. The samples only have one single-label for all 

actors and, therefore, there are neither multi-labels for a single actor nor individual labels 

for all actors. The dataset is multi-view, but it is relatively good for active action recognition 

because it only has two views which are not representative of all potential viewpoints 

around the action. Finally, it does not have any spatio-temporal annotations, so it is not 

adequate for action detection. 

2.2.2.2 NTU RGB+D and NTU RGB+D 120 

NTU RGB+D is a multi-modality and multi-view dataset (Shahroudy et al., 2016). Overall, 

the dataset contains 56,880 RGB+D samples. Each sample has 4 data modalities: RGB 

videos, depth maps, infrared (IR) frames and 3D skeletons of the people performing a 

specific action. The depth maps and the IR sequences have a resolution of 512 x 424 

pixels, while the resolution of the RGB videos is 1920 x 1080. The 3D skeletons consist of 
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3D points of 25 major body joints of the actors/subjects for each video frame. There are 60 

classes of actions. They hired 40 subjects/actors for the dataset. There is a lot of variability 

in the subjects, in gender, height and age. Their ages ranged from 10 to 35 years. By 

looking at the camera views, the videos were taken from 80 points of views. They recorded 

3 videos of the same action from 3 different locations. In each setup, the three cameras 

were placed at the same height but at three different horizontal angles: 0°, ±45° and ±90°. 

The participants were asked to do the same action twice: once towards the left camera 

Figure 2.5. Sample frames of the NTU RGB+D 120 dataset (Liu et al., 2019). The first two 
rows show the variety in human subjects, camera views, and environmental conditions. 
The third row depicts the intra-class variation of the performances. The last row illustrates 
the RGB, RGB+joints, depth, depth+joints, and IR modalities of a sample frame. 
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and once towards to the right one. Therefore, for each setup, they made 6 videos from 5 

different views: 2 front views, one 90° left side view, one 90° right side view, one 45° left 

side view and one 45° right side view. The three cameras were assigned three different 

labels based on their position angles: Camera 1 is the 45° view, Camera 2 is the front view 

(0°), Camera 3 is side one (90°). They made 17 different camera setups by varying the 

distance and the height of the camera views to produce more views. They made with the 

datasets 2 types of classification benchmark for action recognition by splitting the dataset 

in two different ways. One is cross-subject classification benchmark where the data is split 

based on the subjects, such that the test data come from the data of 20 subjects and the 

training data is the data of the other subjects. In other words, in the cross-subject 

classification, the NNs are trained on some subjects and tested on other subjects. The 

second classification benchmark is cross-view: the NNs are trained on Cameras 2 and 3 

(front view, 90° left side view and 90° right side view) and tested on Camera 1 (45° left 

side view and 45° right view). 

The dataset NTU RGB+D 120 (Liu et al., 2019) is an extension of the dataset NTU 

RGB+D (Shahroudy et al., 2016). In the new version, the number of samples is 

approximately as twice as the previous one: it has 114,480 RGB+D samples instead of 

56,880. The human action categories are also extended from 60 to 120. The multi-view 

dataset has now 155 camera viewpoints (instead of 80). The actors are 106 (instead of 40) 

and have more data variability in gender, height age and culture. The height ranged from 

1.3m to 1.9m, the age range is 10 to 57 (instead of 10 to 35) and they come from 15 

different countries. To add further data variability to the dataset, they used 96 different 

backgrounds by varying the scene illumination. Finally, they nearly doubled the camera 

setups: now they are 32 (instead of 17). Therefore, they also increased the camera 

viewpoints. In each camera setup, there are still three cameras recording the same action 
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from the same height but from different angles: 0°, ±45° and ±90° (Figure 2.5). For each 

setup, they again made the same 6 videos from 5 different views like in the previous 

version, by recording the action twice: one time the action is towards the left camera and 

one time it is towards the right one. Regarding the type of data, they collected the same 4 

data modalities of the first version: RGB videos of 1920 x 1080; depth sequence and IR 

sequence of 512 x 424; 25 3D locations of the major body joints. They made two types of 

action classification evaluations: in the cross-subject evaluation they trained NNs with the 

data of some actors and tested them on the data of other unseen subjects; in the cross-

setup evaluation, they trained NNs on some camera setups and tested them on other 

setups. Overall, the cross-setup classifications of those NNs are more accurate than the 

cross-subject one. Additionally, the Body Pose Evolution Map scored the best accuracy in 

both types of evaluations with a cross-subject accuracy of 0.646 and a cross-setup 

accuracy of 0.669. 

2.2.2.2.1 Strengths 

NTU is multi-modality as provide RGB videos, depth maps, IR sequences and 3D 

skeletons. All the four modalities of data are time distributed. They have a massive number 

of samples, and the action classes have balanced numbers of samples. NTU includes 

person-only, person-object, person-person and person-object-person action. Examples of 

person-object-person actions are “wield knife towards other person” and “hit other person 

with object”. They put some degree of efforts on adding some data variability such in actor 

culture, in actor age, illumination, views. However, apart from illumination, there is not a lot 

of data variability in background as all recordings were done in same lab. Finally, it is 

slightly multi-view because there 3 videos from 3 different positions displaying the same 

activity. This can be used for active action recognition as the NNs can choose from which 

one of the three positions to look at the activity. However, 3 positions are quite a few 
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compared to the potential number of views which an action can be seen from. 

2.2.2.2.2 Weaknesses 

NTU only provides one label per sample, then it does not have individual labels for each 

actor in the samples. Furthermore, every actor is not labelled with multiple actions like 

“standing” and “shaking hands”. The dataset is only suitable for activity human recognition 

and not for human activity detection as it does not provide the spatio-temporal annotations 

of the action labels. 

2.3 Multi-View Videos of Human Actions (MVVHA) 

As stimuli of the action recognition task of both human and robotic participants, I used my 

own dataset of multi-view videos of human actions (MVVHA). I made several versions of 

the datasets with very little differences. I will describe here the details of the most updated 

version r.3.5 that was designed for computer vision experiments. The “r” in r.3.5 stands for 

robotic. Later, I will talk about the other versions and their differences with the dataset 

version r.3.5. The dataset version r.3.5 contains 24,570 MVVs and each MVV is a 

collection of 40 single-view (ordinary) videos (SVVs) showing the same actor performing 

the same action from 40 different viewpoints. Therefore, there are nearly a 1 million 

(982,800) SVVs in this dataset version. Figure 2.6 shows a multi-view frame of an MVV. 

All videos are action-labelled and that make it suitable for action classification. The classes 

of actions are perfectly balanced. In fact, there are exactly 140,400 SVVs (3,510 MVVs) in 

each class of actions. 

These videos were made by rendering 3D animations by Blender (http://www.blender.org) 

from different viewpoints. I downloaded different 3D actor animations and different 3D 

actor bodies from Mixamo’s website (https://www.mixamo.com). Next, I uploaded one 3D 

http://www.blender.org/
https://www.mixamo.com/
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animation and one 3D actor at the time into Blender. Following that, I animated the 3D 

actor with the 3D animation and made a MVV by rendering the animated 3D actor from 

different viewpoints at different time points. I automated both Mixamo downloading and 

Blender rendering with Python code. I scripted the download with Selenium 

(https://selenium-python.readthedocs.io/index.html), a Python library which provides 

functions to drive internet browsers like Firefox and Chrome. 

2.3.1 Spherical Coordinates 

All viewpoints P of the MVVs are defined mathematically by a spherical coordinate system 

Figure 2.6. A multi-view frame of a multi-view video (MVV) in the version r.3.5. Each MVV 
is a collection of single-view (ordinary) videos (SVVs) that show the same actor executing 
the same action from different viewpoints. The viewpoint of every SVV is defined 
mathematically in 3D space by 3 parameters: ρ, θ, ϕ. ρ is the distance between the 
viewpoint and the actor’s hips, θ is the azimuth angle of the viewpoint around the actor and 
the ϕ is the elevation angle of the viewpoint with respect to the actor’s hips. 

Multi-View Frame (MVF) in r.3.5
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with 3 parameters ρ, ϕ and θ (Figure 2.7). All views are equally distant from the actor’s 

hips by the distance ρ. Therefore, all views fall on the surface of an imaginary sphere with 

centre P0(x0, y0, z0) at the hips of the actor. The angle ϕ describes the elevation of the 

viewpoint with respect to the actor’ hips, while θ is the angle around the actor’ body. The 3 

parameters had the following constraints: 

𝜌𝜌 ≥ 0 

0° ≤ 𝜙𝜙 ≤ +180° 

Figure 2.7. We defined the cordinates of the viewpoints through spherical coordinates. The 
reason for this choice is that all viewpoints of videos fall over the imaginary sphere (green 
cycle) that has its centre P0(x0, y0, z0) in the middle of the hips of the actor. In the spherical 
cordinates, each point P on the imaginary sphere can be represented with three 
parametars: ρ, ϕ, θ, where ρ is the distance of any point on the imaginary sphere from the 
centre P0, ϕ is the angle from the positive z-axis to vector ρ and θ is the angle from the 
positive x-axis to the projection of ρ on the plane XY. In addition, in the figure, r is the 
shortest distance between the z-axis and the viewpoint P. Note that the actor body faces 
towards the positive x-axis. 
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−180° ≤ 𝜃𝜃 < +180° 

As highlighted in Figure 2.8(A), for ϕ=90°, the views have the same height of the hips 

along the z-axis. For 0°≤ϕ< 90°, the viewpoints are higher than the hips, while, for 

90°<ϕ≤180°, the viewpoints are lower than the hips. With respect to the angle θ, the actor 

faces towards the positive x-axis and, as shown in Figure 2.7, the views in front of the 3D 

person are defined by θ=0°. Furthermore, Figure 2.8(B) shows that, for positive θ or for 

0°<θ<180°, the viewpoints are on the left of the actor, whereas the viewpoints with 

negative θ, −180°<θ<0°, are on the right side of the 3D actor. For θ=−180°, the views are 

exactly on the back of the actor. The corresponding cartesian coordinates of the points P 

is defined as: 

Figure 2.8. (A) shows the 5 angles ϕ which can either be 0°, 45°, 90°, 135° or 180°. A 
viewpoint with ϕ=0° and ϕ=45° is higher than the hips. For ϕ=90°, the viewpoints are as 
high as the hips with respect to the z-axis. The viewpoints with ϕ=135° and ϕ=180° are 
lower than the hips with respect to the z-axis. (B) shows all different angles θ of the 
viewpoints which can either be −180°, −135°, −90°, −45°, 0°, +45°, +90°, +135°. A 
viewpoint with θ=−180° shows the back of the actor, while a viewpoint with θ=0° is in front 
of the 3D person. Furthermore, a viewpoint is on the right side of the actor if −180°<θ<0°, 
whereas it is on the left if 0°<θ<180°. 



75 

𝑃𝑃(𝑥𝑥,𝑦𝑦, 𝑧𝑧) 

where 

𝑥𝑥 = 𝑥𝑥0 + 𝑟𝑟 cos𝜃𝜃 

𝑦𝑦 = 𝑦𝑦0 + 𝑟𝑟 sin 𝜃𝜃 

𝑧𝑧 = 𝑧𝑧0 + 𝜌𝜌 cos𝜙𝜙 

and 

𝑟𝑟 = 𝜌𝜌 sin𝜙𝜙 

2.3.2 Data Augmentation and Random MVV Parameters 

I augmented the MVVs by mirroring each 3D animation in 3D space. In this way, I made 2 

mirror conditions: mirror_00 and mirror_01. The 3D animations were not modified in 

mirror_00, while the 3D animations were mirrored in the 3D space in mirror_01, by 

inverting the left and the right sides of the original 3D animations, by inverting the left and 

the right sides of the 3D animations. For example, if the actors in a given animation point 

with the left hand in mirror_00, they do the same movement with the right hand in condition 

mirror_01. Mathematical speaking, if a 3D point Pm0 of an animated actor in the condition 

mirror_00 was defined as: 

𝑃𝑃𝑚𝑚0 = (𝑥𝑥, 𝑦𝑦, 𝑧𝑧) 

The coordinates of its corresponding 3D point Pm1 of the same animated actor in mirror_01 

was defined as 

𝑃𝑃𝑚𝑚1 = (𝑥𝑥,−𝑦𝑦, 𝑧𝑧) 

Figure 2.9 shows some corresponding frames of mirror_00 and mirror_01 in r.3.5. Note 

that they are not exactly symmetric because I randomized some scene parameters for 
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each MVV.  

I randomized some parameters of the 

scene such that there was some realistic 

data variability which prevents overfitting 

deep learning models during training. In 

particular, I randomly sampled from a 

uniform distribution the Mixamo 

parameters of each animation which 

slightly modify the poses and movements 

of the 3D animations. The type and 

number of Mixamo parameters were 

different for each 3D animation. I also 

added some gaussian noise to the 

dimensions of the actor body in all 3 

cartesian dimensions x, y and z. I also 

uniformly randomized the colour of the 

background, the colour of the light, the 

light intensity and some extra colour on 

the surface of the actor body. These noisy 

parameters were kept constant for each 

video of the same MVV but varied 

between different MVVs. 

2.3.3 Dataset Dimensions 

The whole dataset can be thought as a large array with 11 dimensions (or variables). 

Figure 2.9. These are frames of some 
videos in the computer vision version r.3.5 
of the dataset. They show 4 out 65 actors. 
These are the corresponding frames of 
the 2 mirror conditions for the same 3D 
actor animations, the actors, from the 
same viewpoint (ϕ2=90°, θ3=-45°), and at 
the same timepoint. The mirrored images 
are not exactly the same because some 
random parameters were defined for each 
MVV like the background colour, the light 
colour, light intensity, the scale of the 
actor body. 
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These dimensions can be split into between-SVVs 

and within-SVVs. The between-SVVs dimensions are 

class of actions, actor, 3D animation per class, 

mirror, distance ρ, angle θ, angle ϕ. On the other 

hand, the within-SVV dimensions are time, colour 

channel, x pixel, y pixel. 

Let’s look at the conditions of the between-SVVs 

dimensions. There are 7 different classes of actions: 

dancing, discussing, sitting down (standing-to-

sitting), standing up (sitting-to-standing), falling down, 

pointing, waving. Each video has an action label 

which only belongs to one of the total 7 classes. 

There are 65 actors. In Figure 2.9, there are some 

images of the first 4 actors. There are 27 3D 

animations per class and a total of 189 3D 

animations for all classes. There are two conditions 

for the mirror dimension (Figure 2.9): mirror_00 and 

mirror_01. There is only 1 viewpoint distance ρ which 

was set to 7 in Blender. There are 8 azimuth angles 

θ. These are: −180° (back), −135° (right-back), −90° 

(right), −45° (right-front), 0° (front), +45° (left-front), 

+90° (left), +135° (left-back). The 8 angles θ are 

shown in Figure 2.6 and Figure 2.8(B). There are 5 

viewpoint elevation angles ϕ: 0° (top), +45° (middle-

top), +90° (middle), +135° (middle-bottom), +180° (bottom). They can be seen in Figure 

Figure 2.10. It shows 6 frames 
out of 60 of a SVV in the 
dataset version r.3.5. The class 
of the action that the actor in 
this SVV does is “Sitting Down” 
(Standing-To-Sitting). 
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2.6 and Figure 2.8(A). 

Talking about the within-SVVs dimensions, there are 60 time points or frames for each 

SVV and since the original duration of every animation is 2 seconds, this dataset version 

has a refresh rate of 30Hz. Figure 2.10 provides a sight of time by showing the 6 frames 

out of 60 in an SVV. The timepoints of the 6 frames are 3, 13, 23, 33, 43, 53. The last 

three within-SVVs dataset dimensions are the single image dimensions. Each image’s 

shape is 3 x 224 x 224, i.e. the frames are 224-pixel squares encoded with 3-channel RGB 

values.  

Each between-SVV dimension is condition-labelled. Therefore, each video has a label of 

action class, a label of actor, a label of 3D animation within a class of actions, a label of 

mirror condition, a label of rho, a label of angle θ, a label of angle ϕ. In this way, the 

conditions of each between-SVV dimension can potentially be used as independent 

variable and as classes of some recognition tasks. For example, we could design a study 

with MVVHA to test whether action and actor recognitions are affected by the angle θ and 

the angle ϕ. 

The seven action classes in MVVHA are similar. For instance, discussing, pointing and 

waving comprise similar body movements. Sitting down and Standing up are the same, 

except for the inverted time. Additionally, dancing and falling down may sometimes be 

similar. By assuming that action recognition and object recognition may be analogous, I 

selected these similar action classes because I expected that the similarities across 

actions would make the recognition performance viewpoint-dependent. The object 

recognition performance is viewpoint-dependent when the recognition accuracy or RT 

significantly vary in different viewpoints. On the other hand, the recognition performance is 

viewpoint-independent when the accuracy or RT are not affected by the change in 

viewpoint. Many researchers (Hayward & Williams, 2000; Leek & Johnston, 2006; Tarr & 
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Hayward, 2017; Tarr & Pinker, 1990; Tjan, 2001) have shown that the object recognition 

performance is viewpoint-dependent when the recognition task involves discriminating 

objects whose shapes are very similar to each other, while the object recognition 

performance is viewpoint-independent when distinguishing objects with very different 

shapes. The introduction of chapter 4 includes a broad literature review of the viewpoint-

dependent and viewpoint-invariant object recognition performances. By choosing these 

similar action classes, I wanted to design a test where participants show viewpoint-

dependent action recognition performance. In this way, I could examine whether they 

select the viewpoints efficiently during proactive action classification in that viewpoint-

dependent test. It would not be possible to highlight the efficiency of the viewpoint 

selection of the participants in a test where participants show viewpoint-invariant action 

recognition performance because any viewpoint selection of the participants would not 

affect the performance anyway. 

2.3.4 Strengths 

MVVHA is time-distributed data. It includes many samples: there are 3,2 million SVVs. The 

action classes are balanced in terms of number of samples. Most importantly, it is multi-

view. It contains 60 views which are far more than the views of any other action datasets. 

This makes it ideal for active action recognition. 

2.3.5 Weaknesses 

Our action dataset has some limits. It only has 7 classes of actions. Therefore, it does not 

contain a lot of activity classes. There are not person-object and person-person classes. In 

each video, there is only one actor doing the action and nothing else in the background. 

Thus, even if I added some data variability to the samples like 65 different actors, mirrored 
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3D animations, different views, random background colour, the background is always 

empty. No sample has multiple labels. In fact, each sample has only one action label. 

Additionally, there are not videos with multiple actors. The dataset is not multi-modality as 

it has only videos. Lastly, the dataset can be used for active action recognition and action 

recognition and not for active action detection and action detection because the actions 

are not spatio-temporally annotated in the videos. 

2.3.6 Other Dataset Versions 

2.3.6.1 Online Psychology Dataset Versions 

I designed the dataset versions o.3.6 (Figure 2.11) and ob.3.6 for online psychology 

studies. The versions o.3.6 and bo.3.6 are identical to with only one difference: The 

images are blurred in ob.3.6, whereas all images in o.3.6 are clear (not blurred). The “o” 

stands for online while “ob” stands for online and blurred. All images of the version ob.3.6 

are blurred to make the recognition task more difficult for the human participants. Each 

Figure 2.11. A multi-view frame (MVF) of a MVV in the online psychology version o.3.6. 
The class of action is Dancing in this MVV. 
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online version has just above 1.5 thousand (1,512) MVVs with 24 views, totalling about 36 

thousand (36,288) SVVs. There are far less videos in the online psychology versions than 

in the computer vision versions because of two reasons. One, while we can relatively ask 

computer models to classify millions of videos, it’s unrealistic asking human participants to 

classify so many videos online. Two, it is usually problematic dealing with big data online. 

The online versions have less conditions of in some between-SVVs dimensions than 

computer vision version r.3.5, to reduce the number of SVVs. However, all conditions of all 

between-SVVs dimensions in the online versions are included in the computer vision 

dataset r.3.5, even if there are some additional conditions in some between-SVVs 

dimensions. This relatively makes the results directly comparable between computer 

models and humans. In fact, there are the same 7 classes of actions in the online versions 

as in the computer vision version. There are only the first 4 actors of r.3.5, which are in 

Figure 2.9. There are all 27 3D animations per class as in r.3.5. The online versions also 

have both mirrors as in r.3.5. There are the same viewpoint distance ρ and the same 8 

angles θ. There are only 3 angles ϕ: +45° (middle-top), +90°(middle), +135° (middle-

bottom). Speaking of the within-SVV dimensions, there are 10 time points (frames) for 2-

second animations which make a refresh rate of 5Hz. Each frame are squares of 224x224-

pixels encoded in 3 RGB colour channels. 

The Mixamo parameters of the 3D animations were also randomised in these online 

dataset versions as in the computer vision version. I also added some noise to the size of 

the actor bodies in all 3D cartesian dimensions. However, in all SVVs of online versions, 

background colour was grey, the light colour was white, the light intensity was constant, 

and the additional colour of the actor surfaces was set to 0. 

I computed every blurred image in ob.3.6 with a 2D convolution between the original 

image in o.3.6 and a 2D gaussian kernel (filter). The kernel size was 51x51 and the 2D 
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gaussian σ was set to 10. I processed all these convolutions with 2 functions of the 

efficient OpenCV library (Bradski, 2000). I made the 2D gaussian kernel with the function 

cv.getGaussianKernel() and then I convolved the 2D gaussian kernel with each image of 

o.3.6 with the function cv.filter2D() 

(https://docs.opencv.org/4.x/d4/d13/tutorial_py_filtering.html). All original images of o.3.6 

are stored in a GitHub repository (https://github.com/ccalafiore/dataset_o.3.6) and all 

blurred images of ob.3.6 in another GitHub repository 

(https://github.com/ccalafiore/dataset_ob.3.6). 

2.3.6.2 Pilot Dataset Version 

The dataset version r.1 (Figure 2.12) was an older version that I used for the first pilot 

studies. It contains 660 MVVs with 60 Viewpoints and so there are 39,600 SVVs. The 

conditions of the between-SVVs dimensions are: 6 classes of actions, 11 actors, only 5 3D 

animations per action class, 2 mirrors and 1 distance ρ, 12 angles θ, 5 angles ϕ. The 6 

classes of actions are: pointing, discussing, waving, falling down, sitting down (standing-to-

Figure 2.12. A MVF of a MVV in the pilot dataset version r.1. 
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sitting), standing up (sitting-to-standing). The angles θ are: −180°, −150°, −120°, −90°, 

−60°, −30°, 0°, +30°, +60°, +90°, +120°, +150°. The angles ϕ are: 30°, 60°, 90°, 120°, 150. 

Looking at the within-SVVs dimensions, the number of frames is different for each 3D 

animation, but the refresh rate of all videos is at 30Hz. The numbers of frames of the 

videos ranged between 25 frames (0.83 seconds) and 100 frames (3.33 seconds) (M = 

68.67, SD = 20.82). Finally, the size of each image is 3x256x256 (i.e., RGB colour). 

In this dataset version, the only noisy parameters are the positions and the rotations of the 

viewpoints. As result of that, the actor hips may not be exactly at the centre of the frames 

as well as the size of the actors may vary on the frames of different MVVs. These noisy 

parameters are different for the frames of different MVVs, but they are constant for all 

frames of the same MVV. I did not randomize any other parameter. I set the default 

Mixamo parameters of the 3D animations. I did not add any noise to the size of the actor 

bodies, even if the viewpoint distance varies between MVVs. The background colour was 

light grey, the light colour was white, the light intensity was constant, and the additional 

colour of the actor surfaces was set to 0. 

2.4 Conclusions 

The aim of my thesis is inspiring researchers in robotic and human vision to study active 

action recognition as much as they have studied the passive action recognition. The aim of 

this specific chapter was providing to the scientific community the best dataset for active 

action recognition. This is MVVHA. To highlight why MVVHA is better choice rather than 

the most popular action datasets, I described strengths and weakness of MVVHA and its 

competitors. What stands out from these descriptions is that the current action datasets 

have been great for action recognition, but they are not suitable for active action 

recognition. In fact, they do not provide proper dynamic visual environments which change 
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based on the actions which the active observers do in them. In other words, they do not 

provide different viewpoints to the observers and so the observers cannot choose position 

where to look at the action from. However, MVVHA does have these options because it 

contains MVVs, i.e. videos of the same action taken from numerous different viewpoints. 

The observer can decide where to look at the action from, by selecting one of the optional 

viewpoints.  

There are a few multi-view datasets (A.-A. Liu et al., 2016; Liu et al., 2019; Shahroudy et 

al., 2016) which has some different viewpoints and so different options, but either their 

number of views is very small, their samples per classes are not numerous enough, or 

they do not contain many action classes. If they have not enough views, they cannot 

simulate the real world of an observer given that we can assume that an observer in the 

real world may have infinite optional views. MVVHA has many views. Furthermore, it is 

easy to change the number of views in the rendering code and produce different versions 

with as many views as a specific researcher needs for their specific study. If there are not 

a lot of samples per class in a dataset, they may be not enough to train the DL models. 

There is a huge number of samples in MVVHA. The datasets that have a little of classes, it 

is not representative of all possible human actions in the real word. Additionally, a few 

classes may make the recognition task too easy for the computer models. MVVHA has 

also few classes, but I will expand the number of classes in the future. To my best 

knowledge, MVVHA is currently the best dataset that researchers can use for their active 

action recognition studies, even if it still presents several limitations. 

Of course, MVVHA has its own weakness and I plan to overcome those. As I have already 

mentioned, I will extend the number of classes from 7 to hundreds. MVVHA has a little of 

data variability with the randomization of background colour, light colour and light intensity. 

I will increase the data variability by adding many random scene backgrounds with random 
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objects. I can do videos with several actors who do different action and have different 

action labels. Therefore, I will also give multiple labels for each video. I can add multi-

modality data such as the 3D location of the actor skeletons and the depth maps. Finally, I 

will also add some time and space annotations of the action in the videos. Coping with 

these limitations will make an even better dataset than MVVHA for active action 

recognition and detection. Now, the MVVHA is the best solution for active vision studies 

and researchers can use it for their early studies of this young field. 
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3 Piloting Active Action Recognition of 

Human Observers 

3.1 Introduction 

For a safe and productive interaction between agents such as humans and robots, it is 

crucial that these agents recognize each other’s actions, such that they can provide the 

most appropriate reaction to any social event. For instance, by recognizing some particular 

actions of a person, they can infer this person is injured and give them assistance. They 

also need to recognize a criminal action of a person to report them to the police. Humans 

can easily recognize the actions of an actor. However, in real life, human observers do not 

recognize actions passively. Instead, they select the positions from where to look at the 

actions clearly. Yet, most studies about human vision have examined the passive vision 

where the viewpoint was predetermined for the observers. This study aims to investigate 

the active action classification of humans. Specifically, it aims to reveal whether and how 

people select views efficiently for more accurate and faster action classification. This new 

knowledge can inspire the field of robotic vision to design active robots that seek important 

information (e.g., injured people or criminals). 

Only a few studies have been focused on how the position of the observation can 

influence action recognition of humans and which viewpoints humans tend to select more 

often for more accurate and faster action recognition. Mitchell and Curry (2016) looked at 

how people recognise themselves and the others in point-light displays (PLDs) of their 

walks from 2 different views: frontal view and half-profile view. The recognition of the self 
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and others in PLD walks from the frontal view was as accurate as from the half-profile 

view. However, they studied the recognition of actors rather than the actions, they used 

only two views, and these views were forced to the participants. 

Because of natural selection, humans should choose their viewpoints efficiently to 

understand the surrounding environment. In fact, in the wild, labelling the surrounding 

environment as either dangerous or safe as rapid and accurate as possible was essential 

to survive. The efficient choice of the viewpoints made environment classification quicker 

and more accurate. Thus, efficient active action recognition improved the likelihood of 

people to survive and should have been naturally selected. 

There were two main objectives in this pilot study. The first one was to examine whether 

human participants have higher performance recognizing actions when they are allowed to 

select the position from where to look at the actions. I measured the performance of action 

recognition with both accuracy and RT. The higher performance conditions were the 

experimental conditions where the participants scored higher accuracy or shorter RT, 

while the conditions with lower performance were the ones in which the accuracy of the 

participants was lower or their RT was longer. If people have the efficient skill of looking 

around for social information, the action recognition of my participants should be more 

accurate or faster when they have the opportunity to select the efficient views than when 

they cannot choose their viewpoints. 

The second main objective was to inspect whether human participants select the efficient 

views more often than the inefficient views during active action recognition. The efficient 

views are the views with which participants scored higher action recognition performance 

(higher accuracy or shorter RT) while the inefficient viewpoints are the ones with which 

participants had lower performance (lower accuracy or longer RT) in recognizing actions. If 

the participants efficiently choose the position from where to look at an action, they should 
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select the efficient views more often than the inefficient views. 

There were two other subordinate objectives in this study to achieve the second main 

objective. The first one was to determine whether the action recognition with the MVVHAs 

is viewpoint-dependent, meaning that the action recognition performance is affected by 

changes in viewpoint. The difference between efficient and inefficient viewpoints is only 

valid if changes in viewpoint significantly affect the recognition performance. If it were 

viewpoint-dependent, the second subordinate objective was to detect the efficient and 

inefficient viewpoints for action recognition. After achieving the second subordinate 

objective and knowing the efficient and inefficient views, I could accomplish the second 

main objective by examining whether the human participants choose the efficient views 

more often than the inefficient views during active action recognition. 

To achieve these objectives, I stimulated some participants with the pilot version of my 

own dataset MVVHA which has 60 views and asked them to actively classify the actions in 

each MVV. Within a trial, every participant can only see one of the 60 SVVs at the time. 

However, their view could change 3 times in each trial simulating a movement of the 

participant viewpoint in the 3D space. I manipulated within-subjects the type of viewpoint 

movement which had two trial conditions: Random Movement (RM) and Self-Controlled 

Movement (SCM). In both RM and SCM trials, participants had to classify an action of an 

actor displayed on the screen. However, in the SCM trials, the participants could choose 

their viewpoints before classifying the action, while, in the RM trials, their viewpoint 

changed randomly. In this experimental setup, the task of the participant in each trial was 

to move their view 3 times and then classify the action of the actor on the screen. 

There were three hypotheses in this study. The first one was the following: the action 

recognition performance of the participants would be higher in the SCM condition than in 

the RM condition. That is because the task of participants in the SCM condition was active 
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action recognition and they can efficiently select the viewpoints, while the task in the RM 

condition was passive action recognition and cannot choose the efficient viewpoints. 

The second hypothesis was that the action recognition in MVVHAs is viewpoint-dependent 

because the action classes in MVVHA are similar to each other. For example, discussing, 

pointing and waving are very similar, dancing and falling down are slightly similar, and 

sitting down and standing up are practically the same if we exclude the time 

dimensionality. This relation between similarities of object shapes and the viewpoint 

dependency of object recognition performance was unanimously found in several studies 

(Hayward & Williams, 2000; Leek & Johnston, 2006; Tarr & Hayward, 2017; Tarr & Pinker, 

1990; Tjan, 2001). See the introduction in chapter 4 for an extensive literature review of 

viewpoint-dependent and viewpoint-invariant object recognition performances. Even 

though I aimed to highlight the efficient and inefficient viewpoints, I did not make any 

predictions about which viewpoints were efficient or inefficient. 

The third hypothesis was that participants would select more often the efficient views than 

the inefficient views in the SCM trials. The participants in the SCM condition did active 

action recognition. Thus, if they can efficiently choose the position from where to look at 

the actions, they should select the efficient views more often than chance and choose the 

inefficient views less often than chance. 

3.2 Methods 

3.2.1 Participants 

I tested 13 participants. They were students of the University of Essex. 31% (4) of them 

were male whereas the rest 69% (9) were female. Their age ranged from 19 to 22 (M = 
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19.77, SD = 1.17). They were rewarded with money or academic credits. 

3.2.2 Materials 

As stimuli, I used the pilot version of my own dataset MVVHA (see chapter 2). I used 360 

MVVs out 660 from this dataset. Each of them has 60 SVVs of same actor performing the 

same action from 60 different viewpoints. Thus, I only took 21,600 SVVs out 39,600. From 

this version of the dataset, I selected 6 classes of actions, only 6 (out of 11) actors, 5 3D 

animations per class of actions, 12 angles θ and 5 angles ϕ. There were 30 VR animations 

in total (6 classes x 5 animations per class). The 6 classes of actions were: pointing, 

discussing, waving, falling down, sitting down (standing-to-sitting), standing up (sitting-to-

standing). Every viewpoint can either have one of the following angles ϕ: 

𝜙𝜙 ∈ [30°, 60°, 90°, 120°, 150°] 

while its angle θ can either be one of the 12 angles below: 

𝜃𝜃 ∈ [−180°,−150°,−120°,−90°,−60°,−30°, 0°, 30°, 60°, 90°, 120°, 150°] 

The image size of each single-view video is 256x256x3 (i.e., RGB colour). Videos were 

recorded at 30Hz and the number of frames (duration) was different for each 3D 

animation. The numbers of frames of the videos ranged between 25 frames (0.83 

seconds) and 100 frames (3.33 seconds) (M = 68.67, SD = 20.82).  

3.2.3 Design 

I manipulated three independent variables within-subject: type of viewpoint movements; 

angle ϕ of the starting viewpoints; angle θ of the view a trial starts with. There were two 

types of view movements: RM and SCM. In the RM trials, the views changed randomly, 

while the in SCM ones, the participants chose the within-trial movements of the viewpoints. 
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I chose 5 conditions of the elevation angle ϕ of the starting view. So, a trial started by 

showing the action from a viewpoint that could either have ϕ=30° (top views), ϕ=60° 

(middle-top views), ϕ=90° (middle views), ϕ=120° (middle-bottom views) or ϕ=150° (bottom 

views). The third independent variable was the angle θ of the starting view. The angle θ 

rotates round the z-axis or the actor. I used 12 conditions of beginning angle θ. A trial 

started with a view whose angle θ could either be: −180° (back views), −150° (right-back 

views), −120° (right-back views), −90° (right views), −60° (right-front views), −30° (right-

front views), 0° (front views), 30° (left-front views), 60° (left-front views), 90° (left views), 

120° (left-back views), 150° (left-back views).  

In addition, there were three dependent variables: accuracy of action recognitions; RTs of 

action classification; percentage frequencies of the ending views. I looked at whether the 

three independent variables influence accuracy and RT of action classification. 

Additionally, the percentage frequency of a view at the end of the trials could tell us how 

often the participants selected that particular view compared to the other views. I expected 

that the participants would choose the efficient views more often the inefficient views. The 

efficient views are the ones that produced higher accuracy and lower RT of action 

classification as starting viewpoints. 

3.2.4 Procedure 

I tested every participant within a session of approximately 1 hour and 30 minutes. In the 

session, each participant saw 720 trials. These 720 trials were constructed by repeating 

each of the 360 MVVs twice: one time per each of the two conditions of type of viewpoint 

movements. The two conditions of the type of view movements were RM and SCM. 

Therefore, in total, I had 360 RM trials and 360 SCM trials. In the RM trials, the position of 

the view changed randomly whereas in the SCM trials, the view movements were 
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controlled by the participants. 

I split the 720 trials in 6 blocks of 120 trials. In each block, there were 60 RM trials and 60 

SCM trials. The order of the RM and SCM trials was pseudo-randomized within each 

block. The 1st block was used for familiarization and there were then 5 blocks for the main 

experiment. I did not analyse the 120 trials of the familiarization. I only analysed the 600 

trials of the main experiment. The aim of the familiarization was to give the participant the 

chance to practice with the lab task and make sure the participants understood the task 

before doing the actual test. Between blocks, participants had short breaks of a few 

minutes to reduce participants’ fatigue. 

I showed to each participant the 60 MVVs of one actor twice in the block of familiarization. 

This actor was always the actor_00. Every participant saw all remaining 300 MMVs of the 

other 5 actors twice in the 5 blocks of the main experiment. The actors of the main 

experiment were always actor_01, actor_02, actor_03, actor_04 and actor_05 for each 

participant. In this way, the analyses came from the performances given the same 5 actors 

of the main experiment as stimuli. 

As the Figure 3.1 shows, both RM and SCM trials start by showing a SVV of a MVV from a 

random starting viewpoint. The starting viewpoint was one of the 60 views (or one SVV) of 

each MVV. The 60 views are defined by the 60 combinations of the 5 conditions of the 

angle ϕ and the 12 possible conditions of the angle θ. For each participant, I randomly split 

the 300 MVVs of the main experiment in 60 groups of 5 MVVs. I randomly assigned a 

specific view to one of the 60 groups of 5 MVVs and then, for each of the 60 groups of 5 

MVVs, I made 5 RM trials and 5 SCM trials with a different starting view. Note that for a 

given participant, the starting viewpoint was the same one in both the RM trial and the 

SCM trial with the same MVV. 
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Following the start of the trial, the participants could move their own view to any of the 8 

neighbouring views with respect to the current view (i.e., the top, bottom, left, right, top-left, 

top-right, bottom-left, or bottom-right neighbouring view) by pressing a button. In the SCM 

trials, after they made a movement the SVV continued from the viewpoint they selected. 

For instance, if they selected to move the view to the top-left neighbouring view respect to 

Figure 3.1. A potential RM trial (left) and a potential SCM trial (right). Both start by playing 
the same video from the frames (timepoints) t=0 to t=32 with the view (ϕ=150°,θ=90°). 
Then, the participant made the first view movement M1 to the upper view at the timepoint 
t=32 and the video continued with another view from the frames t=33 to t=51 in RM and 
from the frames t=33 to t=49 SCM trials. The view actually switched to the upper view 
(ϕ=120°,θ=90°) in the SCM trial, while it randomly went to the right-upper view 
(ϕ=120°,θ=120°) in the RM trial. Next, the participant moved to the left-upper view for M2 in 
both RM and SCM trials and to the left view for M3 in both RM and SCM trials. The view 
actually moved to the direction requested by the participant in the SCM trial and to a 
random direction in the RM trial even for the moves M2 and M3. 
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the current one, they kept watching from that chosen view. The RM trial was exactly the 

same. The only difference was that in the RM trials, when the participant selected one of 

the 8 possible neighbouring views, the view moved to a random neighbouring view. Note 

that even if in the RM condition the viewpoint change randomly, participants still had to 

select by button press one of the 8 neighbouring view to move like in the SCM condition. 

The only difference between the two conditions of viewpoint movement is that when they 

pressed one of the 8 buttons corresponding to the 8 possible viewpoint movements, the 

viewpoint changed randomly in the RM condition and it changed according to the 

participant selection in the SCM condition. The participant could never spot that they were 

in a RM trial or in SCM trial before they made the first movement and notice the type of 

view movement. 

In both RM trials and SCM trials, they could only move 3 times and they had to move at 

least 3 times before classifying the action performed by the actor. Hence, the number of 

movements was always 3 in any trial. Note that when they changed their own view, the 

video continued to play smoothly. The frames were displayed at 30Hz to reproduce the 

same action speed of the original 3D animations. 

After the 3 movements, both the RM and SCM trials either ended at the action 

classification of the participant or after 30 seconds from the start of the trial if the 

participant does not classify. The participants classified the action by pressing one of the 6 

keys to identify which action the actor was performing. The classification was thus a 6-

alternative forced choice task. The 6 possible action classes were pointing, discussing, 

waving, falling, standing-to-sitting and sitting-to-standing. Hence, they were asked to select 

one of those 6 options in each trial based on which action they recognized in that specific 

trial. They had to press 1 for pointing, 2 for discussing, 3 for waving, 4 for falling, 5 for 

standing-to-sitting and 6 for sitting-to-standing. The options were displayed on the bottom 
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of the screen throughout the trial. If the participant does not classify the action in a trial, the 

short video of that trial was replayed up to 30 seconds and then the stimulation script 

moved on to the next trial. 

Between trials there was an inter-trial interval of 1 second plus a jitter of 0.5 seconds (i.e a 

random time interval between 0 and 0.5 seconds). At this point, a fixation cross was 

displayed in the centre of the screen along the 6 options corresponding to the 6 classes of 

actions. The location of the fixation cross or the centre of the screen was also the location 

of the hips of the actor during the trial. 

The experimenter told to the participants the instructions below at the beginning of the test. 

“I will play some short videos of a few seconds on this screen. You are 

asked to watch these videos and classify the actions that you see in them. 

There are six possible types of actions in the videos: pointing, discussing, 

waving, falling down, standing up and sitting down. The videos will be 

displayed one at a time. There is only one person in each video that does 

only one action. 

Once a video is played, please press one of six specific keys on the 

keyboard as quickly and accurately as possible to indicate the type of 

action in each video. Press 1 for pointing, 2 for discussing, 3 for waving, 4 

for falling down, 5 for standing up and 6 for sitting down. Do not worry if 

you do not remember these matches of numbers and actions at this point. 

They will always be displayed on the bottom of the screen over the whole 

test to remind you. 

Each video will be played and replayed for a maximum of 30 seconds until 

you press one of the six keys. Therefore, you have a maximum of 30 
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seconds to indicate the action of any video. If you do not respond for 30 

seconds since the start of a video, we will move on, and the next video will 

be played. 

Additionally, while a video is played, you have to move your viewpoint 

where you look at the action towards another good viewpoint. A good 

viewpoint is a viewpoint from where the action is more clear and more 

recognisable than from most other viewpoints. You have to make a 

minimum of three and a maximum of three view movements per video. 

You can move your viewpoint to left, top, right, and bottom, as well as top-

left, top-right, bottom-left, and bottom-right, by pressing one or two of the 

four arrow keys on the keyboard. However, half of times, your viewpoint 

will actually move in the direction you chose, while the other half of times, 

your view will move in a random direction. 

In short, when a video starts, you have to move your viewpoints three 

times towards another good viewpoint, and then classify the action as 

quickly and accurately as possible. 

The videos are split into six blocks. Each block will last about 8 minutes. 

You will have the opportunity to rest for a few minutes between the blocks. 

The first block of videos is the familiarization, and the other five blocks are 

the real experiment. I will not analyse the data of the familiarization. The 

familiarization is only for you to learn and practice the task. In the 

familiarization, once you classify the action of a video, the screen will 

display feedback about your classification. The feedback will say correct if 

your classification was correct, or incorrect if it was wrong. In the real 



97 

experiment, no feedback will be displayed.” 

3.3 Results 

3.3.1 The Efficient Views 

I defined efficient views as the views that generated higher performance in the action 

recognition task of my participants. In practice, higher performance views were the ones 

with higher accuracy and shorter RTs. Inefficient views were those which led to lower 

accuracy and longer RTs. 

A three-way ANOVA was conducted to highlight the main effects of the type of viewpoint 

movements, of the angle ϕ and of the angle θ of the starting view, and their interaction 

effects on accuracy and RT. All effects are reported as significant at p < .05. 

In general, accuracy was very high with participants performing accurately throughout. 

There was a significant main effect of angle ϕ on accuracy, F(4, 48) = 3.68, p = .011. The 

elevation of the starting viewpoint did have an impact on the accuracy of action 

recognition. To follow-up this effect, I ran multiple pairwise comparisons in accuracy 

between the five conditions of angle ϕ by using t-tests with Bonferroni correction. 

Comparing the five elevation levels would have required ten comparisons, and these many 

comparisons would have led to a large probability of type I errors. Therefore, the p-values 

of the multiple pairwise comparisons were corrected by the Bonferroni method. Although 

the top elevation angle ϕ0=30° (M = .972, SD = .030) was nearly more accurate than the 

bottom elevation angle ϕ4=150° (M = .944, SD = .036), t(12) = −3.29, p = .065, all ten 

possible pairwise comparisons of the five conditions showed no significant difference in 

accuracy. This may have been because the Bonferroni correction is too conservative for 
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many comparisons. 

Figure 3.2(A) highlights the general 

pattern of the action recognition accuracy 

in the five different conditions of angle ϕ. 

The accuracy as a function of the 

elevation angle ϕ steadily decreased from 

top to bottom viewpoints. The top 

viewpoints with elevation angle ϕ0=30° (M 

= .972, SD = .030) were the most 

accurate. The accuracy slightly decreased 

at the next middle-top viewpoints with 

angle ϕ1=60° (M = .963, SD = .032) and 

remained flat in the middle ϕ2=90° (M = 

.967, SD = 0.014) and the middle-bottom 

viewpoints ϕ3=120° (M = .962, SD = 

0.023). Finally, it dropped in the bottom 

viewpoints ϕ4=150° (M = .944, SD = .036) 

which were the least accurate. Overall, participants’ accuracy was lower when they looked 

at the actions from the bottom views and was higher from the other views, ranging from 

the middle-bottom to the top views. 

Furthermore, there was also a significant main effect of angle ϕ on RT, F(4, 48) = 17.52, p 

< .001. This suggests that view elevation influenced the speed of action recognition of the 

participants. To further investigate this main effect on RT, multiple pairwise comparisons 

were performed between the RTs of the 5 conditions of the angle ϕ. The p-values were 

corrected with the conservative Bonferroni method. RT in the bottom views with ϕ4=150° 

Figure 3.2. The action classification 
accuracies (A) and the RTs (B) given each 
angle ϕ of the starting view, regardless of 
the angle θ of the starting view and the 
type of view movements. 
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(M = 2,907 ms, SD = 641 ms) was longer than in the top views ϕ0=30° (M = 2,673 ms, SD 

= 631 ms), t(12) = 4.16, p = .013, middle-top views ϕ1=60° (M = 2,555 ms, SD = 568 ms), 

t(12) = 6.97, p < .001, middle views ϕ2=90° (M = 2,629 ms, SD = 595 ms), t(12) = 6.74, p < 

.001, and middle-bottom views ϕ3=120° (M = 2,641 ms, SD = 500 ms), t(12) = 4.22, p = 

.012. RT in the middle-top views ϕ1=60° (M = 2,555 ms, SD = 568 ms) was significantly 

shorter than in the top views ϕ0=30° (M = 2,673 ms, SD = 631 ms), t(12) = −3.74, p = .028, 

and the bottom viewpoints ϕ4=150° (M = 2,907 ms, SD = 641 ms), t(12) = −6.97, p < .001. 

However, the middle-top elevation ϕ1=60° (M = 2,555 ms, SD = 568 ms) was not 

significantly different from the middle elevation angle ϕ2=90° (M = 2,629 ms, SD = 595 

ms), t(12) = −2.27, p = .421, and the middle-bottom angle ϕ3=120° (M = 2,641 ms, SD = 

500 ms), t(12) = −2.82, p = .154. Figure 3.2(B) displays the RTs of action classification in 

each of the 5 levels of the angle ϕ. Overall, action recognition was faster when participants 

watched the actors from the middle-top views and was slower when they looked from the 

bottom viewpoints. 

There was not a significant main effect of the angle θ on accuracy, F(4.42, 52.03) = 1.26, p 

= .295. However, Figure 3.3(A) shows a marginal pattern of accuracy in the viewpoint 

angles θ. First, accuracy was generally lower in the back views θ1=−150° (right-back), 

θ2=−120° (right-back), θ10=+120° (right-back), θ11=+150° (left-back), and higher in the 

front-side views θ4=−60° (right-front), θ5=−30° (right-front), θ7=+30° (left-front) and θ8=+60° 

(left-front). Surprisingly, there was a drop in accuracy at the front views θ6=0°. Second, the 

accuracy in the right and left views was symmetric, meaning that the right-back, right and 

right-front views were equivalent to the left-back, left and left front, respectively. To further 

investigate this marginal pattern, multiple pairwise comparisons were performed with the 

Bonferroni correction. All 66 comparisons showed no significant difference between the 

twelve viewpoint angles θ. Corrections for multiple comparisons were extremely 
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conservative with such a large number of comparisons. 

There was a significant main effect of the angle θ in RT, F(11, 132) = 2.72, p = .003. 

Figure 3.3(B) highlights the pattern of RT as function of the angle θ. This is opposite to the 

one on accuracy. Similarly to the accuracy, RT in the right and left view angles was 

symmetric. The RT peaks in the back view θ0=−180° and then, as we move to either left or 

right sides of the actor, it decreases significantly reaching its lows in the right views 

θ3=−90°, in the right-front views θ4=−60°, in the left-front viewpoints θ8=+60° and left views 

θ9=+90°. Subsequently, it increases as we move to the front, peaking again in the front 

views with θ6=0°. In other words, action recognition RT was long in the back, right-back, 

Figure 3.3. The action classification accuracies (A) and the RTs (B) given each angle θ of 
the starting view, regardless of the angle ϕ of the starting view and the type of view 
movements. 
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left-back and front views θ0=−180°, θ1=−150°, θ11=+150°, θ6=0°, while it was short in the 

right, right-front, left-front and left views θ3=−90°, θ4=−60°, θ8=+60°, θ9=+90°. To 

investigate this effect, I ran multiple pairwise comparisons with the Bonferroni correction. 

There was no significant difference in all 66 comparisons of the twelve conditions. This is 

again because the Bonferroni correction is enormously conservative when the 

comparisons are so many. 

Although in accuracy there was no significant interaction between the elevation angle ϕ 

and the azimuth angle θ of the starting viewpoints, F(44, 528) = 1.07, p = .360, the 

interaction of the same variables in RT was significant, F(44, 528) = 1.48, p = .026. 

Therefore, while the effect of the angle θ on accuracy does not depend on ϕ, it does on 

RT. The two heatmaps in Figure 3.4 visualize the interaction between the angles ϕ and θ 

Figure 3.4. The action classification accuracies (a) and the RTs (b) 
given each combination of the two angles ϕ and θ of the starting view, 
regardless of the type of view movements. 
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of the starting viewpoints on accuracy and RT. 

3.3.2 Performance of Action Recognition is Better in 

the Active Condition 

If participants select their own views efficiently, they should get higher performance in the 

SCM condition than in RM condition. That is because in the SCM condition they could 

select efficient views while they cannot do so in the RM condition. This difference in 

performance should be particularly clear when the trial starts with an inefficient view as in 

the SCM condition participants should be 

able to go from an inefficient view to an 

efficient view. In other words, there should 

be an interaction effect between the 

viewpoints and the type of movement. 

Specifically, we should get expect an 

interaction effect in accuracy and RT 

between the angle ϕ of the starting 

viewpoint and the viewpoint movement 

type, between the angle θ of the starting 

viewpoint and the viewpoint movement 

type and ideally 3-way interaction between 

the angle ϕ of the starting viewpoint, the 

angle θ of the starting viewpoint and the 

type of viewpoint moments. 

In accuracy, there was not a significant 

Figure 3.5. The action classification 
accuracies (A) and the RTs (B) in each 
type of view movements, regardless of 
both angles ϕ and θ of the starting view. 
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main effect of type of viewpoint movement type, F(1, 12) = .63, p = .445, even if the action 

recognition in the SCM condition (M = .964, SD = .020) was slightly more accurate than in 

the RM condition (M = .960, SD = .027). Figure 3.5(A) displays the accuracies of the two 

movement conditions. However, my analysis revealed a significant main effect of view 

movement type on RT, F(1, 12) = 12.79, p = .004. This suggests that the action 

recognition of the participants was faster in the SCM condition (M = 2,639 ms, SD = 580 

ms) than in the RM condition (M = 2,723 ms, SD = 584 ms). Figure 3.5(B) highlights this 

pattern. 

The interaction effect on accuracy between movement type and angle ϕ of the starting 

Figure 3.6. The action classification accuracies (A) and the RTs (B) given each 
combination of the type of view movements and the angle ϕ of the starting view, 
regardless of the angle θ. 
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views was not statistically significant, F(4, 48) = 1.11, p = .361. The effect of the starting 

angle ϕ on accuracy was not different in the two different view movement types. In Figure 

3.6(A), we can see the interaction plot of accuracy between movement type and angle ϕ. 

There was not a significant interaction effect on RT between movement type and angle ϕ 

of the starting views, F(4, 48) = 1.15, p = .346. The effect of the starting angle ϕ on RT was 

not dependent on the view movement type. Figure 3.6(B) contains the interaction plot 

between movement type and angle ϕ for RT. 

The interaction effect between movement type and angle θ of the starting views was not 

significant on both accuracy F(11, 132) = .61, p = .814, and RT, F(11, 132) = 1.19, p = 

Figure 3.7. The action classification accuracies (A) and the RTs (B) given each 
combination of the type of view movements and the angle θ of the starting view, 
regardless of the angle ϕ. 
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.298. I ran twelve paired t-tests with the Bonferroni correction to compare the RTs in the 

RM condition and in the SCM condition for each of the twelve horizontal angles θ. There 

was not any significant difference between the two movement conditions in every condition 

of the angle θ. The two interaction plots between movement type and angle θ is in Figure 

3.7. The effect of the angle θ of the starting viewpoint on both accuracy and RT did not 

depends on the viewpoint movement type. 

Finally, there was no significant 3-way integration effect between movement type, angle ϕ 

and angle θ of the starting views on both accuracy, F(44, 528) = .97, p = .537, and RT, 

F(44, 528) = 1.03, p = .419. 

3.3.3 Efficient views are selected more often 

Let us now turn to the main question about where participants move their own viewpoints. 

The results above showing the effects of the starting views on the accuracy and RT of 

action recognition highlighted the efficient and the inefficient views. The efficient views are 

the ones which participants had higher accuracy and lower RT with. Those tuned to be the 

upper and front-sided views. The inefficient views were the ones that as starting 

viewpoints produced lower accuracy and higher RT of action recognition. These were the 

back and bottom views, which is not surprising given the stimuli involved and our 

experience of observing people from the front vs. the back. If participants select their own 

viewpoint efficiently, they should select the efficient views more often than chance and 

they should also select the inefficient views less often than chance. To measure how often 

they selected each viewpoint, I computed the percentage frequencies of the ending 

viewpoints. The percentage frequency of a specific ending view was the empirical 

percentage of trials that ended with this view. In practice, for a given view, I computed the 

empirical percentage of trials that ended with that specific view. I did that for all 60 views 
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individually and obtained 60 

percentage frequencies of the 

ending viewpoints. A viewpoint 

with high percentage frequency 

of ending views in the SCM 

trials means that it was chosen 

often by the participants. 

Instead, a view with low 

percentage frequency of the 

ending view is evidence that 

participants rarely chose that 

specific view. Additionally, if 

they chose the efficient views 

more often, there should be a 

positive correlation between the 

accuracy and the percentage 

frequency of the ending views. 

Furthermore, for the same 

reason, the RTs and the 

percentages of the ending 

views should be negatively correlated. 

Figure 3.8(a) shows the percentage frequencies of ending views in the RM condition, 

whereas Figure 3.8(b) highlights the percentage frequencies in the SCM condition. In 

these two charts, each square in the heatmaps corresponds to 1 of the 60 possible views 

(the same views depicted in Figure 2.12). The colour of each view (square) is a 

Figure 3.8. The percentage frequencies of the views 
at the last timepoint just before the action 
classification of the participants in all RM trials (a) 
and all SCM trials (b). (c) The difference between the 
percentage frequencies of the ending views in the 
SCM condition and the baseline 1.67 (100/60). 
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representation of how high the percentage frequency of that view is compared to the 

percentage frequencies of the other views of the same movement condition. The number 

on each square is the actual percentage frequency of that specific view. There were 60 

possible views, so the percentage frequency baseline for each view was 1.67 (100 / 60 = 

1.67). The baseline was the theoretical percentage frequency of each viewpoint if the 

viewpoints were selected at random, similarly to the RM condition. 

Figure 3.8(a) shows that the percentage frequencies of the ending views in the RM 

condition were indeed random and the percentage frequencies of all viewpoints did not 

considerably differ from the baseline. On the other hand, the SCM percentage frequencies 

of the ending views in Figure 3.8(b) have a consistent pattern. They were very low in the 

back and bottom views and steadily increased going towards the front and top views 

where they are very high. 

This pattern of the percentage frequencies of the ending views in the SCM condition is 

also emphasised by the heatmap in Figure 3.8(c) which displays the differences between 

the ending view percentage frequencies in the SCM condition and the baseline. Thus, 

positive numbers on some views mean that the percentage frequencies of these views in 

the SCM condition were higher than the baseline, while negative numbers on the other 

views indicate that the SCM percentage frequencies of these other views were lower than 

the baseline. In the red views, the percentage frequencies were largely lower than the 

baseline. In the yellow viewpoints, these differences were moderate. Finally, in the green 

views, the percentage frequencies of ending views in the SCM were a lot higher than the 

chance. A way to interpret the colour in this heatmap is that participants moved away from 

the red views and towards the green views. The results in Figure 3.8(b) and Figure 3.8(c) 

suggest that participants tended to select the top and front views and they rarely chose the 

bottom and back view. Therefore, they tended to move their view away from the inefficient 
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views towards the efficient ones in line with 

my predictions. 

To provide more statistical evidence for the 

efficient selection of the views, I computed a 

Pearson's correlation between the accuracy 

and the ending percentage of all 60 views. 

These variables were positively correlated, 

r(58) = .35, p = .006. The results suggest 

that participants selected more often the 

high-accuracy views. Figure 3.9(a) shows 

the relations of the accuracies and ending 

percentage frequencies of the 60 views. In 

addition, the RTs and the ending percentage 

frequencies of the views were negatively 

correlated, a r(58) = −.44, p < .001. This 

correlation suggests that the participants 

selected more often the “fast views”. Figure 

3.9(b) highlights negative correlation of the 

two variables. 

3.4 Conclusions 

The first major goal of this pilot study was to unveil whether the action recognition 

performance of human observers with MVVHAs under active viewpoint movements is 

higher than under passive viewpoint movements. Thus, I compared the action recognition 

performance of the participants in SCM trials with active viewpoint movements and in RM 

Figure 3.9. (a) The relation between the 
action recognition accuracies of the 
starting views and the percentage 
frequencies of the ending views. (b) The 
relationship between the action 
recognition RTs of the starting views 
and the percentage frequencies of the 
ending views. 
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trials with passive random viewpoint movements. The design of this comparison was 

within-subject. My first hypothesis was that if human observers select the viewpoint 

efficiently for action recognition, then their accuracy would have been higher or their RT 

lower when they can select the views like in SCM condition than when they cannot select 

the views like in RM condition. Action recognition in the SCM condition was not 

significantly more accurate than in the RM condition. This may be due to the fact that it 

was very high in all conditions and it was not possible to find any significant difference in 

accuracy between conditions of any independent variables. Therefore, the conclusions in 

this section about action recognition performance were not based on differences in 

accuracy between conditions. They were only based on differences in RT between 

conditions. The RT of action recognition in SCM was significantly faster than in RM. This 

speed improvement might have been due to the fact that human observers are able to 

select views efficiently for action recognition and they could only use this advantaging skill 

only in SCM and not in RM. 

The second main goal was to investigate whether humans select the efficient views more 

often than the inefficient viewpoints during active action recognition. This led me to two 

further subordinate objectives. The first one was to determine whether the action 

recognition performance with MVVHAs is viewpoint-dependent. The distinction between 

efficient and inefficient viewpoints is only valid if the recognition performance is viewpoint-

dependent and thus the recognition performance significantly varies across different 

viewpoints. The results showed that the action recognition accuracy was influenced by the 

elevation angle ϕ of the starting viewpoints and not by the azimuth angle θ. Additionally, 

the action recognition RT was affected by both the elevation angle ϕ and the azimuth 

angle θ. Therefore, the action recognition performance was viewpoint-dependent, and this 

supports the validity of efficient and inefficient viewpoints. The action recognition 
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performance might have been viewpoint-dependent because the recognising action 

categories were similar to each other. The literature review in chapter 4 includes many 

studies that found a similar pattern for object recognition. These studies (Hayward & 

Williams, 2000; Leek & Johnston, 2006; Tarr & Hayward, 2017; Tarr & Pinker, 1990; Tjan, 

2001) highlighted that the object recognition of their human participants was viewpoint-

dependent when they recognised similar objects and it was viewpoint-invariant when they 

recognised very different objects. 

The second subordinate objective was a follow-up of the first subordinate objective. If the 

action recognition performance with MVVHAs is viewpoint-dependent, then the second 

subordinate objective was to highlight the efficient and the inefficient viewpoints for the 

action recognition of humans. I assumed that the performance of action recognition is 

better if participants start watching the action from the efficient views than from the 

inefficient views. Therefore, I looked at the efficient angle ϕ and efficient angles θ. 

Speaking of efficient angles ϕ, the middle-top views with ϕ=60° are the most efficient 

because action recognition was the most accurate and the fastest when participants 

started watching the actions from middle-top views. On the other hand, the bottom views 

with ϕ=150° are inefficient because action recognition was less accurate and longer with 

bottom starting views. Turning the argument into the efficient angles θ, the efficient angles 

θ were the side (right and left) angles θ and side-front (right-front and left-front) angles θ 

as classification was more accurate and faster with these starting angles θ. The back, 

side-back and front angles θ were inefficient given that the action recognition was less 

accurate and longer when the participants started watching the actions from these view 

angles θ. 

By going back to the second main goal, the human participants selected the efficient views 

more often than the inefficient views for their action recognition because the accuracies of 
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the views were positively correlated with the selection of the views, while the RTs of the 

views were negatively correlated with the selection of the views. In fact, if some viewpoints 

are efficient, then participants score higher accuracy and shorter RT from these 

viewpoints. Therefore, if participants select more often the efficient views, the selection of 

these efficient views should be higher. However, if some views are inefficient, then the 

accuracies from these views are lower and RT longer. In this case, the selection of these 

inefficient views would be lower, if humans select the efficient views. Thus, I expected the 

selection of views positively correlated with the accuracies of the views and negatively 

correlated with RTs of the views. The results of this study revealed this pattern, and I can 

conclude that they selected the efficient views more often than the inefficient views. 

Given that participants improved their performance in action recognition when they could 

move their own view in the SCM condition and given that they selected the efficient views 

more often than the inefficient views, then the active action recognition of human 

observers is efficient. 
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4 Efficient and Inefficient Views for the 

Action Recognition of Human 

Observers 

4.1 Introduction 

The main objective of the pilot study of the previous chapter 3 was to discover whether the 

action recognition performance (accuracy and RT) of humans is better in the SCM 

condition than in the baseline RM condition. Even if the accuracy in the SCM trials was not 

significantly higher than in RM trials and the RT in the SCM trials was significantly faster 

than in the RM trials. Based on these results, I concluded the performance of the human 

participants in the SCM was a marginal better than in RM. By analysing the same data of 

the pilot study, I was also able to show that participants select the efficient views more 

often than the inefficient views. However, there was a substantial limit in the way I 

discriminate the efficient and inefficient views because their discrimination was not the 

main objective of the study, and the study was not specifically designed for it. I used the 

accuracy and the RTs of the starting viewpoints to assess whether they were efficient or 

inefficient. Yet, the accuracy and the RT in each trial did not rigorously depend on a single 

view, given that the view changed within each trial in both SCM and RM conditions. 

Therefore, the results may have been corrupted. This limit may have led me to wrong 

conclusions. To tackle this issue, I made the study of this chapter with no view movements 

within the trials to strictly reveal the efficient and inefficient viewpoints. 
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The distinction of efficient and inefficient viewpoints for action recognition is valid only if the 

action recognition performance is viewpoint-dependent, meaning that the performance is 

affected by the observer’s viewpoint at the time of action observation. The study of Mitchell 

and Curry (2016) nearly addressed this issue despite of some limitations. They did not 

specifically study whether the action recognition is viewpoint-dependent, but they 

examined whether the actor recognition is viewpoint-dependent. They asked participants 

to recognise some actors by the point-light displays of their walks from two different 

viewpoints. The two views were the front (θ = −45°) and right-front views (θ = −45°). There 

was no significant difference in accuracy in the front and in the right-front conditions. 

However, this study cannot clearly address my aim of this chapter because it had three 

issues. One, they studied actor recognition rather than action recognition. Two, they only 

used two views while there are potentially infinite viewpoints in the real world. Three, they 

did not report the RTs of the participants. Therefore, in the study of this chapter, I will 

tackle these issues, by directly looking at the action recognition, by using fifteen different 

views of my own MVVHA, and by recording both the action classification accuracies and 

RTs of the human participants. 

Because there is lack of substantial studies and theories on whether the action recognition 

is viewpoint-dependent we could infer it from the literature addressing whether object 

recognition is viewpoint-dependent or viewpoint-invariant. There has been a long debate 

(Biederman & Bar, 1999, 2000; Biederman & Gerhardstein, 1993, 1995; Hayward & Tarr, 

1997, 2000; Tarr & Bulthoff, 1993, 1995, 1998) between two broad classes of theories 

explaining how the brain recognizes objects across the infinite possible chances in 

viewpoint. One class includes the 2d theories and the other one consists of the 3d 

theories. Both types of theories agree that object recognition is the process of matching 

the encoded representations of the perceived objects with the encoded representations of 
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objects stored in the memory. However, they have mostly disagreed on whether the 

encoded object representations are viewpoint-dependent or viewpoint-independent. 

The view-based theories typically argue that an object is encoded by a set of 2d image-

based and view-based representations, one for each pose or viewpoint (Bricolo et al., 

1997; Logothetis et al., 1994; Poggio & Edelman, 1990; Rock & Divita, 1987; Tarr & 

Bulthoff, 1995, 1998; Tarr & Pinker, 1989). For instance, Lawson and Humphreys (1998) 

concluded that “object recognition is mediated by stored representations that are both 

view- and object-specific.” These 2d representations are viewer-centred. Thus, the 2d 

theories claim that 2d object representations are viewpoint-dependent and hypothesise 

that there should be a significant variation in the object recognition performance across 

viewpoints. Specifically, they predict that the recognition performance from familiar 

viewpoints is higher than from unfamiliar viewpoints because the 2d image-based and 

view-based information which are essential for higher recognition performance has been 

only learnt and memorized from the familiar viewpoint and never from the unfamiliar ones. 

In contrast, according to the 3d theories, an object is represented by a specific 

combination of 3d representations which are object-centred and thus are viewpoint-

independent or viewpoint-invariant (Biederman, 1987; Biederman & Gerhardstein, 1993; 

Hummel & Biederman, 1992; Marr, 1982; Marr & Nishihara, 1978). Therefore, the 3d 

theories predict that object recognition from unfamiliar viewpoints is as efficient as from 

familiar viewpoints because 3d structural descriptions do not depend on the viewpoint by 

definition. 

However, the empirical results have also been controversial. These researchers have 

assumed that large variations in object recognition performance, in terms of RT or 

accuracy, across different viewpoints are evidence that object recognition depends on 2d 

viewpoint-dependent representations. On the other hand, they also presumed that 
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insignificant variations in the object recognition performance across different viewpoints 

are proof that object recognition involves 3d viewpoint-invariant representations. However, 

the results are controversial because some experimental results showed viewpoint-

dependent object recognition performance (Tarr & Bülthoff, 1999), whereas others 

indicated viewpoint-independent object recognition performance (Bart & Hegdé, 2012). 

Therefore, object recognition performance appears to be viewpoint-dependent or 

viewpoint-invariant, depending on the circumstances such as stimuli and tasks and more.  

As far as I am concerned, showing that object recognition performance of humans is 

viewpoint-dependent or viewpoint-independent does not necessarily prove that object 

representations of humans are 2d, 3d or even both. For example, the representations 

involved in object recognition are not inevitably 2d even if all recognition performances 

were viewpoint-dependent. Theoretically, the object recognition may still depend on 3d 

representations. The 3d theories postulate that that the 3d viewpoint-invariant 

representations are produced by several processes transforming the 2d information that 

fall on the retina into 3d encoded object representations. Therefore, it is possible to argue 

that the processes producing the representations (not necessarily the representations) 

may depend on the viewpoint and these processes alone could cause the view-dependent 

recognition performance even if the produced representations may still be in 3d and may 

not depend on the viewpoint. The object recognition could be more accurate and faster 

from familiar viewpoints than from unfamiliar ones just because the processes producing 

the representations familiar viewpoints may completely or partially different than from 

unfamiliar viewpoints. A plausible difference of the processes may be their degree of 

automaticity (Moors, 2016; Moors & De Houwer, 2006). In fact, because of more practice 

from the familiar viewpoints, the processes forming the representations from familiar 

viewpoints might become automatic and so fast and more accurate, while the ones from 
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unfamiliar viewpoints might still be controlled and so slow and less accurate. Thus, 

conclusion that that the representations are 2d is not inferable from the evidence of 

viewpoint-dependent object recognition performance. 

Likewise, we cannot conclude that the representations are undoubtedly 3d even if all 

recognition performances were viewpoint invariant. They may still be 2d. One potential 

reason could be that when learning recognising a new object from specific viewpoints, the 

brain may also estimate the 2d image-based representations of the object from the other 

never-used viewpoints by some transformations. Therefore, even if the brain has only 

seen that object from the familiar viewpoints, the unfamiliar viewpoints might also become 

familiar because the image-based representations of the object from the unfamiliar 

viewpoints were generated by some transformations, stored in the memory and ready to 

be used to recognise that object from the unfamiliar viewpoints as accurately and quickly 

as from the familiar viewpoints. In this way, the object recognition performance could be 

viewpoint-invariant even if the involved representations are only in 2d. 

To tackle the controversial results, some recent models explain how different components 

of object recognition could prompt viewpoint-dependent and viewpoint-invariant object 

recognition behaviours under different circumstances. These various models encompass a 

wide range of perspectives. Hummel and Stankiewicz (1996), and others (Hummel, 2001; 

Stankiewicz et al., 1998), affirmed that object recognition primarily relies on two structural 

representations: one is viewpoint-invariant and the other is viewpoint-dependent. The 

view-invariant representation, the independent geon array (IGA), is a collection of units 

represent the object’s parts (geons). Each geon is represented by one unit independently 

of every other. The IGA are viewpoint-invariant because of this independence. The 

viewpoint-dependent representation, the substructure matrix (SSM), is also a collection of 

units that represents the geons at each location of a coordinate system which is semi-
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object-centred. Therefore, the geons in the SSM are not represented independently but 

dependently on their relative locations. Consequentially, SSM depends on the viewpoint 

and mirror reflections. They also claimed that the IGA requires visual attention and 

processing time while the SSM can be processed without these processing resources. 

Then, object recognition in lack of processing resources is viewpoint-dependent because it 

mediated by the SSM, the viewpoint-dependent representation that do not require 

attention and time, while the object recognition with available resources is viewpoint-

independent because of IGA. Other alternative theories have been proposed. Edelman 

and Intrator (2003) suggested an 2d image-based model that can capture certain elements 

of 3d object structure. Cooper  and Wojan (2000) proposed the utilization of either 

viewpoint-invariant or viewpoint-dependent information for different tasks. Tjan (2001), 

Foster and Gilson (2002), and later Tarr and Hayward (2017) proposed the independent 

and concurrent encodings of both viewpoint-dependent and viewpoint-independent 

information. 

I support the independent encoding of multivariate viewpoint-dependent and viewpoint-

independent object features as proposed by Tjan (2001), Foster and Gilson (2002), and 

later Tarr and Hayward (2017). Through evolution, humans, as well as many another 

animal, have developed many types of sensory systems to perceive the surrounding 

objects and assess them as hostile or harmless. The sensory systems are the visual, 

auditory, tactile, olfactory, gustatory systems and even more. Diversifying the perception 

resources with multiple sensory systems has beneficial for humans and many other 

animals. One advantage of diversifying the perception resources with multiple sensory 

system is to preserve the ability to effectively interact with the world even if one sensory 

system gets damaged. it is more likely that only one sensory system is completely 

damaged in the one person than multiple systems at the same time. By having multiple 
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sensory systems, humans with any damaged sensory system can still perceive objects to 

some degree from the other intact sensory systems. If they had only the visual system and 

this gets damaged, they could not perceive anything from the world and could totally lose 

their ability to effectively interact with it. Another advantage of the sensory system 

diversifications is that is to perceive the objects accurately and fast even if one type of 

signals is disrupted by some environmental circumstances. It is more likely that the 

environmental circumstances (dark) disrupt one single type of signals (visual) than multiple 

circumstances (dark and loud noise) disrupt multiple signal types (visual and auditory) at 

the same time. Thus, humans with multiple sensory systems can still perceive the objects 

from only the auditory signals in dark and quiet environments and from visual signals in 

bright and loud environments. Instead, if they only had the visual system, their object 

perception could be totally impaired by the dark. My claim here is that as humans 

developed multiple sensory systems to diversify the perception resources, they may also 

have developed different subsystems within the same visual system that encodes both the 

viewpoint-dependent and viewpoint-invariant visual features of the objects. 

Researchers have also shown the circumstances which promote viewpoint-dependent or 

viewpoint-independent object recognition performances. Stankiewicz, Hummel, and 

Cooper (Stankiewicz et al., 1998) showed the involvement of attention. They revealed that 

the increase of object recognition performance for priming was reflection-dependent for 

unattended objects and reflection-invariant for attended objects. By assuming the similarity 

between reflection and rotation, the study indicates that object recognition performance is 

viewpoint-invariant if the objects are attended. Otherwise, the performance is viewpoint-

dependent if the objects are unattended. 

Milivojevic (2012) noted that the handed (mirrored) object recognition, such as the 

recognition of the left shoes and the right shoes, is highly view-dependent, while non-
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handed (non-mirrored) object recognition, such as the recognition of shoes and bottles, is 

viewpoint invariant. They also claimed that the perception of the spatial relations between 

objects’ features is affected by inversion while the perception of the object features 

themselves is not disrupted by inversion. Therefore, the mirrored object recognition is 

viewpoint-dependent because the mirrored objects have the same features and can only 

be differentiated by the spatial relations of their features. However, the perception of these 

spatial relations is impaired by inversion. On the other hand, the non-handed object 

recognition is viewpoint-independent because the non-handed objects are distinguishable 

by both their independent features and their spatial relations, and the perception of the 

independent features is not affected by the inversion. 

Others (Biederman & Gerhardstein, 1993; Hamm & McMullen, 1998; Milivojevic, 2012; 

Tarr & Bulthoff, 1995) argued that the level of the recognised object classes determines 

the viewpoint dependency of the recognition performance. Low-level object recognition is 

the recognition of the subordinate and specific object classes like dog breeds, while high-

level recognition is the discrimination of superior and general object classes like animals 

and plants. The performance of low-level object recognition is viewpoint-dependent, 

whereas the performance of the high-level recognition is viewpoint-invariant. Rosch and 

colleagues (1976) described the low-level and high-level object recognitions by being at 

subordinate-level and at basic or entry level, respectively. In fact, Yin (1969) highlighted 

the recognition of faces as belonging to a specific person is highly disrupted when the 

faces are inverted. According to this approach, this is because the recognition level is very 

subordinate for faces and therefore viewpoint-dependent. Additionally, Corballis and 

colleagues (1978) found that the identification of letters of the alphabet (subordinate-level 

recognition) was disrupted by character orientation, while the performance was viewpoint-

invariant for the classification of alphanumeric characters as being letters or numbers 
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(superordinate-level recognition). Moreover, Hamm and McMullen (1998) found that 

subordinate-level recognition such as recognition of dog breeds is impaired by changes in 

viewpoint while basic level recognition like dog recognition is not affected by viewpoint 

changes. 

Hayward and Williams (2000), and Tjan (2001) agreed that the viewpoint dependency and 

the recognition level are highly correlated. However, they stressed that the shape similarity 

(not the category level) of the recognised objects is the real cause of the viewpoint-

dependent object recognition performance. They also noted that the reason why object 

recognition performance tends to be viewpoint-dependent with subordinate object 

categories is that that the shape similarity is generally high for subordinate object 

categories. 

However, the framework of Tarr and Pinker (1990) and some others (Leek & Johnston, 

2006; Tarr & Hayward, 2017) more precisely defines the similarity of objects. If the orders 

of objects’ parts are distinguishable along the top-to-bottom axis, then the objects are not 

similar and can be easily recognised independently from the viewpoint. However, when the 

part orders of the objects, like mirrored objects and others, are not different along the top-

to-bottom axis and the second left-to-right axis is required to be differentiated, then these 

objects are similar, and the recognition performance is viewpoint dependent. 

If the same principles of object recognition applied to the action recognition, then the 

action recognition performance would be viewpoint-dependent for the recognition mirrored 

actions (like waving with left hand vs. waving with right hand) and the recognition of similar 

actions like discussing with hand gestures, waving and pointing. However, although the 

study of chapter of this thesis did include these types of actions, I did not investigate the 

conditions when the action recognition performance is viewpoint-dependent and the 

conditions when it is viewpoint invariant, because this was not the aim of this chapter. 
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The study of this chapter had two main aims. The first one was to demonstrate that the 

action recognition performance of people was viewpoint-dependent when their task is to 

passively recognise the actions classes of MVVHAs. We can only find evidence of efficient 

active action recognition when action recognition is viewpoint-dependent. In this way, we 

could test whether people select the efficient viewpoints more often than the other 

inefficient ones. It would not be possible when the action recognition is viewpoint-invariant 

because each viewpoint is as efficient as all other ones and there is no distinction of 

efficient and inefficient viewpoints. The second aim was a follow-up of the first one. This 

was to unveil efficient and inefficient views for humans when they passively recognize the 

MVVHAs. The major reason is that knowing which viewpoints are efficient and which ones 

are inefficient, then I could test whether humans select their efficient views more often than 

their inefficient ones. 

To evaluate that the recognition of MVVHAs is viewpoint-dependent and then reveal the 

efficient views and inefficient views, I asked human participants to passively classify the 

same actions from different views and look at whether the action recognition accuracies 

and RTs of all views are significantly different. I will conclude that the action recognition 

with MVVHAs is viewpoint-dependent if action recognition accuracy or RTs are 

significantly affected by the viewpoint. I will conclude that some viewpoints are efficient for 

humans if the human participants classify the actions more accurately or faster from these 

views rather than from the others. I will also conclude that some other viewpoints are 

inefficient for humans if the human participants classify the actions less accurately and 

more slowly from these views than from the other views. 

A hypothesis of the study was that the action recognition performance with MVVHA would 

have been viewpoint-dependent and therefore the accuracy or RT would have significantly 

varied across different viewpoints. This was because the actions classes in MVVHA are 
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similar to each other. Discussing, pointing and waving have similar shape as well as falling 

and dancing. Sitting down and standing up are basically the same if we do not consider 

inversion in time. A confusion matrix was also planned to show how similar the actions 

classes are. The actions are more similar should be confused more often. I did not make 

any predictions about which views are efficient and which ones are inefficient. My objective 

was only to identify them such that in the future studies, I can verify whether the human 

observers select more often the efficient views rather than the inefficient ones in the active 

conditions. 

4.2 Methods 

4.2.1 Participants 

I recruited 49 participants who were undergraduate students at the University of Essex. 

They participated online via a web browser. In order to ensure the participants were 

following the instructions and paying attention throughout the task, I used several criteria 

to check performance. I excluded 3 participants because one of following conditions or 

more was true: 

• Their action classification accuracy was below 0.4; 

• Any of their local accuracy was less than 0.2. The local accuracy is accuracy scored 

in any 20 neighbouring (or consecutive) trials; 

• More than 6 trials out of 120 (5%) were excluded. I excluded all trials with RT either 

lower than 250 ms or larger than 7,000 ms; 

• More than 3 trials out of 20 (15%) were excluded in any 20 neighbouring trials. 

Therefore, I only analysed 46 participants. From now on, any statements about the 



123 

participants of this study will be referred to the 46 non-excluded participants unless 

specified differently. Their age had a mean of 20.41 years and ranged from 18 to 41. 12 

participants were male and the other 34 were female. I rewarded the participants with 

academic credits. 

4.2.2 Materials 

For this online study, I used the smaller version of my dataset MVVHA which I named 

o.3.6 (see full description in chapter 2). The version ob.3.6 contains 1512 MVVs. Each 

MVV includes 24 SVVs showing the same actor performing the same action from 24 

different viewpoints. Thus, in total, there are 36,288 SVVs (1512 MVVs x 24 views). The 

images were blurred and stored in a GitHub repository 

(https://github.com/ccalafiore/dataset_ob.3.6). Transparency was added on-the-fly when 

images were shown to the participants. All images were shown blurred and transparent to 

make the action recognition harder for the participants. 

The dataset version ob.3.6 has all 7 classes of actions: dancing, discussing, sitting down, 

standing up, falling down, pointing, waving. There are 27 different actions in each action 

class. Furthermore, each animation had the mirrors and the non-mirrored conditions. 

There are 4 different actors. Every SVV of ob.3.6 has 10 frames which were refreshed at 5 

Hz making each video 2 seconds long. Each frame is in colour and has size of 224 x 224 x 

3 pixels.  

There are only 8 angles θ and 3 angles ϕ which made 24 views. However, as a result of 

pilot experiments and constraints over online presentation, I did not use all 36,288 SVVs 

for this experiment. I only used 22,680 SVVs (1512 MVVs x 15 views), by only choosing 

15 views out of 24. In fact, I only used the SVVs with specific 5 angles θ of ob.3.6: −180° 

(back), −135° (right-back), −90° (right), −45° (right-front), 0° (front). I did not include the left 

https://github.com/ccalafiore/dataset_ob.3.6
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side views because I showed the videos of both mirror conditions and so I assumed that 

participants would perform approximately the same from the left side views and right side 

views. However, I included all 3 angles ϕ: 45° (top), 90° (middle), 135° (bottom). 

Therefore, I selected 15 views (5 angles θ x 3 angles ϕ) for this experiment.  

The online test was made as a Qualtrics survey (www.qualtrics.com). Only one question of 

the survey runs the action recognition experiment. This experiment question had an html 

frame that displays the stimulating website that I built with GitHub Pages 

(pages.github.com). This website runs the stimulus presentation script which is an html file 

with html and JavaScript code. You can visit this website at 

https://ccalafiore.github.io/demos/demo_1 for an example of the stimuli and the task. The 

experiment was controlled using the library jsPsych (www.jspsych.org) which is designed 

for running experiments in a web browser and has good timing performance. 

4.2.3 Design 

I used a 5 x 3 within-subject design. The two independent variables were the angle θ and 

angle ϕ of the views from which the participants look at the action. I only used 5 angles θ 

of ob.3.6: −180° (back), −135° (right-back), −90° (right), −45° (right-front), 0° (front). 

However, I used all 3 angles ϕ of ob.3.6: 45° (top), 90° (middle), 135° (bottom). The 

dependent variables were the action recognition accuracy and the action recognition RT 

taken from the start of the animation. 

4.2.4 Procedure 

Each participant went through 1-section online study of about 20 minutes. I provided to 

each participant a web link to run the experiment online. They were instructed to open the 

link with Google Chrome or Microsoft Edge on their own laptop or desktop PC. First, they 

https://www.qualtrics.com/
https://pages.github.com/
https://ccalafiore.github.io/demos/demo_1
http://www.jspsych.org/
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agreed to the consent form. Then, they responded to 2 questions asking them their age 

and gender. Finally, they started the action recognition task which had 2 phases: 

familiarization and real test. For each participant, I randomly selected 4 classes of action 

out of 7, 2 actors out 4 and 2 animations per class out of 27. This means I selected 8 

animations (4 classes x 2 animations per class) at random. I showed SVVs that had the 

same 4 action classes in both the familiarization and the real test. However, I showed 

different actors and different animations per class in the familiarization and real test. 

Participants could only see the videos of one of the 2 randomly selected actors in the 

familiarization and the other one in the real test. Likewise, they could only see one of the 

two random animations per class in the familiarization and the other one in the real test. 

This was designed so that participants could familiarise themselves with exactly the style 

of animation that they would see but without being exposed to the exact same exemplars. 

In both the familiarization and the real test, each trial started with a white fixation cross in 

the centre of the screen for 1 second plus a jitter of 0.5 seconds. Then, I showed the 10-

frame video at 5Hz for a maximum of 2 seconds. The blurred images were made 

transparent on-the-fly. If they did not classify the action within the 2 seconds, I showed a 

screen with the text “Which Action?” until their classification. They could classify the action 

by pressing one of the following keys: “1”, “2”, “3”, “4”. I showed the keys next to its 

corresponding action class below the video during the whole experiment to remind the 

participants. I showed each pair of key and class with a different colour. I randomised both 

the order and the colour of the classes on the screen. However, the order and the colour of 

the classes on the screen were kept the same for each trial in both the familiarization and 

real test to avoid confusing the participants. Only in the familiarization, just after their 

classification, I displayed for 1 second a feedback screen saying “Correct!” in green if the 

classification was correct or “Incorrect!” in red if it was wrong. In the real test, this feedback 
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was not shown, so this feedback screen was skipped. After the feedback or response, the 

next trial started with the fixation cross. 

The familiarization only contained 8 action classification trials. The 4 classes of actions 

were shown 2 times from a random view and with a random mirror condition. I did not 

analyse the data from the familiarization. The aim of the familiarization was just to show 

participants how the test looked and to give some practice with the task. I only analysed 

the real test phase which could be spilt into 4 sequential blocks of 30 trials. Thus, there 

were 120 trials in total in the real test (4 classes x 1 actors x 1 animation per class x 2 

mirror x 5 angles θ x 3 angles ϕ). The order of the trials was randomised in both the 

familiarization and real test. 

The instructions below were shown to the participants before starting both familiarization 

and the real test. 

“You will go through two phases: Familiarization and Real Experiment. In 

both phases, you will do several trials. In each trial, your main task is 

classifying the action displayed in an unclear video of 2 seconds. You can 

respond anytime during or after the video plays. 

Each trial starts with a white fixation cross at the centre of the screen for 1 

second. Here, you are asked to look at the cross because that is the 

position where the action is about to happen. 

Next, the screen will display a video of a person doing 1 of the 4 possible 

actions until your action classification or for 2 seconds. Here, you are 

asked to classify the action by pressing 1 for Falling, 2 for Waving, 3 for 

Sitting Down, 4 for Pointing. In case you forget the names of the actions, 

they will always be shown on the bottom of the screen with their numbers 
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during the whole experiment. Please, classify as quickly as possible. 

If you do not respond during the 2 seconds, you will see a new screen 

saying Which Action? until you classify. Here, you are again asked to 

classify the action as quickly as possible. If you did not recognise any 

action in the unclear video, please have a guess as quickly as possible. 

In the Familiarization, just after your classification, you will get a feedback 

for 1 seconds saying Correct if your classification was correct or Incorrect 

if your classification was incorrect. In the Real Experiment, there is no 

feedback and this step is skipped. 

Next, a new trial will start with the white fixation cross.” 

You can run the action recognition test at https://ccalafiore.github.io/demos/demo_1. 

4.3 Results 

Overall, the action classification accuracy of the human participants was 0.76 (SD = 0.125) 

and their RT was 2296 ms (SD = 389 ms). Note that the chance of correct classification 

was not .143 (1 out of 7), even if the total action classes across all participants were 7. The 

chance was actually .25 (1 out of 4) since the test randomly selected only 4 out 7 action 

classes for each participant. 

4.3.1 Learning Effect 

The charts in the Figure 4.1 summarise the learning effect throughout the whole test, by 

showing the action recognition accuracies and the RTs in each block of 30 trials. Both 

accuracies and RTs show signs that steady leaning at each block, though the sings are 

https://ccalafiore.github.io/demos/demo_1
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more evident in the RTs than in the 

accuracies. The accuracy steadily increases 

whereas the RT progressively decreases by 

increasing the number of the blocks of trials. 

I ran a one-way ANOVA to look at the effect of 

the blocks of trials on the action recognition 

accuracy and RT. All effects are reported as 

significant at p < .05. Mauchly’s test indicated 

that the assumption of sphericity had been 

violated for the effect of blocks on RT, χ2(5) = 

36.853, p < .001. Therefore, the degrees of 

freedom were corrected using Greenhouse-

Geisser estimates of sphericity (ε = .651). 

There was no significant effect of the blocks 

on accuracy, F(3, 135) = 2.270, p = .083. 

Because the p-value was nearly .05, I 

followed up on this effect anyway. I ran 6 

pairwise paired t-tests with Bonferroni 

correction to compare the accuracies of the participants in all 4 blocks of trials. Even 

though no t-test showed a significant difference between the blocks because of the 

conservative correction, action recognition in the first block was the least accurate (M = 

.738, SD = .144) and increased in the second block (M = .768, SD = 0.147). Next, the 

accuracy was slightly decreased in the third block (M = .755, SD = .139) and it raised in 

the last block (M = .780, SD = .142) where it was the highest. 

The was a significant effect of blocks on RT, F(1.954, 87.919) = 74.017, p < .001. I 

Figure 4.1. Action classification accuracies 
(A) and RTs (B) of the human participants 
in each block of 30 trials. 
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followed up on these effects, by running 6 pairwise paired t-tests with Bonferroni correction 

to compare the RTs of the participants in all 4 blocks of trials. There were significant 

differences of RTs in five out of six pairwise comparisons. Only the difference in RTs of the 

third (M = 2,097 ms, SD = 442 ms) and fourth (M = 2,047 ms, SD = 464 ms) blocks was 

not significant, t(45) = 1.361, p = 1.0. 

4.3.2 Efficient Views and Inefficient Views 

In this study, I aimed to highlight which views are efficient and which ones are inefficient 

for action recognition. The action recognition performance should be significantly higher 

from the efficient views than 

from the inefficient views. In 

other words, the action 

recognition should be more 

accurate and faster from the 

efficient views than the 

inefficient views. Thus, I 

manipulated the view to look at 

whether it affects the accuracy 

and the RT of action 

recognition. 

Firstly, I run a one-way ANOVA 

to unveil the effect of the view 

on the action recognition 

accuracy and RT of the human Figure 4.2. Action classification accuracies (A) and 
RTs (B) of the human participants in all views. These 
views were definened by the two angles θ and ϕ. 
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participants. There were 15 within-participant conditions (5 angles θ x 3 angles ϕ = 15 

views). All effects are reported as significant at p < .05. Mauchly’s test indicated that the 

assumption of sphericity had been violated for the effect of views on both accuracy, 

χ2(104) = 143.103, p = .008, and RT, χ2(104) = 174.799, p < .001. Hence, degrees of 

freedom were corrected using Greenhouse-Geisser estimates of sphericity (ε = .671 for 

the effect of the views on accuracy and ε = .643 for the effect on RT). 

The ANOVA showed a significant effect of view on accuracy, F(9.390, 422.538) = 6.045, p 

< .001, and a significant effect on RT, F(9.002, 405.094) = 7.171, p < .001. I did not follow 

up on the effect of views by pairwise t-tests because of the numerous (105) possible pairs 

of views. Anyway, the heatmaps in Figure 4.2 illustrate the action classification accuracies 

(A) and the RTs (B) of the participants from every viewpoint. What stands out from the 

heatmaps is that action recognition is more accurate and faster from the middle (ϕ=90) 

views than from the top (ϕ=45) and bottom (ϕ=135) views. In addition, the right-front 

(θ=−45) views also tend to be more accurate and faster than the others. 

I conducted a 5 x 3 two-way ANOVA to reveal the main effects of angle θ and of angle ϕ, 

and the interaction effect of them on accuracy and RT. All effects are reported as 

significant at p < .05. Mauchly’s test indicated that the assumption of sphericity had been 

violated for the main effect of angle θ on accuracy, χ2(9) = 44.507, p < .001, and for the 

interaction effect of angle θ and angle ϕ on RT, χ2(39) = 51.620, p = .036. Therefore, 

degrees of freedom were corrected using Greenhouse-Geisser estimates of sphericity (ε = 

.660 for the main effect of angle θ on accuracy and ε = .788 for the interaction effect of 

angle θ and angle ϕ on RT). 

There was a significant main effect of angle θ on both accuracy, F(2.642, 118.886) = 

6.440, p < .001, and RT, F(4, 180) = 8.465, p < .001. I followed up on the effects by 

running multiple paired t-tests with Bonferroni correction to compare the five conditions of 
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angle θ in both accuracy and 

RT. Action recognition was 

significantly less accurate from 

the back views θ0=−180° (M = 

.729, SD = .149) than from the 

right-back views θ1=−135° (M = 

.777, SD = .148), t(45) = 

−3.053, p = .038, and from the 

right-front views θ3=−45° (M = 

.809, SD = .151), t(45) = 

−4.699, p < .001. Likewise, 

action recognition from the 

back views θ0=−180° (M = 

2,409 ms, SD = 413 ms) was 

significantly slower than from 

the right-back views θ1=−135° 

(M = 2,278 ms, SD = 466 ms), t(45) = 3.275, p = .021, the right views θ2=−90° (M = 2,291 

ms, SD = 401 ms), t(45) = 3.046, p = .041, from the right-front views θ3=−45° (M = 2,200 

ms, SD = 411 ms), t(45) = 6.406, p < .001, and from the front views θ4=0° (M = 2,301 ms, 

SD = 402 ms), t(45) = 3.528, p = .011. On the other hand, action recognition from the right-

front views θ3=−45° (M = .809, SD = .151) was significantly more accurate than from the 

back views θ0=−180° (M = .729, SD = .149), t(45) = 4.699, p < .001, from the right-back 

views θ1=−135° (M = .777, SD = .148), t(45) = 3.092, p = .036, from the right views 

θ2=−90° (M = .740, SD = .160), t(45) = 3.505, p = .011, and from the front views θ4=0° (M 

= .748, SD = .124), t(45) = 3.686, p = .006. See Figure 4.3(A) for the accuracies of the 

Figure 4.3. Action classification accuracies (A) and 
RTs (B) of the human participants in each viewpoint 
angle θ. 
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participants in all five viewpoint angles θ. 

Furthermore, RT was significantly faster 

from the right-front views θ3=−45° (M = 

2,200 ms, SD = 411 ms) than from the 

back views θ0=−180° (M = 2,409 ms, SD = 

413 ms), t(45) = −6.406, p < .001. The 

short action recognition RT in the right-

front views θ3=−45° (M = 2,200 ms, SD = 

411 ms) was nearly significant with 

respect to the right-back views θ1=−135° 

(M = 2,278 ms, SD = 466 ms), t(45) = 

−2.716, p = .089, from the right views 

θ2=−90° (M = 2,291 ms, SD = 401 ms), 

t(45) = −2.615, p = .115, and from the 

front views θ4=0° (M = 2,301 ms, SD = 

402 ms), t(45) = −2.924, p = .051. See Figure 4.3(B) for the RTs of the participants in all 

five viewpoint angles θ. 

To summarise the results as a function of angle θ, performance was poorer (less accurate 

and slower) on the back views. Interestingly, the front views (θ4=0°) did not show the best 

performance, but rather a viewpoint slightly offset to the right (θ3=−45°). 

There was also a significant main effect of angle ϕ on accuracy, F(2, 90) = 18.014, p < 

0.001, and RT, F(2, 90) = 15.682, p < 0.001. I further investigated these main effects with 

multiple paired t-tests with Bonferroni correction between three conditions of angle ϕ. 

Action recognition from the middle views ϕ1=90° (M = .808, SD = .132) was significantly 

more accurate than from the top view ϕ0=45° (M = .747, SD = .137), t(45) = 4.105, p < 

Figure 4.4. Action classification accuracies 
(A) and RTs (B) of the human participants 
in each viewpoint angle ϕ. 
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.001, and from the bottom views ϕ2=135° (M = .727, SD = .140), t(45) = 5.855, p < .001. 

Additionally, action recognition from the middle views ϕ1=90° (M = 2,214 ms, SD = 384 ms) 

was significantly faster than from the top views ϕ0=45° (M = 2,311 ms, SD = 411 ms), t(45) 

= −3.606, p = .002, and from the bottom views ϕ2=135° (M = 2,361 ms, SD = 414 ms), 

t(45) = −5.383, p < .001. Thus, both accuracy and RT indicated that the middle views were 

easier than the top and bottom views. See the plots A and B in the Figure 4.4 for the action 

recognition accuracies and RTs in all three view angles ϕ, respectively. 

There was a marginal interaction effect between angle θ and angle ϕ on accuracy, F(8, 

360) = 1.953, p = 0.051, and a significant interaction effect on RT, F(6.306, 283.762) = 

3.150, p = 0.005. This indicates that angle θ had different effects on accuracy and RT 

depending on angle ϕ and vice versa. Given the large number of potential comparisons, I 

did not follow up on this interaction with statistics, but the heatmaps in Figure 4.2(A) and 

Figure 4.2(B) illustrate the action classification accuracies and RTs of the participants in all 

fifteen viewpoints, in turn. At middle-height viewpoints (ϕ1=90°), the angle θ made 

relatively little difference to accuracy and RT. Within the top and bottom viewpoints, angle 

θ made more of a difference and it was here that the exact front view was noticeably less 

efficient. 

Additionally, I ran a correlation between the 15 accuracies of the 15 views in Figure 4.2(A) 

and the 15 RTs of the same 15 views in Figure 4.2(B). The view accuracy and the view RT 

were strongly negatively correlated, r(13) = −.88, p < .001. This means action recognition 

was predictably more accurate and faster (shorter) from some views and it was less 

accurate and slower (longer) from other views. Therefore, the efficient and inefficient views 

were congruent for both view accuracies and view RTs. 
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4.3.3 Efficient and Inefficient Action Classes 

A major aim of this study was to identify the efficient and inefficient views for action 

recognition. However, I also calculated some descriptive statistics to highlight the efficient 

and inefficient action classes (or categories). Efficient action categories are recognised by 

the observers with higher accuracy and shorter RT. However, inefficient action categories 

are recognised with lower accuracy and longer RT. I did not compute any inferential 

statistics to compare the recognition means of the classes. The reason was that this was 

not the real aim of this study and each participant did not do the task with all 7 classes, but 

Figure 4.5. The accuracies (A) and the RTs (B) of the human observers in recognizing 
each class of actions. 
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they saw and classified only 4 random classes out of 7. 

The bar chart in the Figure 4.5(A) shows that action recognition was more accurate for 

dancing (M = .858, SD = .157), sitting down (M = .798, SD = .178), standing up (M = .801, 

SD = .145) and falling down (M = .932, SD = .064) than for discussing (M = .688, SD = 

.171), pointing (M = .556, SD = .246) and waving (M = .683, SD = .185). However, the 

chart in the Figure 4.5(B) displays that dancing (M = 2,146 ms, SD = 517 ms), falling down 

(M = 2,003 ms, SD = 518 ms) and waving (M = 2,062 ms, SD = 442 ms) were more 

quickly recognised than discussing (M = 2,534 ms, SD = 402 ms), sitting down (M = 2,287 

ms, SD = 466 ms), standing up (M = 2,426 ms, SD = 490 ms) and pointing (M = 2,550 ms, 

SD = 425 ms). There is not a lot of coherence because some action may have happened 

earlier in some videos, and it may have happened later in some other videos. For this 

Figure 4.6. The confusion matrix from the action classifications of the human participants. 
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reason, I suggest that the class accuracy is more genuine than the RT as a measure of the 

class performance. Therefore, the efficient action classes for action recognition were 

dancing, sitting down, standing up and falling up, while the inefficient classes were 

discussing, pointing and waving. This may have happened because participants tented to 

slightly confuse discussing, pointing and waving as shown in the confusion matrix in the 

Figure 4.6. 

4.4 Conclusions 

The first goal of this study was to examine whether the recognition of the action classes in 

the MVVHAs is viewpoint-dependent. The results showed that both accuracy and RT was 

significantly affected by the viewpoints. Furthermore, the follow-up results also showed 

that both changes in the azimuth angle θ and the elevation angle ϕ of the viewpoints 

caused alone significant effects on both action recognition accuracy and RT. Therefore, 

the recognition of MVVHAs is viewpoint-dependent. This may have been because the high 

level of similarities between the action classes in MVVHAs which was highlighted by the 

confusion matrix. This is in line with the studies showing the relation between object 

similarities and the viewpoint dependency of object recognition (Hayward & Williams, 

2000; Leek & Johnston, 2006; Tarr & Hayward, 2017; Tarr & Pinker, 1990; Tjan, 2001). 

The second aim of this chapter was to discover the efficient and inefficient viewpoints for 

humans in action classification. With respect to the angle θ, the side-front (right-front) 

viewpoints were the most efficient because the action classification of the human 

participants was the most accurate and the fastest from them. Interestingly, the exact front 

views were not the most efficient. The back views were most inefficient given that the 

humans performed the least accuracies and the longest RTs when they classified the 

actions from these back views. Concerning the angle ϕ, the middle views were the most 
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efficient because human participants scored the highest accuracies and the shortest RTs 

from these middle view positions. On the other hand, the top and the bottom views were 

inefficient as from them the action recognition accuracy and the RT of the humans were 

the lowest and the longest from these views, respectively. 

These results will be vital in the chapters 5 and 6. In chapter 5, I will look at whether the 

efficient and inefficient views for human and robotic observers in action classification are 

similar. In chapter 6, I will benchmark the active action classification of humans based on 

how often they select the efficient and inefficient views. 
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5 Efficient and Inefficient Views for the 

Action Recognition of Robotic 

Observers 

5.1 Introduction 

There are different ways to show whether some active vision models select views 

efficiently for action classification. I discuss here the most two obvious ones. One way is 

testing whether the action classification of the active models is more accurate than the 

baseline models which are non-moving, randomly moving and constantly moving in the 

same direction. Another way is highlighting whether the active models select more often 

the efficient views rather than the inefficient ones. To verify the second evidence, we need 

to know first which views are efficient and which ones are inefficient. Therefore, in this 

chapter, I mainly investigate the efficient and inefficient views for passive computer vision 

models.  

I defined efficient and inefficient views for humans in chapter 4. The efficient views for 

humans were the views from where their accuracies were higher than their averaged 

accuracy from all views and from where their RTs were shorter (faster) than their averaged 

RT from all views. On the other hand, the inefficient view for humans were the views from 

where their accuracies were lower and their RTs were longer (slower) than their averaged 

accuracy and their averaged RT from all views, respectively. However, in this chapter, I 

define the efficient and inefficient views for computer vision models. The efficient views for 
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robotic observers are the views from where the accuracies of the robotic classifications are 

higher and their classification losses are lower than their own averaged accuracy and loss 

from all views, in turn. Instead, I define the inefficient views for the robots as the views 

from where their accuracies are lower and their losses are higher than their corresponding 

averages performed from all viewpoints. 

To discover the efficient and inefficient views for robotic observers, I developed some 

basic computer vision models and trained them to classify human actions in videos with 

different view positions. For this computer vision study, I used the videos of a larger 

version (r.3.5) of my MVVHA dataset, which has 40 viewpoints (8 angles θ x 5 angles φ). 

Then, I computed the accuracies and the losses of the models performed from each view 

and compared these performances of different views. 

CNNs have been the most efficient models for computer vision tasks. Since the 2d CNN 

named AlexNet (Krizhevsky et al., 2017) extensively outperformed the traditional methods 

to classify single objects in single images, many other researchers designed numerous 

other 2d CNNs that were very accurate for object classification (He, Zhang, Ren, & Sun, 

2016; Simonyan & Zisserman, 2014; Szegedy et al., 2015) and even for real-time object 

detection (Redmon et al., 2016) on single images. According to Yamins and DiCarlo 

(2016), 2d CNNs are very accurate in analysing single images because, like the brain’s 

visual system, they can identify both the local features in the shallower and global features 

in the deeper layers. Local features like edges, angles, surfaces and colours are detected 

by the shallower convolutional layers that process the patches of an image individually 

without the surrounding noise. However, the global features such as object classes and 

action classes are uncovered by the deeper fully-connected layers that integrate all local 

features coming from all patches of the whole image into fewer global features. In fact, the 

visual receptive field of each neuron in CNNs increases from shallower to deeper layers as 
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well as the neuron receptive field is wider and wider for deeper and deeper visual areas of 

the brain's visual system. Similarly, the retinotopy of each layer declines in deeper and 

deeper layers in CNNs so does the retinotopy for deeper and deeper visual areas of the 

brain's visual system. 

However, 2d CNNs were designed to only extract the spatial features of individual images 

and cannot extract the spatiotemporal features of videos which are the changes of spatial 

features over time. Computer vision models can significantly benefit from spatiotemporal 

features to analyse videos. One reason is that their prediction would be more robust to 

some noisy frames. Another reason is that they would be able to recognise patterns of 

changes such as actions that develop over time. 2d CNNs with temporal pooling layers 

(Karpathy et al., 2014), 3d CNNs (Ji et al., 2013; Tran et al., 2015) and RCNN (Donahue et 

al., 2015; Kubilius et al., 2018; Li et al., 2018; Liao & Poggio, 2016; Ng et al., 2015) are 

some more advanced types of CNNs that can extract and exploit the spatiotemporal 

features. See chapter 1 for a more detailed description of these different types of CNNs. 

However, the robotic observers in the study of this chapter investigating the efficient and 

inefficient viewpoints for the action recognition of robotic observers were RCNNs and 2d 

CNNs. I chose RCNNs over the non-recurrent CNNs (2d CNNs, 2d CNNs with temporal 

pooling layers and 3d CNNs) because RCNNs are more appropriate than the non-

recurrent CNNs for active action recognition which was addressed in chapter 7. I also 

utilised non-recurrent 2d CNNs in this chapter because they are an inner component of 

RCNNs. The RCNNs are more suitable for active action recognition because, as recurrent 

models, RCNNs can exploit spatiotemporal features and make a prediction at each time 

point. Thus, they can predict the best next viewpoint movement at each timepoint and this 

prediction would be dependent on the observation of the previous timepoints by 

spatiotemporal features. 2d CNNs can make a prediction at each timepoint, but its 
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predictions are independent of the previous observations with only spatial features. 2d 

CNNs with temporal pooling layers and 3d CNNs can also exploit spatiotemporal features, 

but they can only make one prediction per video rather than one prediction per image 

(timepoint) as they analyse a video as a whole. Additionally, I chose the RCNNs over the 

non-recurrent CNNs because of many other advantages of RCNNs over the non-recurrent 

CNNs that are detailed in chapter 1. 

Hence, I utilized two types (groups) of models which could either be non-recurrent 2d 

CNNs or RCNNs. The non-recurrent 2d CNNs were 18-layer ResNets (He, Zhang, Ren, & 

Sun, 2016) which were trained on ImageNet (Russakovsky et al., 2015) for object 

classification and subsequently finetuned by me on the video images of my MVVHA for 

actions classification. These non-recurrent 2d CNNs classified each image individually and 

independently from the other images of the same video. However, following a popular 

recent suggestion (Donahue et al., 2015; Ng et al., 2015), I designed a RCNN architecture 

with two serial components, a 2d CNN feature extractor and a recurrent 1d layer. I chose 

the finetuned 18-layer ResNet without the last fully-connected layer as the feature 

extractor and the long short-term memory (LSTM) (Hochreiter & Schmidhuber, 1997) as 

the recurrent layer. 

I had several predictions for the computer vision study I present in this chapter. First, the 

overall accuracy of both non-recurrent and recurrent models would be relatively low. I 

intentionally lowered their overall performance by reducing the amount of training videos. 

Some previous pilot trials showed that non-recurrent models with NMs could perform 

accuracies of about 0.99 when they were trained on all videos of 35 actors out of 65. If the 

action recognition accuracy of NM non-recurrent models were already nearly 1, which is 

the maximum possible value, there would not have been any extra room for improvement 

and highlighting significant differences in accuracies between different conditions would 
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have been impossible. In this way, showing significant differences in accuracy between 

different viewpoints would have been impossible. Likewise, exposing significant gains in 

accuracy from the passive to the active models would not have been possible. Therefore, I 

only included the videos of five actors in the training data to reduce the number of training 

videos and intentionally decline the models' overall accuracy. 

Second, the recurrent classifiers would be more accurate than the non-recurrent ones 

overall because of the reasons I discussed in chapter 1. In this case, it is mainly because 

the recurrent models integrate time information rather than the recurrent models. The 

action classification of recurrent models at the timepoint t is a function of the frames of the 

timepoints 0 to t, whereas the classification of non-recurrent models at the timepoint t is 

only a function of the frame at time point t. Therefore, the recurrent models know more 

about the actions because they can collect multiple observations of the actions at different 

timepoints. 

Third, because of the same reason, the recurrent models would be even more accurate 

than the non-recurrent models in classifying the actions in the video frames with larger 

timepoint t. In fact, the recurrent models would collect more (t + 1) observations and would 

have more evidence about the actions for larger t. Meanwhile, since the non-recurrent 

models process each frame individually and independently, the non-recurrent models can 

only have one observation and would have less evidence available regardless of the 

timepoint t. 

Fourth, the recurrent models would be more accurate than the non-recurrent ones in 

classifying the time-inversed actions. Actions such as sitting down (standing-to-sitting) and 

standing up (sitting-to-standing) are inverted in time to each other. The recurrent models 

should have a better representation of the direction of the movements because they 

observe the development of the action in time. Instead, the direction of the movements in 
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time-inversed actions should be less clear to non-recurrent models given that they classify 

each image individually and independently from the previous frames of the same videos. 

Fifth, I expected the pattern of efficient and inefficient views for the computer models 

would be similar as for the humans which I spotted in the previous chapter 4. If this is true, 

the view efficiency of humans and the view efficiency of computer models are expected to 

be linearly correlated. Specifically, based on how I defined the view efficiency for humans 

and robots in terms of view accuracy, view RT and loss, the view accuracies of humans 

should be positively correlated to the view accuracies of the robotic observers and 

negatively correlated to the view losses of the same models. On the other hand, the 

human RTs should be negatively correlated to the view accuracies of the classifiers and 

positively correlated to the view losses of the models. Because the view accuracy and the 

view losses of the same group of models were highly correlated, r ≥ −.97, I will only 

address whether the human view accuracies and the human view RTs are correlated to 

the robotic view accuracies. Any correlation between the view efficiency for humans and 

the view efficiency for the classifying models would be evidence of two different 

conclusions which are not mutually exclusive. One, the computer vision models can 

approximate the complicated function of the biological visual system recognising actions. 

Two, the efficient views objectively provide more visual information about the action than 

the inefficient ones, independently of the type of the observers. 

5.2 Methods 

5.2.1 Dataset MVVHA 

I fed the robotic vision models with the images of the version r.3.5 of my own dataset 

MVVHA. This dataset version has 24,570 MVVs that were generated by combining 7 
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classes, 27 VR animation per class, 65 actors and 2 mirrors. Each MVV has 40 SVVs with 

40 different viewpoints. Therefore, there are 982,800 SVVs (24,570 MVVs x 40 

viewpoints). The 40 views were defined by combining 8 angles θ and 5 angles ϕ. The 8 

azimuth angles θ were: −180° (back), −135° (right-back), −90° (right), −45° (right-front), 0° 

(front), +45° (left-front), +90° (left), +135° (left-back). The 5 different elevation angles ϕ 

were: 0° (top), +45° (middle-top), +90° (middle), +135° (middle-bottom), +180° (bottom). 

Every SVV has 60 frames for 2 seconds, making a refresh rate of 30 Hz and each frame 

was 224-pixels shared encoded in RGB colour channels. 

5.2.2 Computer vision models 

In this study, I trained two types of computer vision models to classify the actions in the 

video images in MVVHA. The models could either be recurrent or non-recurrent classifiers. 

Instead of training, validating and testing a single model per model type, I trained, validate 

and tested ten models per models type to increase the statistical power of the results. 

Thus, I trained ten non-recurrent classifiers and ten recurrent classifiers. I made ten 

different splits of the dataset into training, validation and test data for each group of 

models, each split per model. Thus, each model within the same model type was trained, 

validate and tested with a different split of training, validation and test data. However, all 

groups of models were trained, validated and tested with the same ten splits.  

The non-recurrent classifiers classify each image of a video individually and independently 

from the other images of the sequence. The non-recurrent classifiers were 18-layer 

ResNets (He, Zhang, Ren, & Sun, 2016), deep neural networks with convolutional and 

fully-connected layers. Firstly, I took the standard 18-layer ResNet which is pretrained to 

classify the 1000 classes of objects on the ImageNet dataset (Russakovsky et al., 2015). 

Next, I replaced the last fully-connected layer with size 1,000 with another one with size 7 
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to classify the seven action classes in my dataset. Lastly, I finetuned (re-trained) ten 

instances of the network with different training data for more statistical power of the 

findings. 

The recurrent classifiers are deep neural networks designed to classify a video by 

integrating the time information of its image sequence. Each of their classification of an 

image is dependent on (or is a function of) the images of the previous time points and the 

current time point. The architecture of the recurrent classifiers can be described with two 

serial components: 

1. A non-recurrent feature extractor which was a non-recurrent classifier (finetuned 18-

layer ResNet) without the last layer. This extracts the features of the video frames, 

individually and independently. Therefore, this takes a batch of videos as input with 

data size T x B x 3 x 224 x 224 where T is the number of frames per video, B is the 

number of videos per batch and 3 x 224 x 224 is the shape of each image. This 

component outputs features with size T x B x 512; 

2. A recurrent feature classifier which further includes 2 layers: 

2.1. A long short-term memory (LSTM) layer that integrates the image features 

across time (Hochreiter & Schmidhuber, 1997; Sak et al., 2014). The size of its 

hidden state was set to 500 such that it takes a batch of video features with 

shape T x B x 512 as input and outputs a batch of hidden states with shape T x 

B x 500; 

2.2. A feature classifier which is a fully-connected layer that individually classifies 

the hidden states of the of all time points with size T x B x 500. This layer has 

size 7 as much as the number of action classes in my dataset. In this way, it 

returns the class values with shape T x B x 7. 
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5.2.3 Training, Validation and Test 

I trained all models to classify the actions in the videos. I used all SVVs and all views of 

the computer vision dataset r.3.5 to train, validate and test all models. However, I only took 

6 frames out of 60 per video and given that each video was 2-second long, all models saw 

the videos with a refresh rate of 3 Hz. The 6 frames per video were [0, 10, 20, 30, 40, 50] 

plus a random integer t in the range 0 ≤ t < 10. For example, if the random integer for a 

video was 3, then the six frames were [3, 13, 23, 33, 43, 53]. The loss function was the 

cross entropy loss (Mao et al., 2023; Zhang & Sabuncu, 2018) for both non-recurrent 

classifier and recurrent classifier. I trained, validated and tested all computer vision models 

with python code with some python libraries. The most relevant libraries were PyTorch 

(Paszke et al., 2019), NumPy (Harris et al., 2020) and CalaPy (pypi.org/project/calapy). I 

personally coded CalaPy as a whole. 

I trained the recurrent classifiers in three steps: non-recurrent feature extractor finetuning, 

feature extraction, and recurrent feature classifier training. The non-recurrent feature 

extractor finetuning was the finetuning of the ten non-recurrent classifiers of this study. In 

feature extraction, I extracted the image features of whole dataset ten times, each time 

with one of my ten non-recurrent feature extractors which were the trained non-recurrent 

classifiers (finetuned ResNets) without the last layer. This produced ten datasets of 

features. In recurrent feature classifier training, I trained each of the ten recurrent feature 

classifiers with the training data of a different feature dataset. 

I ran all experiment steps on the 24 high-performance NVidia GPU cards of the Ceres 

cluster. The GPU models were GTX1080Ti and RTX2080. The Ceres cluster is a 

computational cluster built using the Rocks Clustering Solution with CentOS Linux. For 

computational purposes, the cluster has 1096 processing cores (2192 with 

https://pypi.org/project/calapy
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hyperthreading) provided by servers with a mix of Intel E5-2698, Intel Gold 5115, 6152 & 

6238L processors, and between 500Gb & 6Tb RAM each. Storage is provided by a set of 

storage nodes providing 660Tb of storage. Inter-node connectivity is via 10GbE switches. 

There are also 24 NVidia GTX & RTX Series GPU cards (16 x GTX1080Ti & 8 x 

RTX2080) attached via dedicated GPU servers for research purposes. 

5.2.4 Multiple dataset splits 

The difference between the ten non-recurrent classifiers and between the ten recurrent 

classifiers was only their finetuning/training experience. They were trained with different 

training data to increase the statistical power of the findings. I made ten different splits of 

the dataset version r.3.5 into 3 groups of data: training data, validation data and test data. 

Every split was done by actors. In each split, I randomly split all 65 actors into 5 training 

actors, 10 validation actors and 50 test actors, and I flagged all images of the training 

actors as the training data, all images of the validation actors as the validation data and all 

images of the test actors as the test data. Any actor could not fall in the group of training 

actors in more than one split, such that no single image was fed to more than one non-

recurrent classifier and one recurrent classifier during their training. Furthermore, no single 

actor was seen by more than one non-recurrent classifier and one recurrent classifier for 

their training. 

I used the same identical ten splits of actors for the non-recurrent classifiers and the 

recurrent classifiers. Thus, any unknown variables are controlled because they are trained, 

validated, and tested with the same identical data. This makes the results of the two types 

of models more comparable. 
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5.2.5 Design 

The design was 8 x 5 within-subject (within-models) for the computer vision experiment. 

The angle θ and the angle ϕ were the two independent variables. There were 8 angles θ: 

−180° (back), −135° (right-back), −90° (right), −45° (right-front), 0° (front), +45° (left-front), 

+90° (left), +135° (left-back). I manipulated the angle ϕ with 5 conditions: 0° (top), +45° 

(middle-top), +90° (Middle), +135° (middle-bottom), +180° (bottom). All conditions of the 

two independent variables (thetas and phis) of the human study of chapter 4 are included 

in the computer vision study of the chapter. These matches of views of the human and 

robot studies made their results about 

efficient and inefficient views comparable 

between the humans and robots of the 

two studies. 

I analysed two dependent variables: 

action classification accuracy and action 

classification loss. 

5.3 Results 

5.3.1 Non-Recurrent vs 

Recurrent 

Generally speaking, the recurrent models 

were more accurate (M = 0.69, SD = 0.04) 

in action classification than the non- Figure 5.1. Classification accuracy (A) and 
classification loss (B) of the Non-
Recurrent and Recurrent models. 
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recurrent models (M = 0.60, SD = 0.03). 

Figure 5.1 shows the overall accuracy and 

the loss of both groups of models. This 

result suggests that the time integration of 

the recurrent models improves the video 

analysis for action classification. 

The last statement is even more obvious 

in Figure 5.2(A). The recurrent classifiers 

outperformed the non-recurrent ones in all 

timepoints of the SVVs. Importantly, the 

difference in accuracy of the types of 

models gets larger with the number of 

observations (time points). That is 

because the recurrent models can 

integrate the time information and 

accumulate the frames (or observations) 

over time whereas the non-recurrent 

models only process each frame 

individually and independently from the 

previous observations. The non-recurrent 

classifiers scored the lowest accuracy at 

the first time point (M = 0.52, SD = 0.04). Next, their accuracy constantly raised and 

stabilised from the third time point to the last one in a range between 0.60 and 0.63. It 

peaked at the fourth time point (M = 0.63, SD = 0.02) and, following that, it slightly 

decreased reaching a low at the sixth and last time point (M = 0.60, SD = 0.03). Likewise, 

Figure 5.2. The classification accuracy (A) 
and the classification loss (B) of both non-
recurrent and recurrent classifiers in all 6 
used time points. They were averaged 
across all SVVs. 
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the classification accuracy was the lowest 

at the first observation (M = 0.56, SD = 

0.04). After, it steadily increased with the 

number of observations, and it also 

stabilized from the third time point to end 

in a range from 0.71 to 0.74. The peak 

was at fifth time point (M = 0.74, SD = 

0.04) and then, it slightly declined at the 

last time point (M = 0.72, SD = 0.06). Both 

recurrent and non-recurrent models 

peaked at the fourth and fifth time points 

of the videos which are the time points 3 

and 4 (the 6 time points were numbered 

from 0 to 5). Therefore, I chose to only 

show the fourth time point (time point 3) of 

the next results when their accuracy was 

approximately the highest. 

5.3.2 Action 

Classification of 

Each Action Class 

In Figure 5.3, I individually plotted the accuracy (A) and the losses (B) of the two types of 

models for each class of actions. Each action class was recognised more accurately by 

the recurrent models than by the non-recurrent ones. This shows that the addition of 

Figure 5.3. The accuracy (A) and loss (B) 
of the non-recurrent and the recurrent 
classifiers in classifying each class of 
actions. 
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recurrent layers which accumulates 

information through time, improves action 

classification. The recurrent models 

outperformed the non-recurrent models 

with the larger difference for dancing, 

sitting down and standing up than for the 

discussing, falling down, pointing and 

waving. This suggests that discussing, 

falling, pointing and waving can easily be 

recognised with a single frame, whereas 

dancing, sitting down and standing up 

require more time integration to be 

correctly categorised. This is particular 

evident in case of sitting down and 

standing up which cannot be distinguished 

by a single frame because they are the 

inverse of the other with respect to time. In 

this case of inverse actions, time 

integration is a requirement. Moreover, 

falling was the most recognised action 

class by both non-recurrent (M = 0.91, SD = 0.02) and recurrent (M = 0.92, SD = 0.03) 

classifiers. 

Figure 5.4 displays the empiric probability confusion matrices of the non-recurrent (A) and 

the recurrent (B) models. Overall, the recurrent models returned more often the correct 

class and less often the wrong classes than the non-recurrent classifiers. The non-

Figure 5.4. The confusion matrices of both 
non-recurrent (A) and recurrent (B) 
models. 
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recurrent classifiers tend to largely confuse sitting down and standing up. That is mainly 

because these actions are time-inversed and the non-recurrent models which does not 

integrate information across time are not able to distinguish them. However, these 

confusions are overtaken with the time integration of the recurrent classifiers. This pattern 

shows again that classification of dancing, sitting down and standing up benefit more from 

recurrent models. Instead, discussing, falling down, pointing and waving can easily be 

classified with a single frame as the simple non-recurrent classifiers tend to not confuse 

them. 

5.3.3 Efficient and Inefficient Views for Action 

Classification 

The Figure 5.5(A) shows how the action classification accuracy of both model types in the 

time point 3 changed as function of the viewpoint angle θ. Overall, the recurrent classifiers 

were more accurate than the non-recurrent classifiers in all θ conditions. However, for both 

models the left and the right views are approximately symmetric. The main explanation is 

that the MVVs of the non-mirrored 3D animations and the MVVs of the mirrored 3D 

animations and therefore, the information showed in the left views and right views were 

balanced across all MVVs. The accuracy of both type of models had two major lows at the 

back and front views with θ=−180° and θ=0°, respectively. The accuracy was higher in 

both model types in the side views which are the right-back, right, right-front, left-front, left, 

left-back views. In turn, these were the views with θ=−135°, θ=−90°, θ=−45°, θ=+45°, 

θ=+90° and θ=+135°. Accuracy from the back views with θ=−180 were the lowest for both 

the non-recurrent (M = 0.59, SD = 0.03) and recurrent (M = 0.68, SD = 0.03) classifiers. 

Then, it raised reaching a high at right views with θ=−90 for all non-recurrent (M = 0.65, 
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SD = 0.02) and recurrent (M = 0.77, SD = 0.03) models. After that, it diminished making a 

low in the front views with θ=0° for both non-recurrent (M = 0.60, SD = 0.03) and recurrent 

(M = 0.68, SD = 0.04) classifiers. Next, it started increasing again printing a new high at 

the left views with θ=+90° for the non-recurrent (M = 0.65, SD = 0.02) and recurrent (M = 

0.77, SD = 0.03) classifiers. Finally, it dropped once again as we reapproach the back 

views with θ=±180°. This pattern shows that the efficient viewpoints for the computer 

vision models were the sided one while their inefficient views were the back and font ones. 

At the same time, the front views are slightly more efficient than the back views. 

Let us now talk about how the models performed in the 5 conditions of the viewpoint angle 

Figure 5.5. Action classification accuracy (A) and loss (B) 
of both model types in each viewpoint angle θ in the time 
point (video frame) 3. 
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ϕ. The results are visualized in Figure 5.6. 

Overall, all the recurrent classifiers 

outperformed the non-recurrent models in 

each angle ϕ. However, the action 

classification accuracy in the middle views 

with ϕ=90° was the highest for both non-

recurrent (M = 0.68, SD = 0.02) and 

recurrent (M = 0.79, SD = 0.03) models. 

Next, their accuracy gets lower as the 

views get closer to either the very top with 

ϕ=0° or to the very bottom with ϕ=180°. 

Thus, the very top and the very bottom 

views were the lows of their accuracy, 

meanwhile the lower viewpoints were 

slightly better than the top ones. The 

lowest accuracy was in the very top views 

for both non-recurrent (M = 0.56, SD = 0.03) and recurrent (M = 0.67, SD = 0.04) models. 

Taking together these results about the ϕ accuracy of both model type, the most efficient 

views are the middle ones which are followed by the middle-bottom and the middle-top, in 

turns. On the other hand, the inefficient views were the very top and the very bottom 

views. 

Figure 5.7 highlights the view accuracy of the non-recurrent and of the recurrent classifier. 

it shows four major results. First, the recurrent models beat the non-recurrent one in each 

of all 40 views. Second, their performances were symmetric for the left and right views with 

θ=±45°, θ=±90° and θ=±135°. Third, both types of models scored poorly in the top views 

Figure 5.6. Action classification accuracy 
(A) and loss (B) of both non-recurrent and 
recurrent classifiers in each viewpoint 
angle ϕ in the time point 3. 
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with ϕ=0°, and in the bottom views with ϕ=180°. Fourth, their accuracy tended to be lower 

in the back views with θ=−180°, and in the front views with θ=0°. Therefore, the most 

efficient views for both models were the side and mid-height views with θ=±135°, θ=±90°, 

θ=±45° and with ϕ=+45°, ϕ=+90° ϕ=+135°. The inefficient views were the top, bottom, front 

and back views with θ=±180°, θ=0° and with ϕ=0° ϕ=+180°. 

The efficient and inefficient views for the non-recurrent computer models were mostly the 

same as for the recurrent models. If this statement is true, we would expect the non-

recurrent view accuracies in the heatmap (A) of Figure 5.7 are positively correlated to the 

Figure 5.7. The accuracy of both (A) non-recurrent and (B) 
recurrent models in all 40 views. 
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recurrent view accuracies in the heatmap (B) of the same figure. In fact, the accuracies of 

the non-recurrent models should be lower in same views as of the recurrent models. On 

the other hand, the accuracies of the non-recurrent and recurrent models should higher in 

same other views. Therefore, I computed a Pearson correlation coefficient to assess the 

linear relationship between the non-recurrent view accuracies and the recurrent view 

accuracies. Each datapoint of this correlation corresponds to the non-recurrent accuracy 

and recurrent accuracy of one viewpoint. Given that there were 40 views in my 

experiment, the datapoints of this correlation were also 40. The correlation matrix between 

the view performances of my observers in Figure 5.8 includes the results of the correlation 

between the view performances of both model types. There was a strong positive 

correlation between non-recurrent and recurrent view accuracies, r(38) = .95, p < .001. 

This is very strong evidence that the efficient and inefficient views were the same for both 

types of models. This may be because of two main reasons. One, the two types of models 

are equivalent as the recurrent models include the non-recurrent models without their own 

last classifying layer as feature extractors. Two, the efficient and inefficient views for both 

types of models are objectively efficient and inefficient views: there is objectively more 

visual information about the actions from the efficient views than from the inefficient ones. 

Therefore, even if I change the model types, I still get the same efficient and inefficient 

views. 

Interestingly, the efficiency of the views for both groups of models were also correlated 

with the efficiency of the views for the human participants on the experiment with no view 

motion in chapter 4. A view for the models is efficient if their accuracy is higher and their 

loss is lower from that view than average of all views. Instead, it is inefficient for the robotic 

observers if their accuracy is lower and their loss is higher in that view than the average of 

all viewpoints. However, a view for humans is efficient if their classification accuracy is 
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higher and their RT is shorter (faster) in that view than average of all views. Otherwise, if 

their accuracy is lower and the RT is longer (slower) in one view than the average of all 

views, that view is inefficient for human observers. Therefore, the view accuracies of both 

non-recurrent and recurrent models in heatmaps (A) and (B) of Figure 5.7 should positively 

correlated to the view accuracies and negatively correlated to the view RTs of the human 

participants in the study of chapter 4 (see Figure 4.2). I calculated 4 Pearson correlation 

coefficients to instigate the linear relationship between the non-recurrent view classification 

Figure 5.8. Correlation matrix between the different view performances of the distinct types 
of observers. 
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accuracies and the human view classification accuracies, between the recurrent view 

accuracies and the human view accuracies, between the non-recurrent view accuracies 

and the human view RTs, and the recurrent view accuracy and the human view RTs. 

There was an issue in calculating these 4 correlations because each data point 

corresponds to one single view and there were 40 views in the computer vision experiment 

while there were only 15 views in the psychology experiment of chapter 4. However, all 

views of the human experiment were included in the computer vision experiment even if 

some views of the computer vision design were not in the human design. Specifically, the 

human experiment did not have the very top and the very bottom views with ϕ=0° and 

ϕ=180°. Additionally, I did not include all left views with θ=+45°, θ=+90° and θ=135°. Since 

I assumed that the left and the right views would be symmetric, filled out the missing left 

view accuracies and RTs of the humans with their corresponding right view accuracies and 

RTs of the same human participants, excluding the very top and very bottom views. For 

instance, accuracy of humans in the left-front and middle-top view with θ=+45° and ϕ=+45° 

was set equal to the human accuracy in the right-front and middle-top view with θ=−45° 

and ϕ=+45°, while the human RT in the left-back and middle-bottom view with θ=+135° 

and ϕ=+135° was equal to the human RT in the right-back and middle-bottom view with 

θ=+45° and ϕ=+135° and so on. At the same time, I excluded the very top and the very 

bottom views of the computer models for these 4 correlations. Thus, I had total of 24 

datapoints (24 views = 8 angles θ x 3 angles ϕ) in the 4 correlations between view 

performance of computer models and the view performance of humans. The correlation 

matrix of the view performances of my human and robotic observers in Figure 5.8 

illustrates the results of these 4 correlations. The human view accuracies were positively 

correlated to both the non-recurrent view accuracies, r(22) = .53, p = .008, and the 

recurrent view accuracies, r(22) = .44, p = .029. On the other hand, the human view RTs 
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were negatively correlated to both the non-recurrent view accuracies, r(22) = −.73, p < 

.001, and the recurrent view accuracies, r(22) = −.63, p = .001. Consequently, the efficient 

and inefficient views tended to be the same for human and the robotic observers.  

5.4 Conclusions 

Recent computer visions models have achieved such high performance that can even 

compete with human vision. This has been a good step forward for social robots given that 

physical robots need to understand what people are doing in order to interact with them in 

a physical environment. However, actions are not clearly visible from all possible 

viewpoints by the robotic observers. Therefore, robots can recognise more accurately if 

they see the actions from the efficient views rather than the inefficient ones. For this goal, 

social robots must learn how to estimate the efficiency of all possible views such that they 

can move to, and see the actions from, the efficient views rather than the inefficient ones. 

In chapter 7, I will look at whether my active models efficiently select the views. 

Specifically, I will show whether our active models score higher accuracy than the baseline 

models and whether the same active models tend to select more often the efficient views 

than the inefficient one. To verify the latter statement, I need to firstly revel which views are 

efficient and which one are inefficient for the robotics observers. 

The study in this chapter aimed to highlight the efficient and inefficient views for robotic 

vision. Thus, I trained and tested non-recurrent and recurrent models to classify the same 

actions from multiple viewpoints which were defined by the azimuth angle θ and the 

elevation angle ϕ. As expected, the overall accuracy of both modes was low. It was 0.60 

and 0.69 for the non-recurrent and recurrent models, in turn. I intentionally made the 

models perform poorly by training them with only the videos of five actors. Such low 

accuracy allowed me to show differences between different conditions. 
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In line with my prediction and many other studies, the recurrent models were more 

accurate than the non-recurrent models for action recognition. That is because the 

recurrent models can detect both the body poses and their changes over time, while the 

non-recurrent models only spot the poses. Additionally, this difference was larger and 

larger for larger and larger timepoints within the videos. This is because the recurrent 

models accumulate more and more information about the actions with more and more 

observations, while the non-recurrent models do not carry any memory of the previous 

observations. 

The recurrent models significantly outperformed the non-recurrent models to recognise 

sitting down and standing up. The videos containing these actions have the same spatial 

features as they include the same body poses. However, they have different 

spatiotemporal features because the body poses in sitting down and standing up change 

in the opposite direction over time. Therefore, the recurrent models that can catch the 

spatiotemporal features could correctly distinguish them, while the non-recurrent models 

that can only extract spatial features tended to confuse them. 

With respect to the angle θ, the efficient views were the sided views, the views on the 

sides of the actors: right-back, right, right-front, left-front, left, left-back. The back and front 

views were inefficient. With respect to the angle ϕ, the middle, the middle-bottom and the 

middle-top views are efficient, while the very top and the very bottom views were 

inefficient. These results will allow me to look in chapter 7 at whether the active models will 

select the efficient views than the inefficient ones. 

The view efficiency for the computer models was highly correlated with view efficiency for 

the humans. Therefore, the efficient and inefficient views tend to be the same for both 

robotic vision and human vision in recognising actions. This suggests two further 

conclusions. One, the computer models approximate the action recognition function of the 
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human brain even if there are some characteristics of their architectures that are not 

biologically plausible. Two, the efficient views objectively provide more visual information 

about the actor’s action to any observer regardless of the observer type. 
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6 Active Action Recognition of Human 

Observers 

6.1 Introduction 

The preliminary conclusion of the experiment in chapter 3 was that human observers are 

efficient active action classifiers because of two main results. One, their action recognition 

performance in the active SCM condition was slightly better than in the baseline RM 

condition. Two, they selected the efficient views more often than the inefficient views in the 

SCM trials. Unfortunately, there were two major mythological issues in the study of chapter 

3. The first issue was that the realistic actions that the participants classified were 

presented with very clear images. This may have been the reason why the action 

classification accuracy in the SCM trials was not significantly higher than in the RM trials 

because the human observers may correctly classify the realistic actions from any 

viewpoint in the case of very clear images. The second issue was that the views of the 

participants could move within both the RM and SCM trials and the assumption by which 

the efficient views can be detected by looking at the starting views in which the action 

recognition was more accurate or faster may have been not valid. The reason for its 

invalidity was the fact that the viewpoint, the independent variable, which changed within 

trials was not scrupulously controlled across conditions and the accuracy and the RTs, the 

dependent variables, were theoretically noisy. 

The main aim of these experiments in this chapter 6 was to investigate whether the main 

results of chapter 3 can be replicated even with different methods in materials, designs, 
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and procedures. Hence, the first objective of the two experiments in this chapter was to 

tackle the first issue of chapter 3, by showing the actions to the participants with unclear 

(blurred and transparent) images. The unclarity was at different levels for the two 

experiments: the images were very unclear in the experiment 1 while they were slightly 

clear in the experiment 2. In brief, the first objective of the two experiments was to answer 

the following research question: is the active action recognition of humans in the SCM 

condition significantly more accurate or faster than in the RM condition in the case of 

unclear images? The second objective of the experiments in this chapter was to address 

the second issue of the pilot study in chapter 3, by examining whether human observers in 

the SCM condition select the efficient views more often than the inefficient views even in 

the case of more valid efficient and inefficient views of chapter 4. The efficient views were 

more valid in the study of chapter 4 rather than in the study of chapter 3 because the views 

of the study in chapters 4 were locked and could not move within trials. In this way, the 

viewpoint, the independent variable, was better controlled across the different viewpoint 

conditions and the accuracy and the RTs, the dependent variables, were in principle less 

noisy in chapter 4 than in chapter 3. Thus, the second objective was to answer this second 

research question: do human participants select the efficient views rather than the 

inefficient views, by using the efficient and inefficient views of the chapter 4 which are 

theoretically more valid? 

There were several methodological differences between the two experiments of this 

chapter and the pilot experiment of chapter 3. The first difference was that the two 

experiments in this chapter were online studies while the pilot study was a lab study. The 

participants in the two online experiments were tested online from anywhere they liked on 

their PCs and MACs. Instead, all participants of the pilot study did their test on the same 

PC of the same lab. 
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Another important difference between the studies was that the movement type, the 

independent variable which could either be RM or SCM, was manipulated between 

subjects in the online experiments while was manipulated within trials in the lab 

experiment. This was done to reduce the number of trials per participant. Online studies 

need to be short for human participants because these participants are far away from the 

experimenter and they can lose focus on the test very quickly. 

Another difference aimed to disturb the action recognition accuracy of the human 

participants. This was the fact that the images of the videos showing the actions were 

unclear in these online experiments as I have already mentioned above, whilst they were 

very clear in the pilot study. The images of the online studies were unclear because they 

were blurred, transparent and presented at a lower refresh rate. The video refresh rate 

was 5 Hz in both experiments whilst it was 30 Hz in the pilot study. The images of the 

online experiment 1 were very unclear (very blurred and very transparent) while the ones 

of the online experiment 2 were slightly unclear (slightly blurred and slightly transparent). 

Nevertheless, the video refresh rate was the same for the online experiment 1 and for the 

online experiment 2. 

One more difference was that the dynamic and interactive videos were not replayed in 

these online studies if no action classification response was recorded to further challenge 

the accuracy of the participants in the action recognition task, whereas they were replayed 

in the pilot study up to 30 seconds. The videos are dynamic as the viewpoint can change 

within the trials and they are also interactive because the changes of the views within the 

trials depend on the observers’ view movements. 

In addition, the number of view positions was reduced to 24 (8 angles θ x 3 angles ϕ) in 

the online studies while they were 60 (12 angles θ x 5 angles ϕ) in the pilot study. This was 

done to have fewer conditions of starting views and ultimately to reduce the number of 
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trials per participant and make the test shorter for the participants. 

Moreover, the test of the online studies was a 4-alternative forced choice task whereas the 

test of the pilot study was a 6-alternative forced choice task. In the online studies, the 

participants had to indicate the classes of the actions from four possible actions classes. 

The four action classes were not the same for all participants, since the four action classes 

of each participant were randomly selected from a pool of seven possible action classes. I 

used only four action classes to reduce the number of trials even more. However, in the 

pilot study, the participants had to classify the actions with one of the six possible action 

classes. These six possible action classes were the same for all participants of the pilot 

study. 

Another relevant difference was that the participants of the two online studies had one 

mandatory view movement at the first frame or (timepoint) of each trial and some optional 

view movements at all remaining frames of each trial, from the second frame to the last 

one. The first frame of a trail was shown until the participant made the first mandatory view 

movement. The video was locked at the first frame and no action classification was 

recorded until the participants selected a mandatory view movement. The first locked 

frames of the trials in the online experiment 1 were the first frames of the actual videos of 

the actions from the starting viewpoints, while the first locked frames in the online 

experiment 2 were the images showing the T-poses of the actors from the starting 

viewpoints. The starting viewpoints were the views that the trials started with before any 

view movements. I locked the first frame of each trial to help the participants understand 

the viewpoint from where they were going to watch the action in any trial before even 

seeing the action. However, in the pilot experiment of chapter 3, there were three 

mandatory movements and zero optional view movements, and the dynamic videos were 

playing normally since their first frames without locking any of them. 
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The goal of displaying unclear images was to disrupt action recognition. However, a 

potential side effect of displaying unclear images was that it could also disrupt the self-

viewpoint recognition of the participants and the efficient viewpoint selection of the SCM 

participants. Therefore, I locked the first frame of each trial. In this way, the participants 

would easily detect the viewpoint from where they were going to watch the action in any 

trial before even seeing the action. However, by locking the first frame of the actual video 

until the first view movement like in the online experiment 1, the participants could be 

exposed to some information about the action for an uncontrolled amount of time. Thus, I 

locked the T-pose in the online experiment 2 to only display the viewpoint to the 

participants for an uncontrolled amount of time while revealing no information about the 

action. 

6.2 Experiment 1 

6.2.1 Methods 

6.2.1.1 Participants 

I hired 62 participants on Prolific (www.prolific.co). Their age average was 24.74 (SD = 

4.42) years and ranged from 18 to 33. 35 participants were male, 26 were females, 

whereas 1 reported their gender as “Other”. I did not exclude any participant because all 

participants classified the actions well in terms of accuracy and RT. I randomly assigned 

32 participants to the SCM group and 30 to the RM group. I rewarded all participants with 

money (4.00 £). 

www.prolific.co
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6.2.1.2 Materials 

I displayed the videos of my dataset MVVHA to assess participants’ action recognition. 

Specifically, I chose the 2 small versions o.3.6 and ob.3.6 (see chapter 2 for the full 

descriptions). They both have the same 7 classes of actions, the same 4 actors, the same 

27 animation per class, the same 2 mirror conditions, the same 8 angles θ, the same 3 

angles ϕ, the same 10 frames per video at 5Hz and the same frame size of 224 x 224 x 3 

pixels. Therefore, both o.3.6 and ob.3.6 contains the same 1512 MVVs or the same 

36,288 SVVs (1512 MVVs x 24 views). The only difference between these 2 versions is 

the fact that o.3.6 has clear images (not blurred) whilst, in ob.3.6, all images are blurred. I 

used o.3.6 for the first 3 familiarizations of SCM procedure and in the first 4 familiarizations 

of the RM procedure. Instead, I used ob.3.6 for the last 2 familiarizations and for the real 

test in both the SCM and RM conditions. In this way, the participants started familiarizing 

with the task with clear images, then they familiarized with blurred images and finally they 

did the real test with blurred images. See the procedure for the full details of the 

familiarizations and of the real test. 

Each dataset version was stored in a different GitHub repository. Then, to make the SCM 

and RM tests online, I build 2 Qualtrics (www.qualtrics.com) surveys: one of the SCM test 

and one for RM test. The two surveys were identical, except for the test question. This test 

question in the SCM survey had an html frame element that hosted the SCM website that I 

build with GitHub Pages (pages.github.com). The SCM website runs the SCM test with a 

html script which has html and JavaScript code. You can visit the SCM website at 

https://ccalafiore.github.io/demos/demo_2. Likewise, the test question in the RM survey 

framed the RM website that was also build with GitHub Pages (pages.github.com) which 

runs the RM test. The RM website is at https://ccalafiore.github.io/demos/demo_3. In both 

SCM and RM html scripts, I used the JavaScript library jsPsych (www.jspsych.org). 

https://github.com/ccalafiore/dataset_o.3.6
https://github.com/ccalafiore/dataset_ob.3.6
https://www.qualtrics.com/
https://pages.github.com/
https://ccalafiore.github.io/demos/demo_2
https://pages.github.com/
https://ccalafiore.github.io/demos/demo_3
http://www.jspsych.org/
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6.2.1.3 Design 

This was a mixed design. There were three independent variables: view movement type; 

the starting angle θ; the starting angle ϕ. The view movement type was manipulated 

between subjects whilst the starting angle θ and the starting angle ϕ were manipulated 

within subjects. The view movement type was the control of the view movements which 

can either be SCM or RM. In SCM group, participants had total control in selecting the 

next viewpoint, while, in the RM group, the viewpoint changed randomly. The starting 

views of some action classification trials were the views where the participants started 

watching the action from in these trials. In this experiment, they started watching the first 

frame of the video until they make the first view movement. After the first movement, the 

video started playing from the second frame and the participants could still change the 

view at any frame. Therefore, the starting views were the ones the participants looked at 

the actions at the first video frames of the trials. Likewise, the starting angles θ and the 

starting angles ϕ of some action classification trials were the angles θ and the angles ϕ of 

the starting views in these trials. There were 24 starting views by combining 8 starting 

angles θ and 3 starting angles ϕ. 

The dependent variables were the action recognition accuracy, the action recognition RT, 

the number of movements, the percentage frequency of ending angles θ and the 

percentage of ending angles ϕ. The RTs were timed from the onset of the first frame of the 

action video before the first movement. The percentage frequencies of ending angles θ 

and ending angles ϕ of some trials were the frequencies in percentage of the angle θ and 

the angle ϕ of the ending views of these trials. The ending views of some trials are the 

ones the participants chose to watch the action from at the end of these trials, just right 

before their action classifications in these trials. 
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6.2.1.4 Procedure 

The SCM participants did the SCM Qualtrics survey, while the RM participants did the RM 

Qualtrics survey. Both SCM and RM participants completed their corresponding online 

survey in about 30 minutes. They were given the link of their corresponding survey. They 

were instructed and forced to open their link with either Google Chrome, Microsoft Edge or 

Safari on a laptop or desktop PC. 

Both the SCM and RM surveys started with the consent form and, next, they asked the 

participants their age and their gender. Finally, the SCM survey started the SCM test, 

whereas the RM survey ran the RM test. The SCM test had 6 phases. The first 5 phases 

were short familiarizations and the last one was the real test. In the RM, there were 7 

phases. The first 6 phases were short familiarizations while the last one was the real test. 

In both SCM and RM groups, I randomly selected the 4 classes of actions out of 7 for each 

participant. The selected classes were the same for familiarizations and real test of the 

same participant. Additionally, I randomly selected a different actor for each phase. There 

are 4 actors in o.3.6 and ob.3.6 for 6 phases in the SCM condition or for 7 phases in the 

RM conditions, so I reshown some actors in different familiarizations. However, the actor 

that I showed in the real test to a participant was never shown in any familiarization of the 

same participant. I also randomly chose a different animation per class. There are 27 

animations per class which is a lot more than the number of phases, so repetitions of the 

same animations in different phases were not needed. 

The first 3 familiarizations were identical for both the SCM and RM conditions. In the first 3 

familiarizations of both SCM and RM conditions and in the fourth familiarization of the RM 

group, the images were clear (not blurred and not transparent). In the first familiarization, 

participants had the chance to familiarize with movements of the viewpoints. The trial 
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stared with a fixation cross in the middle of the screen for 1 second plus a 0.5-second 

jitter. The 0.5-second jitter is an extra random time interval between 0 and 0.5 seconds. 

Then, a video started with a refresh rate of 5 Hz from a random viewpoint with a random 

angle θ and a random angle ϕ. From that moment on, the participants were asked to move 

their own view to the opposed side of the actor. They could move the view by pressing the 

4 arrows of their keyboard and confirm with the key space once they reached the opposed 

view. The video was replayed until they confirmed with space. When they confirmed, the 

next trials started. The following instructions were given to the participants for the first 

familiarization. 

“Phase Familiarization_0 

Here, you will learn how to move the view where you look at the action 

from by pressing the arrows of your keyboard. You will see an actor doing 

an action from a random side. Your task is to move your viewpoint to the 

opposite side of the actor, by pressing the arrows. Once reached, please, 

press space to continue.” 

The second familiarization was the same as the first one. There was only one difference. 

Here the participants were asked to move to a clear view. A clear view is the view where 

they believe they can see the action more clearly. Here are the instructions of the second 

familiarization. 

“Phase Familiarization_1 

Here, you will still see an actor doing an action. But now, you are asked to 

move your viewpoint to a clearer one. The clear viewpoints are the ones 

where you think the action is more clear. You can press any arrow to 

move to a clear view. Once reached, please, press space to continue.” 
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The third familiarization was an active action recognition task with clear (not blurred and 

not transparent) images. In each trial of this familiarization, after showing the fixation cross 

for 1 seconds plus a jitter of 0.5 seconds, I displayed only the first frame of the 10-frame 

video from a random viewpoint until the make the first move of their own view. Once the 

participant moved for the first time, each of the other 9 frames was shown one at the time 

for 200 milliseconds, reproducing the actual 5-Hz refresh rate of the video. After the first 

movement, they could move one time for each timepoint (or frame), if they wanted. The 

trial ended when they classified the action in the video. They could not classify before the 

first movement. After they moved the first time, they could classify any time before or after 

the end of the video. They could classify by pressing the keys “1”, “2”, “3”, “4”. The order of 

the classes was randomised for each participant, but it was the same for all phases of the 

same participant. In this familiarization, the video of a trial was never replayed, even if the 

participant had not classified the action at the end of the video. If they had not classified at 

the end of the video, the text “Which Action?” was shown afterwards instead of the video 

until action classification. After classification, a feedback screen was displayed to the 

participant for 1 seconds. The feedback screen either said “Correct!” in green if the 

classification was correct or “Incorrect!” in red if the classification was wrong. Note that the 

first movement on the first frame was mandatory, and any further movement on any other 

frames was optional. In other words, in each trial, the participant could do 1 movement at 

minimum (during the presentation of the first frame) or 10 movements at maximum (one 

for each frame). The instructions of the third familiarization were: 

“Phase Familiarization_2 

In this phase, you are asked to move to a clearer viewpoint and classify 

the action as quickly and accurate as possible. Classify the action by 

pressing 1 for Pointing, 2 for Dancing, 3 for Standing Up, 4 for Discussing. 
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If you did not recognise any action in the video, please, have your best 

guess as quickly as possible. Just after your classification, you will get a 

feedback saying "Correct" if your classification was correct or "Incorrect" if 

your classification was incorrect.” 

The fourth SCM familiarization was like the third one with only one difference. The 

participants saw the videos of ob.3.6 which were blurred. I did not apply any transparency 

yet on the images in this familiarization. So, the images were blurred and not transparent. 

They may have seen a different actor and a different animation per class. The action 

classes and the order of these classes was the same as in all other phases. Everything 

else was the same as the third familiarization. Here, there was also the feedback screen 

after classification. The instructions for the fourth SCM familiarization were as follows: 

“Phase Familiarization_3 

This phase is like the previous one. The only difference is that the images 

are blurred.” 

The fifth SCM familiarization was the same as the fourth SCM familiarization. However, 

here the images were blurred and transparent. The alpha of the images was 0.1 which 

mean the blurred images were 10% visible and 90% transparent. The actor and the 

animation in each class may have been different in this familiarization as the ones in the 

fourth familiarization. The fifth SCM familiarization was anticipated by the following 

instructions. 

“Phase Familiarization_4 

This phase is like the previous one. However, now the images are blurred 

and transparent.” 
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The trial in the sixth SCM phase which is the real SCM test was like the ones of the fifth 

familiarization. The images were blurred and transparent. The actor and the animation per 

class in the real test were chosen randomly and they were never shown in any 

familiarization. The instructions of the SCM real test were: 

“Phase Real_Experiment 

This phase is the Real Experiment. Here, the images are also blurred and 

transparent. However, you will not get a feedback at the end of every 

trial.” 

The fourth RM familiarization was like the third one, except for the type of movement. The 

participants saw the clear images of o.3.6 which were not blurred and not transparent like 

in the third familiarization. However, while the participants had full control of the direction 

of the view movement in the third familiarization, they had no control of the movement 

direction in the fourth one because it was random. They still had to press at least one of 

the 4 arrows of the keyboard to move, but the view actually moved to a random direction 

(to a random neighbouring view). The first move at the first frame was mandatory here as 

well, even if it was to a random direction, and any other random move in each of the other 

9 frames was optional. The instructions below were shown before the fourth RM 

familiarization. 

“Phase Familiarization_3 

This phase is like the previous (third) one. The only difference is the 

random movements. So, when you move the view, it will move towards a 

random direction. Your task is still to explore and classify the action as 

quickly and accurate as possible even if your view moves randomly.” 
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The fifth RM familiarization was the same as the fourth RM familiarization with the blurred 

and non-transparent images. The instructions of the fifth RM familiarization are quoted 

below. 

“Phase Familiarization_4 

This phase is like the previous one with random movements. The only 

difference is that the images are blurred.” 

The sixth RM familiarization and the RM real test were same as the fifth with blurred and 

transparent images. However, in the RM real test there were no feedback at the of every 

trial. The instructions of the sixth RM familiarization are below. 

“Phase Familiarization_5 

This phase is like the previous one with random movements and with 

blurred images. However, now, the images are also transparent.” 

Instead, the instructions of the RM real test were: 

“Phase Real_Experiment 

This phase is the Real Experiment. This is like the previous phase with 

random movements and with blurred and transparent images. However, 

now, you will not get a feedback at the end of every trial.” 

In any SCM or RM familiarization, there were 8 trials, using all possible combinations of 

the 4 selected action classes, the selected actor, the selected animation per class, the 

mirrors (4 x 1 x 1 x 2 = 8).  Each trial started from a random viewpoint (with a random 

angle θ and a random angle ϕ). In the real test of both SCM and RM groups, there were 

192 trials by combining the 4 selected classes, the selected actor, the chosen animation 
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per class, the 2 mirrors, the 8 possible starting 

angles θ and the 3 possible starting angles ϕ (4 x 1 x 

1 x 2 x 8 x 3 = 192). The starting angle θ and the 

starting angle ϕ of a trial were the angle θ and the 

angle ϕ of the viewpoint the video started from. Both 

the SCM and RM real tests were split in 6 blocks of 

32 trials and participants could have a short break 

between blocks.  

You can play the SCM test at 

https://ccalafiore.github.io/demos/demo_2 and the 

RM test at https://ccalafiore.github.io/demos/demo_3. 

6.2.2 Results 

6.2.2.1 Effect of the View Motion 

Type on the Accuracy, the 

RT and the Number of View 

Movements 

This experiment mainly aimed to unveil whether the 

action recognition performance of human observers 

is higher in the SCM condition than in the RM condition in case of very unclear images. If 

that is the case, the action recognition is expected to be more accurate and shorter in the 

SCM condition than in the RM condition. 

An independent-sample t-test was conducted to compare accuracy in RM and SCM 

Figure 6.1. The action 
recognition accuracies (A), the 
action recognition RTs (B) and 
the numbers of within-trial view 
movements (C) in the RM and 
SCM groups of experiment 1. 

https://ccalafiore.github.io/demos/demo_2
https://ccalafiore.github.io/demos/demo_3
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conditions. There was not a significant difference in accuracy for RM (M = .819, SD = .105) 

and SCM (M = .854, SD = .096) conditions; t(60) = −1.376, p = .174. This result showed 

participants in the SCM group were not more accurate than the participants in the RM 

group in the action recognition task. The chart (A) of Figure 6.1 shows the action 

recognition accuracies of the RM and SCM groups. 

An independent-sample t-test was run to compare RT in RM and SCM conditions. There 

was not a significant difference in RT for RM (M = 2,808 ms, SD = 660 ms) and SCM (M = 

2,642 ms, SD = 548 ms) conditions; t(60) = 1.084, p = .283. This suggests SCM 

participants are not faster than the RM participants in recognizing actions. The RTs of the 

RM and the SCM groups are displayed in the chart (B) of the Figure 6.1. 

I run an independent-sample t-test to compare the numbers of view movements in RM and 

SCM conditions. There was not a significant difference in number of view movements 

between the RM (M = 1.715, SD = .743) and the SCM (M = 1.958, SD = .75) conditions; 

t(60) = −1.282, p = .205. The SCM group moved their view as many times as the RM 

group. The bar chart (C) in Figure 6.1 pictures the numbers of view movements which 

were made on average in each trial by the RM and the SCM participants. 

6.2.2.2 Effect of the Completed Blocks of Trials on the 

Accuracy, the RT and the Number of View Movements 

The action classification performance of the participants of both RM and SCM groups was 

expected to improve throughout the real test. Their action classification should have 

become more accurate and quicker at each block of trials. It is also plausible to reason 

that the number of within-trial view movements in both groups would decline at each block 

of trials, because they should have learnt more about how to efficiently reach the target 

viewpoints with fewer view movements. This argumentation is more appropriate for the 
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SCM group than the RM group. Therefore, 

the movement type and the blocks of trials 

(experience) may interact in determining 

the number of view movements, since the 

number of within-trial view movements in 

the SCM group would decline more than in 

the RM group at each block of trials.  

I ran three two-way ANOVA tests on the 

accuracies, RTs and the view movements 

of the participants in each of the six blocks 

of 32 trials to examine the effect of the 

completed blocks (learning effect) and the 

interaction effect of the completed blocks 

and the movement type on the action 

recognition accuracy, RT and the number 

of movements. Mauchly’s tests showed 

that the assumptions of sphericity for the 

accuracies, χ2(14) = 45.865, p < .001, for 

the RTs, χ2(14) = 92.697, p < .001, and for 

the numbers of viewpoint movements, 

χ2(14) = 136.576, p < .001, in the different 

block conditions had been violated. 

Hence, degrees of freedom were corrected using Greenhouse-Geisser estimates of 

sphericity (ε = .76 for the accuracy; ε = .554 for the RT; ε = .479 for the number of 

movements). 

Figure 6.2. The action recognition 
accuracies (A), the action recognition RTs 
(B) and the numbers of within-trial view 
movements (C) in the 6 blocks of 32 trials 
of experiment 1. 
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There was a significant main effect of the block on the action classification accuracy, 

F(3.798, 227.855) = 9.484, p < .001, and on the action classification RT, F(2.768, 166.103) 

= 96.798, p < .001. Figure 6.2(A) shows that the accuracy in both groups improved almost 

at each block of trials, whilst Figure 6.2(B) shows that the RT in both groups was shorter 

and shorter at each block. These results show a considerable learning effect since the 

participants in both groups processed more accurate and faster action recognitions over 

the whole test as they get more experience. On the other hand, there was no significant 

main effect of the block on the amount of view movements, F(2.397, 143.81) = .871, p = 

.437. This shows that the number of movements did not vary by the amount of completed 

blocks of trials. Figure 6.2(C) shows that the numbers of viewpoint movements of all 

participants of both groups remained stable in the range from 1.776 to 1.908 across the 

blocks of trials. 

Finally, there were no significant interaction effects of the block and the movement type on 

the action recognition accuracy, F(5, 300) = .502, p = .775, on the action recognition RT, 

F(5, 300) = .671, p = .646, and on the number of movements, F(5, 300) = .388, p = .857. 

These results suggest that the changes in accuracy, RT and number of movements across 

the blocks of trials were similar in both the RM and SCM groups. In short, the learning 

effect was the same in both RM and SCM participants. 

6.2.2.3 Action Recognition Accuracies, Action Recognition 

RTs and the Numbers of View Movements in Each 

Action Class 

Some action classes, such as dancing, sitting down (standing-to-sitting), standing up 

(sitting-to-standing) and falling down, can be easily recognised from any viewpoint, while 

other action classes, like discussing, pointing and waving, can only be detected from a 
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limited range of viewpoints. Therefore, all RM and SCM participants should have 

recognised dancing, sitting down, standing up and falling down more accurately and more 

quickly than discussing, pointing and waving. Additionally, both RM and SCM participants 

should have moved fewer times to classify dancing, sitting down, standing up and falling 

down than discussing, pointing and waving. 

I only computed some descriptive 

statistics on the action recognition 

accuracies, the action recognition RTs and 

the number of view moves of the 

participants in each of the 7 action 

classes. I did not calculate any inferential 

statistics because the study was not 

designed for it and each participant was 

only tested on 4 random action classes 

out of 7.  

The recognitions of sitting down (M = .937, 

SD = .050), standing up (M = .934, SD = 

.062) and falling down (M = .942, SD = 

.073) were more accurate than the 

recognitions of dancing (M = .856, SD = 

.193) and waving (M = .862, SD = .116) 

which were more accurate than the 

recognitions of discussing (M = .675, SD = 

.234) and pointing (M = .668, SD = .212). 

Figure 6.3. The action recognition 
accuracies (A), the action recognition RTs 
(B) and the numbers of within-trial view 
movements (C) in each of the 7 different 
action classes of the videos. These were 
the scores of experiment 1. 
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Figure 6.3(A) highlights the action classification 

accuracy for every action class. 

The classifications of falling down (M = 2,352 

ms, SD = 552 ms) were the quickest ones. 

These were followed by the classifications of 

dancing (M = 2,628 ms, SD = 710 ms), sitting 

down (M = 2,664 ms, SD = 600 ms), standing 

up (M = 2,695 ms, SD = 772 ms) and waving (M 

= 2,618 ms, SD = 578 ms). The classifications 

of discussing (M = 3,079 ms, SD = 612 ms) and 

pointing (M = 3,005 ms, SD = 643 ms) were the 

longest. Figure 6.3(B) displays the action 

classification RTs for all action classes. 

The participants moved their viewpoints fewer 

times when they recognised dancing (M = 1.63, 

SD = .67) sitting down (M = 1.59, SD = .47), 

standing up (M = 1.72, SD = .83) and falling 

down (M = 1.53, SD = .73) than when they 

classified discussing (M = 2.20, SD = .89) 

pointing (M = 2.15, SD = .90) waving (M = 2.02, 

SD = .82). The numbers of view movements for 

all action classes are in Figure 6.3(C) 

The confusion matrix in Figure 6.4(C) shows that the participants tended to confuse 

pointing and waving at the highest rate. They confused discussing and pointing at the 

second highest rate. The third, fourth and fifth largest confusing rates of the participants 

Figure 6.4. The confusion matrices 
of the RM (A), SCM (B) and all 
participants (C) in experiment 1. 
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were for discussing and waving, for dancing and pointing, and for dancing and discussing, 

respectively. 

6.2.2.4 Evidence of the Efficient and Inefficient Views from the 

Starting Views 

This study also aimed to show again the efficient and inefficient views for the action 

recognition of human observers, by using the starting views in both RM and SCM 

conditions. I assumed that the action classification of the participants in both RM and SCM 

conditions would be more accurate and faster when their starting views were efficient than 

when their starting views were inefficient. Similarly, I also assumed that the participants in 

both RM and SCM would move less times when their starting views were efficient than 

when their starting views were inefficient. 

6.2.2.4.1 Effect of the Starting View on the Accuracy, the RT and the 

Number of View Movements 

I conducted three one-way ANOVAs on the accuracies, RTs and the numbers of view 

movements of all RM and SCM participants in all 24 starting views to investigate the 

effects of the starting view on the action recognition accuracy, RT and the quantity of view 

movements. Mauchly’s tests showed that the assumption of sphericity for the RTs, χ2(275) 

= 333.568, p = .013, and the view movements, χ2(275) = 449.62, p < .001, had been 

violated. Therefore, degrees of freedom were corrected using Greenhouse-Geisser 

estimates of sphericity (ε = .661 for the RT; ε = .601 for the view movements). I did not 

follow up on any of the significant effects with t-tests because there were too many (276) 

pairs of 24 conditions with different starting views for each of the three dependent 

variables. 
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There was a marginal effect of the starting view on the accuracy, F(23, 1403) = 1.409, p = 

.094. Some views are slightly more efficient than others given that the action recognition 

accuracy was marginally affected by the starting view. Figure 6.5(C) shows the accuracies 

of all participants of both groups given each starting view. There was a significant effect of 

the starting view on the RT, F(15.207, 927.648) = 2.427, p = .002. Because the action 

classification speed was affected by the starting view, then we can reason the distinction 

between the efficient and inefficient views. Figure 6.5(F) illustrates the RTs of all 

participants in each starting view. 

There was a significant effect of the starting view on the number of view movements, 

F(13.825, 843.302) = 4.353, p < .001. It seems like the participants moved their viewpoints 

away from the inefficient views to the efficient ones since the numbers of view movements 

tended to be more when the starting views were inefficient than when they were efficient. 

The heatmap in Figure 6.5(I) highlights the numbers of the within-trial view movements in 

Figure 6.5. The accuracies of the RM (A), SCM (B) and all (C) participants in each starting 
view. The RTs of the RM (D), SCM (E) and all (F) participants in every starting view. The 
quantity of the view movements of the RM (D), SCM (E) and all (F) participants in every 
starting view. All these results come from experiment 1. 
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each of the 24 starting views. 

6.2.2.4.2 Effect of the Starting Angle ϕ on the Accuracy, the RT and the 

Number of View Movements 

Let us now continue by looking at whether the starting angle ϕ effected the accuracy, the 

RT and the number of movements of both RM and SCM participants. 

A one-way within-subject ANOVA was conducted to assess the effect of the starting angle 

ϕ on accuracies in the top (ϕ0=45°), middle (ϕ1=90°) and bottom (ϕ2=135°) starting views. 

There was a significant effect of the starting angle ϕ on accuracy, F(2, 122) = 5.282, p = 

.006. I followed up on the effect with multiple paired t-tests with the Bonferroni correction 

between all conditions of starting angles ϕ. Action Recognition with bottom starting angle ϕ 

(M = .823, SD = .107) was significantly less accurate than with the middle angle ϕ (M = 

.85, SD = .112), t(61) = 3.032, p = .011, and it was not significantly less accurate than with 

the top starting angle ϕ (M = .838, SD = .104), t(61) = 1.97, p = .160. On the other hand, 

action recognition accuracy with top starting angle ϕ and with the middle starting angle ϕ 

was not significantly different, t(61) = −1.399, p = .501. These results on the accuracy of 

the starting angles ϕ suggest that the middle angles ϕ is efficient for action recognition 

while the bottom angle ϕ is inefficient. That is because action recognition was more 

accurate when the stimulation of the action started from the middle views than when it 

started from the bottom ones. The accuracies of all groups in all starting view angles ϕ are 

shown in the graph (A) of Figure 6.6. 

A one-way within-subject ANOVA was conducted to compare the effect of the starting 

angle ϕ on RT in top (ϕ0=45°), middle (ϕ1=90°) and bottom (ϕ2=135°) starting views. There 

was a significant effect of angle ϕ on RT, F(2, 122) = 12.86, p < .001. Therefore, action 

recognition was faster in some starting angles ϕ than others. I followed up on this effect by 
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running multiple paired t-tests with the 

Bonferroni correction to compare the RT in all 3 

starting angles ϕ. The bottom views ϕ2=135° (M 

= 2,771 ms, SD = 624 ms) were significantly 

slower than the top views ϕ0=45° (M = 2,720 

ms, SD = 606 ms), t(61) = −2.991, p = .012, 

and middle views ϕ1=90° (M = 2,676 ms, SD = 

605 ms), t(61) = −4.76, p < .001. However, the 

middle views ϕ1=90° were not significantly 

faster than the top views ϕ0=45°, t(61) = 2.293, 

p = .076. These results suggest that the 

efficient angle ϕ is the middle one because 

participants were faster when they started the 

trials with the middle views. On the other hand, 

the inefficient angle ϕ is the bottom one as 

action recognition was slower when participants 

started watching from bottom views. The bar 

chart (B) of Figure 6.6 highlights the RTs of all 

participants in every starting view angle ϕ. 

Furthermore, a one-way within-subject ANOVA 

was conducted to compare the effect of the starting angle ϕ on the number of movements 

in top (ϕ0=45°), middle (ϕ1=90°) and bottom (ϕ2=135°) starting views. There was a 

significant effect of angle ϕ on the number of movements, F(2, 122) = 12.235, p < .001. I 

run multiple pairwise comparisons by paired t-tests with the Bonferroni correction to further 

investigate the latter effect on the number movements. Participants moved their view 

Figure 6.6. The accuracies (A), the 
RTs (B) and the quantity of the view 
movements (C) of the RM, SCM and 
all participants in each starting view 
angle ϕ. These results come from 
experiment 1. 
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significantly more times if they started watching from the bottom views ϕ2=135° (M = 

1.913, SD = .788) than if they started watching from the top views ϕ0=45° (M = 1.817, SD 

= .751), t(61) = −3.414, p = .003, and the middle views ϕ1=90° (M = 1.791, SD = .739), 

t(59) = −4.964, p < .001. The participant with the top starting views approximately moved 

as many time as the middle starting view, t(61) = 1.018, p = .938. These results reveal that 

efficient views were the top and middle ones, while the inefficient views were the bottom 

views. That is because the participants moved less times when they started the trials from 

top and middle views, whereas they made more movement when they started the trial from 

the bottom views. The numbers of view movements of the RM, SCM and all participants in 

each starting view angle ϕ are displayed in the plot (C) of Figure 6.6. 

6.2.2.4.3 Effect of the Starting Angle θ on the Accuracy, the RT and the 

Number of View Movements 

To highlight the efficient and inefficient angles θ, I also investigated the effect of angle θ on 

the accuracy, RT and number of movements in all starting angles θ. 

A one-way within-subject ANOVA was conducted to compare the effect of the starting 

angle θ on accuracy in all eight conditions. There was not a significant effect of the starting 

angle θ on accuracy, F(7, 427) = .469, p = .857. The accuracy did not vary, by varying the 

starting angle θ and did not highlight the efficient and inefficient angles θ. Figure 6.7(A) 

shows the accuracies in each starting view angle θ for the RM and SCM groups and for 

both. 

A one-way within-subject ANOVA was conducted to compare the effect of the starting 

angle θ on RT in all eight conditions. There was not a significant effect of the starting angle 

θ on RT, F(7, 427) = .792, p = .594. Therefore, the starting angle θ did not have an effect 

even on the RT. The RTs in each starting view angle θ for the RM, SCM and both groups 
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can be seen in the bar chart (B) of Figure 

6.7. 

A one-way within-subject ANOVA was 

conducted to compare the effect of the 

starting angle θ on the number of 

movements in all eight conditions of the 

angle θ. Mauchly’s test indicated that the 

assumption of sphericity had been 

violated, χ2(27) = 88.266, p < .001. 

Therefore, degrees of freedom were 

corrected using Greenhouse-Geisser 

estimates of sphericity (ε = .696). There 

was a significant main effect of the starting 

angle θ on the number of movements, 

F(4.869, 296.985) = 5.405, p < .001. I 

further investigated this effect with multiple 

paired t-tests with the Bonferroni 

correction. These showed the participants 

significantly made more movements when 

they started watching from the back 

θ0=−180° (M = 1.91, SD = .829), right-

back θ1=−135° (M = 1.901, SD = .814) 

and left-back θ7=135° (M = 1.919, SD = .803) views than when they began watching from 

front θ4=0° (M = 1.761, SD = .781), left-front θ5=45° (M = 1.77, SD = .761) views. The 

efficient angles θ seemed to be the front views because participants moved less times 

Figure 6.7. The accuracies (A), the RTs 
(B) and the quantity of the view 
movements (C) of the RM, SCM and all 
participants in each starting view angle θ. 
These were the results of experiment 1. 



187 

when they started the trial from the front views. That is because they were already in a 

view with an efficient angle θ and did not need to move a lot. However, the inefficient 

angles θ were the back ones as they made more view moves when they started watching 

from the back views. This might be because participants needed more moves on their way 

from bad views to good views. Figure 6.7(C) pictures the numbers of within-trial view 

movements of the participants for all starting angles θ. 

6.2.2.5 Evidence of Efficient View Selection 

One of my objectives of this experiment was to examine whether the view selection of the 

SCM participants for action recognition was efficient. Thus, I explored here whether the 

human participants in the SCM condition tended to select the efficient views more often 

than the inefficient views. 

6.2.2.5.1 View Selection 

A one-way ANOVA was run on the percentage frequencies of all ending views of the SCM 

group to assess whether the SCM participants selected some views more often than some 

other views to watch the actions at the last timepoint of the video stimulation, just before 

their action classifications. Mauchly’s test showed that the assumption of sphericity had 

been violated, χ2(275) = 685.669, p < .001. Therefore, degrees of freedom were corrected 

Figure 6.8. The percentage frequencies of the selected ending views in the RM and the 
SCM groups of experiment 1. 
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using Greenhouse-Geisser estimates of sphericity (ε = .240). The percentage frequencies 

significantly varied across the different ending views, F(5.529, 171.396) = 4.227, p < .001. 

This result shows that the SCM participants chose some views more often than others to 

see the action at the last timepoint of the video, just before their action classification. 

Figure 6.8(B) shows the percentage frequencies of views at the last timepoint of all trials. 

Front views were preferred over the back and side views, as well as the middle views were 

selected more than the top and bottom views. 

6.2.2.5.2 Angle ϕ Selection 

I ran an ANOVA to compare the percentage frequencies of the ending angles ϕ in the 

SCM condition. The ending view angles ϕ could only be top, middle and bottom. Mauchly’s 

test indicated that the assumption of sphericity had been violated, χ2(2) = 7.536, p = .023. 

Therefore, degrees of freedom were corrected using Greenhouse-Geisser estimates of 

sphericity (ε = .818). The percentage frequencies of the ending angles ϕ were significantly 

different, F(1.636, 50.731) = 5.642, p = .009. I followed up on the effect by running multiple 

pairwise paired t-tests with the Bonferroni 

correction. While the SCM participants did not 

select the middle angle ϕ (M = 38.517, SD = 

7.284) significantly more often than the top 

angle ϕ (M = 33.269, SD = 11.127), t(31) = 

−1.959, p = .177, they did select the middle 

angle significantly more often than the bottom 

angle ϕ (M = 28.214, SD = 11.143), t(31) = 

3.838, p = .002. Furthermore, the selection of 

the bottom angle ϕ and the top angle ϕ were not 
Figure 6.9. The percentage 
frequencies of the selected ending 
view angle ϕ in the RM and the SCM 
groups of experiment 1. 
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significantly different, t(31) = 1.359, p = .552. This pattern can be clearly seen in the Figure 

6.9. In summary, the SCM participants selected more often the efficient angle ϕ which was 

the middle one. They also selected less often the inefficient angle ϕ which was the bottom 

one. 

6.2.2.5.3 Angle θ Selection 

Next, I looked at whether people in the SCM condition selected more often the efficient 

angles θ than the inefficient angles θ of the views. Therefore, I conducted an ANOVA to 

compare the percentage frequencies of all eight ending angles θ in the SCM condition. 

Mauchly’s test indicated that the assumption of sphericity had been violated, χ2(27) = 

172.301, p < .001. Therefore, degrees of freedom were corrected using Greenhouse-

Geisser estimates of sphericity (ε = .301). The percentage frequencies of the ending 

angles θ were significantly different, F(2.110, 65.420) = 4.394, p = .015. I followed up on 

the effect with multiple pairwise paired t-tests between the percentage frequencies of the 

eight possible ending angles θ. The p-values were corrected by the Bonferroni method. 

These showed that participants significantly selected the front view with θ4=0° (M = 

16.276, SD = 6.624) and left-front view 

with θ5=0° (M = 13.034, SD = 2.232) more 

often than the back (M = 12.443, SD = 

5.401) and the right-back (M = 10.928, SD 

= 1.940) view angles θ. Figure 6.10 shows 

the percentage frequencies of the selected 

ending views for both RM and SCM 

participants. Thus, the participants in the 

SCM group choose the efficient angle θ Figure 6.10. The percentage frequencies 
of the selected ending view angle θ in the 
RM and the SCM groups of experiment 1. 
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more frequently than the inefficient angles θ. 

6.2.2.5.4 Correlations Between the Selection of Views and the Action 

Recognition Performances of the same Views 

A Pearson correlation coefficient was computed to assess the relationship between the 

percentage frequency of the selected ending views in the SCM group (Figure 6.8(B)) and 

the view accuracy of the no-motion (NM) group of study in chapter 4 (Figure 4.2(A)). In the 

NM study, I excluded the left 

views and there were 15 views 

(5 angles θ x 3 angles ϕ), 

whereas, in this study, there 

were 24 (8 angles θ x 3 angles 

ϕ). By assuming that the right 

and left views were symmetric, I 

defined the accuracy in left-

back views as the accuracy in 

the right-back views, the 

accuracy in the left views as the 

accuracy in the right views, and 

the accuracy in the left-front 

views as the accuracy in the 

right-front ones. In this way, I 

made 24 datapoints for the 

correlation: 24 view percentage 

frequencies and 24 view 

Figure 6.11. The correlation matrix of the following 
view performances: the view accuracies (V. Acc.) 
and the view RTs (V. RTs) of the human participants 
with no view motion (NM Hum.) from the study of the 
chapter 4; the numbers of view movements in each 
starting view (V. N Moves) and the percentage 
frequencies of the ending views (V. Freq.) in the 
SCM human participants (SCM Hum.) in experiment 
1 of this chapter 6; the view accuracies (V. Acc.) of 
the non-recurrent (NR) and the recurrent (R) models 
(NN) of the study in chapter 5 with no viewpoint 
movements (NM). 
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accuracies. As in the correlation matrix of Figure 6.11, there was a significant positive 

correlation between the two variables, r(22) = .42, p = .041. Overall, there was a strong, 

positive correlation between SCM view selection and the NM view accuracy. This result 

shows that SCM participants selected the views efficiently as they selected more often the 

efficient views with higher NM accuracy than the inefficient views with lower NM accuracy. 

A Pearson correlation coefficient was computed to assess the relationship between the 

percentage frequency of the ending views in the SCM group in Figure 6.8(B) and the NM 

view RTs in Figure 4.2(B). Again, in the NM study, I excluded the left views and there were 

15 views (5 angles θ x 3 angles ϕ), whereas, in this study, there were 24 (8 angles θ x 3 

angles ϕ). By assuming that the right and left views were symmetric, I defined RTs in left-

back, left, left-front views equal to the RTs in the right-back, right, right-front views, 

respectively. In this way, I made 24 datapoints for the correlation: 24 view percentage 

frequencies and 24 view RTs. Figure 6.11 also shows that there was a marginal negative 

correlation between the two variables, r(22) = −.36, p = .082. This result suggests that 

SCM participants selected the views efficiently because they selected more often the 

efficient views with shorter NM RTs than the inefficient views with lower NM RT. 

6.3 Experiment 2 

6.3.1 Methods 

6.3.1.1 Participants 

I hired 60 participants on Prolific (www.prolific.co). Their age average was 24.47 (SD = 

4.23) years and ranged from 18 to 35 years. 31 participants were male, 28 were females, 

and 1 participant reported their gender is “Other”. I did not exclude any participant because 

www.prolific.co
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all participants classified the actions well in terms of accuracy and RT. I randomly 

assigned 30 participants to the SCM group and 30 to the RM group. I rewarded all 

participants with money (3.50 £). 

6.3.1.2 Materials 

I displayed the videos of my dataset MVVHA to assess participants’ action recognition. For 

this study, I only used the small versions o.3.6 (chapter 2). The o.3.6 has 7 classes of 

actions, the same 4 actors, the same 27 animation per class, the same 2 mirror conditions, 

the same 8 angles θ, the same 3 angles ϕ, the same 10 frames per video at 5Hz and the 

same frame size of 224 x 224 x 3 pixels. Therefore, o.3.6 contains 1,512 MVVs or 36,288 

SVVs (1,512 MVVs x 24 views). In o.3.6, the images are clear which I slightly blurred and 

made slightly transparent on-the-fly in some familiarizations and in the real test. The o.3.6 

also contains the multi-view images of the T-poses. It has 96 T-pose images (4 actors x 8 

angles θ x 3 angles ϕ). 

The o.3.6 was stored in a GitHub repository. Then, to make the SCM and RM tests online, 

I build 2 Qualtrics (www.qualtrics.com) surveys: one for the SCM test and one for the RM 

test. The two surveys were identical, except for the test question. This test question in the 

SCM survey had an html frame element that hosted the SCM website that I build with 

GitHub Pages (pages.github.com). The SCM website runs the SCM test with a html script 

which has html and JavaScript code. You can visit the SCM website at 

https://ccalafiore.github.io/demos/demo_4. Likewise, the test question in the RM survey 

framed the RM website that was also build with GitHub Pages and runs the RM test. The 

RM website is at https://ccalafiore.github.io/demos/demo_5. In both SCM and RM html 

scripts, I used the JavaScript library jsPsych (www.jspsych.org). 

https://github.com/ccalafiore/dataset_o.3.6
https://www.qualtrics.com/
https://pages.github.com/
https://ccalafiore.github.io/demos/demo_4
https://ccalafiore.github.io/demos/demo_5
http://www.jspsych.org/
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6.3.1.3 Design 

This was a mixed design. There were three independent variables: view movement type; 

the starting angle θ; the starting angle ϕ. The view movement type was manipulated 

between subjects whilst the starting angle θ and the starting angle ϕ were manipulated 

within subjects. The view movement type was the control of the view movements which 

can either be SCM or RM. In SCM group, participants had total control in selecting the 

next viewpoint, while, in the RM group, the viewpoint changed randomly. The starting 

angle θ and the starting angle ϕ were the angle θ and the angle ϕ of the view where the 

participants started watching the action from. In this version of the study, they started 

watching the T-pose of the actor until they make the first view movement. After the first 

movement, the video of the action started playing and the participants could still change 

the view at any frame. Therefore, the starting angle θ and the starting angle ϕ were the 

parameters of the view they saw the first T-pose frame. There were 8 starting angles θ and 

3 starting angles ϕ, which made 24 starting views. 

The dependent variables were the action recognition accuracy, the action recognition RT, 

the number of movements, the percentage frequency of ending angles θ and the 

percentage of ending angles ϕ. The RTs were timed from the onset of the first frame of the 

action video after the T-pose and the first movement. The percentage frequencies of the 

ending angles θ and ending angles ϕ of some trials were the frequencies in percentage of 

the angles θ and the angles ϕ of the starting views of the trials. The starting views of some 

trials were the views which the participants selected to watch the actions from at the end of 

the trials, just right before their action classifications in these trials. 

6.3.1.4 Procedure 

The SCM participants did the SCM Qualtrics survey, while the RM participants did the RM 
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Qualtrics survey. Both SCM and RM participants completed their corresponding online 

survey in about 30 minutes. They were given the link of their corresponding survey. They 

were instructed and forced to open their link with either Google Chrome, Microsoft Edge or 

Safari on a laptop or desktop PC. 

Both the SCM and RM surveys started with the consent form and, next, they asked the 

participants their age and their gender. Finally, the SCM survey started the SCM test, 

whereas the RM survey ran the RM test. The SCM test had 6 phases. The first 5 phases 

were short familiarizations and the last one was the real test. In the RM, there were 7 

phases. The first 6 phases were short familiarizations while the last one was the real test. 

In both SCM and RM groups, I randomly selected the 4 classes of actions out of 7 for each 

participant. The selected classes were the same for familiarizations and real test of the 

same participant. Additionally, I randomly selected a different actor for each phase. There 

are 4 actors in o.3.6 for 6 phases in the SCM condition or for 7 phases in the RM 

conditions, so I reshown some actors in different familiarizations. However, the actor that I 

showed in the real test to a participant was never shown in any familiarization of the same 

participant. I also randomly chose a different animation per class. There are 27 animations 

per class which is a lot more than the number of phases, so repetitions of the same 

animations in different phases were not needed. 

The first 3 familiarizations were identical for both the SCM and RM conditions. In the first 3 

familiarizations of both SCM and RM conditions and in the fourth familiarization of the RM 

group, the images were clear (not blurred and not transparent). In the first familiarization, 

participants had the chance to familiarize with movements of the viewpoints. The trial 

stared with a fixation cross in the middle of the screen for 1 second plus a 0.5-second 

jitter. The 0.5-second jitter is an extra random time interval between 0 and 0.5 seconds. 

Then, the T-pose was displayed with the hips in the middle of the screen (or in the same 
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position of the previous fixation cross). The T-pose was presented from a view with one 

out of 8 starting angles θ and one out of 3 starting angles ϕ until the participant makes the 

first mandatory view movement. Following the view movement, a video started with a 

refresh rate of 5 Hz from view the participant moved to. The participants were asked to 

move their own view to the opposed side of the actor. They could move the view by 

pressing the 4 arrows of their keyboard and confirm with the key space once they reached 

the opposed view. The video was replayed until they confirmed with space. When they 

confirmed, the next trials started.  

The second familiarization was the same as the first one. There was only one difference. 

Here the participants were asked to move to a clear view. A clear view is the view where 

they believe they can see the action more clearly.  

The third familiarization was an active action recognition task with clear (not blurred and 

not transparent) images. In each trial of this familiarization, after showing the fixation cross 

for 1 seconds plus a jitter of 0.5 seconds, I also displayed the T-pose from a random 

viewpoint until they make the first move of their own view. Once the participant moved for 

the first time, one of the 10-frame videos was shown one at the time for 200 milliseconds, 

reproducing the 5-Hz refresh rate. After the first movement, they could move one time for 

each timepoint (or frame), if they wanted. The trial ended when they classified the action in 

the video. They could not classify before the first movement. After they moved the first 

time, they could classify any time before or after the end of the video. They could classify 

by pressing the keys “1”, “2”, “3”, “4”. The order of the classes was randomised for each 

participant, but it was the same for all phases of the same participant. In this 

familiarization, the video of a trial was never replayed, even if the participant had not 

classified the action at the end of the video. If they had not classified at the end of the 

video, the text “Which Action?” was shown afterwards instead of the video until action 



196 

classification. After classification, a feedback screen was displayed to the participant for 1 

seconds. The feedback screen either said “Correct!” in green if the classification was 

correct or “Incorrect!” in red if the classification was wrong. Note that the first movement at 

the T-pose frame was mandatory, and any further movement at any 10 video frames was 

optional. In other words, in each trial, the participant could do 1 movement at minimum (at 

the presentation of the T-pose) or 10 movements at maximum (one for each frame). 

The fourth SCM familiarization was like the third one with only one difference. The T-pose 

was still clear, but the image of the video were slightly blurred images. I did not apply any 

transparency yet on the images in this familiarization. So, the images were blurred and not 

transparent. They may have seen a different actor and a different animation per class. The 

action classes and the order of these classes was the same as in all other phases. 

Everything else was the same as the third familiarization. Here, there was also the 

feedback screen after classification. 

The fifth SCM familiarization was the same as the fourth SCM familiarization. However, 

here the images were blurred and transparent. The alpha of the images was 0.1 which 

means the blurred images were 10% visible and 90% transparent. The actor and the 

animation in each class may have been different in this familiarization as the ones in the 

fourth familiarization. 

The trial in the sixth SCM phase which is the real SCM test was like the ones of the fifth 

familiarization. The images were blurred and transparent. The actor and the animation per 

class in the real test were chosen randomly and they were never shown in any 

familiarizations.  

The fourth RM familiarization was like the third one, except for the type of movement. The 

participants saw the clear images of o.3.6 which were not blurred and not transparent like 
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in the third familiarization. However, while the participants had full control of the direction 

of the view movement in the third familiarization, they had no control of the movement 

direction in the fourth one because it was random. They still had to press at least one of 

the 4 arrows of the keyboard to move, but the view actually moved to a random direction 

(or to a random neighbouring view). The first move at the T-pose frame was mandatory 

here as well, even if it was to a random direction, and any other random move in each of 

the 10 video frames was optional. 

The fifth RM familiarization was the same as the fourth RM familiarization with the blurred 

and non-transparent images. The sixth RM familiarization and the RM real test were same 

as the fifth with blurred and transparent images. However, in the RM real test there were 

no feedback at the of every trial. 

The instructions of first and second SCM and RM phases in experiment 2 were identical to 

ones in the experiment 1. The instructions of all other phases were also the same in 

experiment 1 and 2, except for the following additional request: 

“Please, do not always move the view to the same direction to classify the 

action even faster. You need to move towards a clear view and then 

classify the action as quickly as possible." 

In experiment 1, I noticed that a few participants moved always to the same direction to 

speed up their classifications. Therefore, I added this extra request in the instructions to 

avoid that some participants would have done the same. 

There were 8 trials in any SCM or RM familiarization, by combining the 4 selected action 

classes, the selected actor, the selected animation per class, the 2 mirrors (4 x 1 x 1 x 2 = 

8). Each trial started from a random viewpoint (with a random angle θ and a random angle 

ϕ). In the real test of both SCM and RM groups, there were 192 trials by combining the 4 
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selected classes, the selected actor, the chosen 

animation per class, the 2 mirrors, the 8 possible 

starting angles θ and the 3 possible starting angles ϕ 

(4 x 1 x 1 x 2 x 8 x 3 = 192). The starting angle θ and 

the starting angle ϕ of a trial were the angle θ and the 

angle ϕ of the viewpoint the T-pose was seen from. 

Both the SCM and RM real tests were split in 6 

blocks of 32 trials and participants could have a short 

break between blocks.  

You can run the SCM test at 

https://ccalafiore.github.io/demos/demo_4 and the 

RM test at https://ccalafiore.github.io/demos/demo_5. 

6.3.2 Results 

6.3.2.1 Effect of the View Motion 

Type on the Accuracy, the 

RT and the Number of View 

Movements 

An aim of this experiment was to study whether the 

action recognition performance of people is higher in the SCM condition than in the RM 

condition in case of very unclear images. Thus, I specifically looked at whether the action 

recognition is more accurate and shorter in the SCM condition than in the RM condition.  

An independent-sample t-test was conducted to draw a comparison between the 

Figure 6.12. The action 
recognition accuracies (A), the 
action recognition RTs (B) and 
the numbers of within-trial view 
movements (C) in the RM and 
SCM groups of experiment 2. 

https://ccalafiore.github.io/demos/demo_4
https://ccalafiore.github.io/demos/demo_5


199 

accuracies in RM and SCM conditions. There was not a significant difference in accuracy 

for RM (M = .951, SD = .042) and SCM (M = .948, SD = .043) conditions; t(58) = .225, p = 

.823. Therefore, participants in the SCM group were not more accurate than the 

participants in the RM group on the action recognition task. 

An independent-sample t-test was run to compare RT in RM and SCM conditions. There 

was no significant difference in RT for RM (M = 1,813 ms, SD = 500 ms) and SCM (M = 

1,781 ms, SD = 566 ms) conditions; t(58) = .226, p = .822. Hence, the SCM participants 

were not faster than the RM participants in recognizing actions. 

I also ran an independent-sample t-test to compare the numbers of view movements in 

RM and SCM conditions. No significant difference was found in number of movements for 

RM (M = 1.905, SD = .959) and SCM (M = 1.887, SD = .751) conditions; t(58) = .077, p = 

.939. The SCM group moved their view as many times as the RM group. 

The bar charts (A), (B) and (C) in Figure 6.12 display the accuracies, the RTs and the 

number of view movements of the RM and the SCM groups of the experiment 1. 

6.3.2.2 Effect of the Completed Blocks of Trials on the 

Accuracy, the RT and the Number of View Movements 

Improvement of the action classification performance was expected from the participants 

of both RM and SCM groups throughout the real test. At each block of trials, the 

participants should have processed more accurate and faster action classifications as they 

got more practice with the task. The number of within-trial view movements in both groups 

should have also declined at each block of trials, as they should have had learnt with more 

experience how to efficiently reach the target viewpoints with fewer view movements. 

Three two-way ANOVA tests were run on the accuracies, RTs and the view movements of 
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the participants in each of the 6 blocks of 

32 trials to assess the effect of the 

completed blocks (learning effect) and the 

interaction effect of the blocks and the 

movement type on the action recognition 

accuracy, RT and the number of viewpoint 

moves. Mauchly’s tests indicated that the 

assumptions of sphericity for the 

accuracies, χ2(14) = 43.227, p < .001, for 

the RTs, χ2(14) = 120.596, p < .001, as 

well as for the numbers of viewpoint 

movements, χ2(14) = 140.185, p < .001, in 

the different block conditions had been 

violated. Hence, degrees of freedom were 

corrected using Greenhouse-Geisser 

estimates of sphericity (ε = .798 for the 

accuracy; ε = .501 for the RT; ε = .497 for 

the number of movements). 

There was a significant main effect of the 

block on the action classification accuracy, 

F(3.992, 231.534) = 11.108, p < .001, on 

the action classification RT, F(2.506, 

145.323) = 62.462, p < .001, and on the amount of view movements, F(2.487, 144.267) = 

4.271, p = .010. Figure 6.13(A) reveals that the accuracy in both groups improved almost 

at each block of trials, whereas Figure 6.13(B) shows the RT in both groups was shorter 

Figure 6.13. The action recognition 
accuracies (A), the action recognition RTs 
(B) and the numbers of within-trial view 
movements (C) in the 6 blocks of 32 trials 
of experiment 2. 
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and shorter at each block. These results show a considerable learning effect since the 

participants in both groups processed more accurate and faster action recognitions over 

the whole test as they get more experience. Figure 6.13(C) shows that the number of 

viewpoint movements of all participants in both groups steadily reduced with more 

completed blocks. 

Finally, none of the interaction effects of the block and the movement type on the action 

recognition accuracy, F(5, 300) = 1.016, p = .408, on the action recognition RT, F(5, 300) 

= .625, p = .681, and on the number of movements, F(5, 300) = .754, p = .584, were 

significant. These results suggest that the changes in accuracy, RT and number of 

movements across the blocks of trials were similar in both the RM and SCM groups. 

Briefly, the participants in both RM and SCM conditions showed the same learning effect. 

6.3.2.3 Action Recognition Accuracies, Action Recognition 

RTs and the Numbers of View Movements in Each 

Action Class 

The recognition of some action classes like dancing, sitting down, standing up and falling 

down from any viewpoint should be easier than discussing, pointing and waving which can 

only be spotted by a smaller set of viewpoints. Therefore, participants of all RM and SCM 

groups should have been able to recognise dancing, sitting down, standing up and falling 

down more accurately and more rapidly than discussing, pointing and waving. 

Furthermore, they should have done fewer view moves to recognise dancing, sitting down, 

standing up and falling down than discussing, pointing and waving. 

I only calculated some descriptive statistics on the action recognition accuracies, the 

action recognition RTs and the number of view moves of the participants in each of the 7 
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action classes. No inferential statistics 

were made because that was not the 

purpose of the study and there was even 

the issue each participant was only tested 

on 4 random action classes from a pool of 

7 action classes. 

In this experiment with almost clear video 

images, the action classification accuracy 

overall was very high for all action classes. 

Anyway, the recognitions of the dancing 

(M = .977, SD = .034), sitting down (M = 

.959, SD = .054), standing up (M = .959, 

SD = .039) and falling down (M = .964, SD 

= .070) were slightly more accurate than 

discussing (M = .931, SD = .111), pointing 

(M = .900, SD = .115) and waving (M = 

.947, SD = .061). The action classification 

accuracies of all action classes are 

illustrated in Figure 6.14(A). 

The classification of dancing (M = 1,642 ms, SD = 581 ms), falling down (M = 1,593 ms, 

SD = 559 ms) and waving (M = 1,687 ms, SD = 502 ms) were faster than discussing (M = 

1,985 ms, SD = 522 ms), sitting down (M = 2,001 ms, SD = 609 ms), standing up (M = 

1,828 ms, SD = 618 ms) and pointing (M = 1,893 ms, SD = 566 ms). In this experiment, 

the recognition of sitting down and standing up may have taken longer than the other 

classes because these actions actually appeared a little later in the videos than the other 

Figure 6.14. The action recognition 
accuracies (A), the action recognition RTs 
(B) and the numbers of within-trial view 
movements (C) in each of the 7 different 
action classes of the videos. These were 
the scores of experiment 2. 
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actions classes. The action classification RTs in 

all action classes are in Figure 6.14(B). 

The participants classified dancing (M = 1.71, 

SD = .76), standing up (M = 1.71, SD = .76) and 

falling down (M = 1.81, SD = .84) with less 

viewpoint movements compared with 

discussing (M = 2.07, SD = .99), sitting down (M 

= 1.96, SD = .94), pointing (M = 2.03, SD = .88) 

and waving (M = 2.00, SD = .93). Figure 

6.14(C) shows the numbers of view movements 

for all action classes. 

The confusion matrix in Figure 6.15(C) shows 

that the participants confused pointing and 

waving with the largest confusion rate. The 

second and the third highest confusing rates 

were for discussing and pointing, and for 

discussing and waving, in turn. 

6.3.2.4 Evidence of the Efficient 

and Inefficient Views 

from the Starting Views 

6.3.2.4.1 Effect of the Starting View on the Accuracy, the RT and the 

Number of View Movements 

I also compared the accuracies, the RTs and the quantity of view movements of all RM 

Figure 6.15. The confusion matrices 
of the RM (A), SCM (B) and all 
participants (C) in experiment 2. 
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and SCM participants in all 24 starting view conditions by three one-way ANOVAs to 

explore the effect of the starting view on the action recognition accuracy, on the action 

recognition RT and on the number of view movements. Mauchly’s tests showed that the 

assumption of sphericity had been violated for the accuracies, χ2(275) = 361.623, p < .001, 

the RTs, χ2(275) = 392.742, p < .001, and the view movements, χ2(275) = 564.533, p < 

.001. Therefore, degrees of freedom were corrected using Greenhouse-Geisser estimates 

of sphericity (ε = .652 for the accuracy; ε = .609 for the RT; ε = .498 for the view 

movements). I did not follow up on any of the effect by t-tests because 276 pairs of 24 

conditions with different starting views for each of the three dependent variables were too 

many. 

No significant effect of the starting view on the accuracy was found, F(14.993, 884.604) = 

1.223, p = .248. The ANOVA on the accuracies in the various starting views does not 

provide enough evidence of the difference between the efficient and inefficient views 

Figure 6.16. The accuracies of the RM (A), SCM (B) and all (C) participants in each 
starting view. The RTs of the RM (D), SCM (E) and all (F) participants in every starting 
view. The quantity of the view movements of the RM (D), SCM (E) and all (F) participants 
in every starting view. All these results come from experiment 2. 
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because the action recognition accuracy was not significantly impacted by the starting 

view. Figure 6.16(C) displays the accuracies of all participants of both groups given each 

starting view. However, there was a significant effect of the starting view on the RT, 

F(14.006, 826.334) = 2.831, p < .001. Since the action classification speed was affected 

by the starting view, we can reason the distinction between the efficient and inefficient 

views. Figure 6.16(F) illustrates the RTs of each starting view. 

The starting view had a significant effect of on the numbers of within-trial view movements, 

F(11.456, 675.925) = 10.056, p < .001. The participants appeared to move their viewpoints 

away from the inefficient views towards the efficient ones because the view movements 

tended to be more numerous when their starting views were inefficient than when they 

were efficient. The heatmap in Figure 6.16(I) highlights the numbers of the within-trial view 

movements in each of the 24 starting views. 

6.3.2.4.2 Effect of the Starting Angle ϕ on the Accuracy, the RT and 

Number of View Movements 

Let’s now look at whether the starting angle ϕ effected the accuracy, the RT and the 

number of movements of both RM and SCM participants. Figure 6.17 shows the patterns 

of the accuracy, RT and the number of view moves of the RM, SCM and all participants as 

functions of the starting angle ϕ. 

A one-way within-subject ANOVA was conducted to compare the effect of the starting 

angle ϕ on accuracy in top (ϕ0=45°), middle (ϕ1=90°) and bottom (ϕ2=135°) starting views. 

There was not a significant effect of the starting angle ϕ on accuracy, F(2, 118) = 1.136, p 

= .325. This result suggests the starting angle ϕ did not have an effect on the accuracy of 

action recognition. Thus, it is not possible to identify the efficient and inefficient angles ϕ by 

just looking at the accuracy in all starting angles ϕ given that they were not significantly 
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different. 

A one-way within-subject ANOVA was 

conducted to compare the effect of the starting 

angle ϕ on RT in top (ϕ0=45°), middle (ϕ1=90°) 

and bottom (ϕ2=135°) starting views. There was 

a significant effect of the angle ϕ on RT, F(2, 

118) = 14.373, p < .001. Therefore, action 

recognition was faster in some starting angles ϕ 

than others. I followed up on this effect by 

running multiple paired t-tests with the 

Bonferroni correction to compare the RT in all 3 

starting angles ϕ. The bottom views ϕ2=135° (M 

= 1,843 ms, SD = 532 ms) were significantly 

slower than the top views ϕ0=45° (M = 1,770 

ms, SD = 537 ms), t(59) = 4.98, p < .001, and 

middle views ϕ1=90° (M = 1,778 ms, SD = 532 

ms), t(59) = 4.18, p < .001. The top views 

ϕ0=45° were as fast as the middle views ϕ1=90°, 

t(59) = .515, p = 1.0. These results suggest that 

the efficient angles ϕ were the top and the 

middle ones because participants were faster when they started the trials with either the 

top or middle views. On the other hand, the inefficient angle ϕ was the bottom one given 

that action recognition was slower when participants started watching from the bottom 

views. 

Furthermore, a one-way within-subject ANOVA was conducted to compare the effect of 

Figure 6.17. The accuracies (A), the 
RTs (B) and the quantity of the view 
movements (C) of the RM, SCM and 
all participants in each starting view 
angle ϕ. These results come from 
experiment 2. 
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the starting angle ϕ on the number of movements in top (ϕ0=45°), middle (ϕ1=90°) and 

bottom (ϕ2=135°) starting views. There was a significant effect of the angle ϕ on the 

number of movements, F(2, 118) = 13.346, p < .001. I run multiple paired t-tests with 

Bonferroni correction to further investigate the latter effect on the number movements. 

Participants moved their view significantly more times if they started watching from the 

bottom views ϕ2=135° (M = 1.994, SD = .896) than if they started watching from the top 

views ϕ0=45° (M = 1.849, SD = .837), t(59) = 4.105, p < .001, and the middle views ϕ1=90° 

(M = 1.845, SD = .866), t(59) = 4.301, p < .001. The participant with the top starting views 

approximately moved as many time as the middle starting view, t(59) = .139, p = 1.0. 

These results reveal a similar pattern that we saw on the RT in all starting angles ϕ. In fact, 

by looking at the number of movements, we can also tell that efficient views were the top 

and middles, while the inefficient views were the bottom views. That is because the 

participants moved less times when they started the trials from top and middle views, 

whereas they made more movement when they started the trial from the bottom views. 

6.3.2.4.3 Effect of the Starting Angle θ on the Accuracy, the RT and the 

Number of View Movements 

To highlight the efficient and inefficient angles θ, I also investigated the effect of the angle 

θ on the accuracy, RT and number of movements in all starting angles θ conditions. The 

overall patterns of the accuracy, RT and quantity of view movements as functions of the 

starting angle θ can be spotted in the charts of Figure 6.18 for each group of participants. 

A one-way within-subject ANOVA was conducted to compare the effect of the starting 

angle θ on accuracy in all eight conditions. There was not a significant effect of the starting 

angle θ on accuracy, F(7, 413) = 1.026, p = .412. The accuracy did not vary, by varying 

the starting angle θ and did not highlight the efficient and inefficient angles θ.  
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A one-way within-subject ANOVA was 

conducted to compare the effect of the 

starting angle θ on RT in all eight 

conditions. There was a marginal effect of 

the starting angle θ on RT, F(7, 413) = 

1.718, p = .103. I followed up on the 

marginal effect of the angle θ on RT with 

paired t-tests and Bonferroni correction. 

There was no significant difference 

between any pair of the eight conditions, 

mainly because there were 28 

comparisons between eight conditions and 

the Bonferroni correction is extremely for 

such a huge number of comparisons. 

However, Figure 6.18(B) shows a slight 

and steady decrease of RT going from 

back to front starting views. Therefore, the 

efficient angles θ are the front ones 

because action recognition was slightly 

faster when the participants started 

watching from the front views. On the 

other hand, the inefficient angles θ are the 

back ones as the action recognition is slower if started from the back views. 

A one-way within-subject ANOVA was conducted to compare the effect of the starting 

angle θ on the number of movements in all eight conditions. Mauchly’s test indicated that 

Figure 6.18. The accuracies (A), the RTs 
(B) and the quantity of the view 
movements (C) of the RM, SCM and all 
participants in each starting view angle θ. 
These were the results of experiment 2. 
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the assumption of sphericity had been violated, χ2(27) = 112.516, p < .001. Therefore, 

degrees of freedom were corrected using Greenhouse-Geisser estimates of sphericity (ε = 

.583). There was a significant main effect of the starting angle θ on the number of 

movements, F(4.084, 240.983) = 20.525, p < .001. I further investigated this effect with 

paired t-tests whose p-values were corrected by the Bonferroni method. Overall, these 

showed that participants significantly made more movements when they started watching 

from the back θ0=−180° (M = 2.07, SD = .92), right-back θ1=−135° (M = 2.004, SD = .88) 

and left-back θ7=135° (M = 2.0, SD = .94) views than when they began watching from the 

right-front θ3=−45° (M = 1.77, SD = .83), front θ4=0° (M = 1.74, SD = .83), left-front θ5=45° 

(M = 1.77, SD = .81) views. Again, the efficient angles θ seemed to be the front ones 

because participants moved less times if they started the trial from the front views. That is 

because they were already in a view with an efficient angle θ and did not need to move a 

lot. However, the inefficient angles θ were the back ones as they needed more view 

moves when they started watching from the back views. They might need more moves on 

their way from bad views to good views. 

6.3.2.5 Evidence of Efficient View Selection 

A goal of this study was to investigate whether the view selection of the SCM participants 

for action recognition is efficient. Hence, I looked at whether the human participants of the 

SCM condition tended to select the efficient views more frequently than the inefficient 

views. 

6.3.2.5.1 View Selection 

A one-way ANOVA was run on the percentage frequencies of all ending views of the SCM 

group to assess whether the SCM participants selected some views more than other views 

at the last timepoint of the video stimulation, just before the action recognition. Mauchly’s 
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test indicated that the assumption of sphericity had been violated, χ2(275) = 814.773, p < 

.001. Therefore, degrees of freedom were corrected by Greenhouse-Geisser estimates of 

sphericity (ε = .145). The percentage frequencies significantly varied across the different 

ending views, F(3.328, 96.519) = 17.005, p < .001. This result demonstrates that the SCM 

participants chose some views more often than others at the last timepoint of the video, 

just before their action classification. Figure 6.19(B) shows up the percentage frequencies 

of views at the last timepoint of all trials. Front views were chosen more frequently than the 

back and side views. Simultaneously, the top and bottom views were selected less often 

than the middle views. 

6.3.2.5.2 Angle ϕ Selection 

I ran an ANOVA to compare the percentage 

frequencies of ending angles ϕ in the SCM 

participants (Figure 6.20). The ending view angles 

ϕ could only be top, middle and bottom. Mauchly’s 

test indicated that the assumption of sphericity had 

been violated, χ2(2) = 12.064, p = .002. Therefore, 

degrees of freedom were corrected using 

Figure 6.19. The percentage frequencies of the selected ending views in the RM and the 
SCM groups of experiment 2. 

Figure 6.20. The percentage 
frequencies of the selected ending 
view angle ϕ in the RM and the SCM 
groups of experiment 2. 
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Greenhouse-Geisser estimates of sphericity (ε = .741). The percentage frequencies of the 

ending angles ϕ were significantly different, F(1.481, 42.962) = 21.847, p < .001. I followed 

up on the effect by running multiple pairwise paired t-tests with the Bonferroni correction. 

The SCM participants significantly selected the middle angle ϕ (M = 51.782, SD = 19.940) 

more often than the top angle ϕ (M = 28.901, SD = 14.991), t(29) = 3.774, p = .002, and 

bottom angle ϕ (M = 19.317, SD = 11.908), t(29) = 6.084, p < .001. Likewise, the selection 

of the bottom angle ϕ was significantly less than the top angle ϕ, t(29) = −2.866, p = .023, 

and the middle angle ϕ, t(29) = −6.084, p < .001. In summary, the SCM participants 

selected more often the efficient angles ϕ which were the top and middle ones. They also 

selected less often the inefficient angle ϕ which was the bottom one. 

6.3.2.5.3 Angle θ Selection 

I then looked at whether the SCM participants selected more often the efficient angles θ 

than the inefficient angles θ of the views. Therefore, I conducted an ANOVA to compare 

the percentage frequencies of all eight ending angles θ in the SCM condition (Figure 6.21). 

Mauchly’s test indicated that the assumption of sphericity had been violated, χ2(27) = 

147.264, p < .001. Therefore, degrees of freedom were corrected using Greenhouse-

Geisser estimates of sphericity (ε = .311). The 

percentage frequencies of the ending angles 

θ were significantly different, F(2.175, 63.076) 

= 16.863, p < .001. I followed up on the effect 

with multiple pairwise paired t-tests between 

the percentage frequencies of the eight 

possible ending angles θ. The p-values were 

corrected by the Bonferroni correction. These Figure 6.21. The percentage frequencies 
of the selected ending view angle θ in the 
RM and the SCM groups of experiment 2. 
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showed that participants significantly selected the right-front θ3=−45° (M = 14.484, SD = 

3.458), front θ4=0° (M = 19.936, SD = 8.286), left-front θ5=45° (M = 14.119, SD = 4.254) 

views more often than the back θ0=−180° (M = 9.501, SD = 3.853), right-back θ1=−135° (M 

= 9.988, SD = 4.177) and left-back θ7=135° (M = 8.979, SD = 4.034) views. Thus, the 

participants in the SCM group selected the efficient angles θ more frequently than the 

inefficient angles θ to look at the actions. 

6.3.2.5.4 Correlations Between the Selection of Views and the Action 

Recognition Performances of the same Views 

A Pearson correlation coefficient was computed to assess the relationship between the 

percentage frequency of the ending views of the SCM group in the experiment 2 (Figure 

6.19(B)) and the view accuracy of the NM group in the experiment of chapter 4 (Figure 

4.2(A)). In the NM study, I excluded the left views and there were 15 views (5 angles θ x 3 

angles ϕ), whereas, in this study, there were 24 (8 angles θ x 3 angles ϕ). By assuming 

that the right and left views were symmetric, I defined the accuracy in left-back views as 

the accuracy in the right-back views, the accuracy in the left views as the accuracy in the 

right views, and the accuracy in the left-front views as the accuracy in the right-front ones. 

In this way, I made 24 datapoints for the correlation: 24 view percentage frequencies and 

24 view accuracies. The correlation matrix in Figure 6.22 indicate that there was a 

significant positive correlation between the two variables, r(22) = .6, p = .002. Overall, 

there was a strong, positive correlation between SCM view selection and the NM view 

accuracy. This result shows that SCM participants selected the views efficiently as they 

selected more often the efficient views with higher NM accuracy than the inefficient views 

with lower NM accuracy. 
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A Pearson correlation 

coefficient was computed to 

assess the relationship 

between the view percentage 

frequency in the SCM group in 

the Figure 6.19(B) and the NM 

view RT in the Figure 4.2(B) of 

chapter 4. Again, in the NM 

study, I excluded the left views 

and there were 15 views (5 

angles θ x 3 angles ϕ), 

whereas, in this study, there 

were 24 (8 angles θ x 3 angles 

ϕ). By assuming that the right 

and left views were symmetric, 

I defined RTs in left-back, left, 

left-front views equal to the RTs 

in the right-back, right, right-

front views, respectively. In this 

way, I made 24 datapoints for the correlation: 24 view percentage frequencies and 24 view 

RTs. As shown in Figure 6.22, there was a significant negative correlation between the two 

variables, r(22) = −.62, p = .001. This result suggests that SCM participants selected the 

views efficiently because they selected more often the efficient views with shorter NM RTs 

than the inefficient views with lower NM RT. 

Figure 6.22. The correlation matrix of the following 
view performances: the view accuracies (V. Acc.) 
and the view RTs (V. RTs) of the human participants 
with no view motion (NM Hum.) from the study of the 
chapter 4; the numbers of view movements in each 
starting view (V. N Moves) and the percentage 
frequencies of the ending views (V. Freq.) in the 
SCM human participants (SCM Hum.) in experiment 
2 of this chapter 6; the view accuracies (V. Acc.) of 
the non-recurrent (NR) and the recurrent (R) models 
(NN) of the study in chapter 5 with no viewpoint 
movements (NM). 
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6.4 Conclusions 

The first objective of this chapter was to investigate whether the action recognition in the 

SCM condition was more accurate and faster than in the RM condition in the case of 

unclear images. Both online experiments of this chapter showed no significant differences 

in accuracy and RTs for the SCM and RM groups of human participants. I believe this was 

the case because both online studies had three methodological limits which may have 

added noise to both the accuracies and RTs of both the RM and SCM groups. The first 

limit was that the movement type was manipulated between subjects. Therefore, the 

differences between participants were not carefully controlled between the RM and SCM 

groups as much as they would have been if the movement type were manipulated within 

participants. The second limit was the fact that these were online studies. Hence, the 

participants were tested online far away from any experimenter. There would have been 

multiple advantages if they were tested in the lab with the presence of an experimenter: 

the participants would have been more motivated in doing the task well because they 

would have had the pressure that the experimenter would check whether their 

performance was good or bad; the experimenter would have checked whether the 

participants did the task properly and correct them; all participants would have used on the 

same PC. The third limit was the fact that four action classes were randomly chosen for 

each participant from a pool of seven action classes. This means that the selected action 

classes may have been unbalanced across the RM and SCM groups. In other words, the 

two groups may have not been tested on the same action classes. Therefore, given that 

some action classes can be recognised more accurately and more quickly than others and 

given that the two groups may have been tested on different action classes, then the 

results about the equality of the two groups in accuracy and RT may have been invalid. 
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Indeed, the action classification of SCM participants was 3.5% more accurate and 167 ms 

faster than one of the RM participants in the online experiment 1. Although these 

differences were not significant by the independent-sample t-tests, they are quite large. As 

far as I am concerned, they would have been significant by dependent-sample t-test if the 

view movement type, the independent variable, were manipulated within participants by a 

within-participant study design. As evidence, I also ran an independent-samples t-test and 

a paired-samples t-test on the RTs of the RM and SCM conditions of the pilot study, even 

if the view movement type was manipulated within participants. The difference in RT 

between the two conditions was a lot smaller (84 ms) in the pilot study than in the online 

experiment 1 of this chapter (167 ms). Yet, in the pilot study of chapter 3, the dependent t-

test showed a significant difference in RT between the two conditions whereas the 

independent t-test showed no significant difference between them. Without going through 

some very mathematical explanations, the paired-samples t-test has more statical power 

than the unpaired-samples or independent-samples t-test. 

The differences between the RM and SCM groups in accuracy and the RT were very 

insignificant in the online experiment 2. This may have been for the reasons above which 

are valid for both online experiments of this chapter. However, there is another reason that 

explains the insignificant differences in accuracy and RT between the two groups, 

specifically in the online experiment 2. This is the fact that the efficient view selection in the 

SCM condition for action classification may be less relevant if the images showing the 

actions are almost clear. 

The second objective of the online studies of this chapter was to examine whether the 

SCM participants select the efficient views more frequently than the inefficient views even 

in the case of the more valid efficient and inefficient views of the chapter 4. Firstly, the 

frequencies of the selected ending views were significantly different in the SCM group of 
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both online studies. Those results show that some views were selected more often than 

others. Critically, the frequencies of the selected ending views of the SCM group of both 

online studies of this chapter 6 were positively correlated to the accuracies of the locked 

views in the study of chapter 4 and negatively correlated to the RTs of the locked views in 

the same study of chapter 4. These other results highlighted that the SCM human 

participants selected the efficient (more accurate and faster) views more often than the 

inefficient (less accurate and slower) views, even in the case of the more valid efficient and 

inefficient views of the chapter 4. 

Chapter 6 aimed to replicate the results of chapter 3 proving the efficient active action 

classification of the human observers in the case of different methods. There was a 

replication of the human observers selecting the efficient views more often than the 

inefficient views for active action classification. However, the studies of chapter 6 did not 

replicate the higher action recognition performances of the SCM participants over the RM 

participants. In my opinion, if I do the same studies in the lab, if I manipulated the view 

movements type (RM vs SCM) within participants and if I show the exact same actions in 

the RM and SCM conditions, then I would get the expected higher performance in the 

SCM condition with respect to the RM baseline condition. 
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7 Active Action Recognition of the 

Robotic Observers with Supervised 

Learning and Deep Q-Learning 

7.1 Introduction 

Active Robotic vision (or active computer vision) is a discipline of computer vision that 

designs and studies active vision models that analyse visual data such as images and 

videos to select their next best views and ultimately improve their performance in other 

visual tasks. Some instances of these other visual tasks are object classification, object 

tracking, object manipulations, body pose estimation, action classification, and agent 

interaction. Some good examples of studies about active computer vision are (Arzati & 

Arzanpour, 2021; Jayaraman & Grauman, 2018; Ramakrishnan & Grauman, 2018; Roost 

et al., 2020). Generally, these studies use deep Q-learning (DQN) to train some active 

NNs in selecting the next best views. The DQN is a reinforcement learning technique that 

applies q-learning to NNs. This chapter focuses on the active action classification of 

robotic observers which analyse the video images to select the next best views and 

increase their performance in classifying the actions of human actors in the observed 

images. 

The study of Jayaraman and Grauman (2018) showed that an active vision NN intelligently 

selected the viewpoints to visually analyse some objects and improved their performance 

in the visual perspective taking task. The visual perspective taking task was to reconstruct 
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(or predict) the observed images of some objects from a few viewpoints, as well as the 

unobserved images of the same objects from many other viewpoints. They rendered 84 

images for every 3D object of the dataset ModelNet (Wu et al., 2015) from 84 different 

view positions (12 angles θ x 7 angles ϕ). Then, the observer's task was to predict all 84 

images of an object using a limited number of input images, which were far fewer than the 

total number of views. To accurately predict the unseen views, the observer had to 

navigate around the object intelligently and select the most informative views. They trained 

the system to select the next-best view using reinforcement learning, where the reward 

was the model's own negative image prediction loss. The active model outperformed all 

baseline passive models, including the one-view model and the random view movement 

model, showing that it had learned to select the most informative views to construct 3D 

representations of objects. The one-view model predicted all 84 images of an object by 

observing that object from only one viewpoint. The random view movement model 

predicted the views by observing the objects from as many viewpoints as in the active 

model. However, the next view was selected randomly for the random model and not 

chosen by the model itself. Additionally, by framing the task as visual perspective taking 

rather than object recognition, the authors managed to train the models to construct 3D 

representations of objects at a low cost, as the data was label-free. 

This chapter aimed to investigate whether robotic observers can learn by DQN to do 

efficient active action classifications. Therefore, I ran the active computer vision 

experiment in this chapter. All models in the experiment were RCNNs and their 

architectures were exactly the same. Their architecture included some convolutional 

layers, an LSTM (Hochreiter & Schmidhuber, 1997) layer, and some fully-connected 

layers. At each timepoint of a trial, these models classified the actions of the actors in the 

images and selected the view for the next timepoint. I discussed in more detail in chapters 
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1 and 4 the reasons why RCNNs are the most appropriate models for active action 

recognition. 

I trained all models with active or passive view movements to select the next best views by 

the DQN algorithm. The rewards for the models at any timepoints were determined by the 

negative values of the action classification losses at the next timepoints. The models were 

trained to minimise the reward prediction losses for the selected view movements, 

regardless of whether the movements were chosen actively or passively. The reward 

prediction losses measured the discrepancy between the model's predicted rewards for 

the selected view movements and the actual rewards that resulted from those movements. 

The reward prediction losses were used as an evaluation metric to improve the efficient 

view selections of all models during their training with active or passive view moves. Once 

these efficient view selections were trained, these were expected to ultimately lead to 

higher rewards and more accurate action classifications if the models were then tested 

with active view movements than with passive view movements. 

There were active and passive view movements in this experiment. On one hand, the 

active view movements were selected by the models themself. I will refer to these active 

movements also as SCMs. On the other hand, passive view movements were not chosen 

by the models themself. This study used two types of passive view movements: the RMs 

and the NMs. The models with NMs classified the actions from some predefined 

viewpoints whose positions were locked and did not change over time. The models with 

RMs classified the actions from viewpoints that changed randomly. The RMs were passive 

because they were not selected by the models. The models with NMs and RMs also 

classified the actions and selected the next viewpoint movement at each timepoint. 

However, the selected view movements of the models with NMs and RMs at each 

timepoint were ignored and replaced with either some NMs or some RMs, respectively. 
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There were four groups of models in this study. The models of different groups were 

trained, validated and tested with different types of view movements. Two groups were 

passive and the other two groups were active. The two passive groups were the NM and 

RM groups. The NM models were trained validated and tested with only NMs, while the 

RM models were trained, validated and tested with only RMs. On the other hand, the other 

two active groups were the SCM and the RSCM groups. The SCM models were trained 

with both RMs and SCMs. However, these were validated and tested with only SCMs. 

Lastly, the random and self-controlled view movement (RSCM) models were trained and 

validated with only RMs and tested with only SCMs. 

This study had two specific objectives. The first one was to examine whether the action 

recognition of any active group was more accurate than all passive groups, once they had 

been trained to select the next best views by DQN and to classify the actions in the 

dynamic videos. Therefore, either the SCM models or RSCM models were expected to 

classify the actions in the dynamic videos more accurately than both the NM models and 

the RM models. If the action recognition of any group of the active models were indeed 

more accurate, then this result would be evidence that the robotic observers can learn to 

process efficient active action classifications by DQN. 

The second objective was to inspect whether the active action classifiers selected their 

efficient views for their action recognition more frequently than their inefficient views when 

they had been trained by DQN. I exposed the efficient and inefficient views for the action 

recognition of the robotic observers with locked viewpoints in chapter 5. In the study of this 

chapter, the efficient and inefficient views for the robotic observers could also be 

highlighted by identifying the views from where the passive NM models were more 

accurate and the views from where they were less accurate. If my active models selected 

the efficient view more often than the inefficient ones, then the percentage frequency of 
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the selected views of the active models at the last timepoints should have been positively 

correlated to the action recognition accuracies of all views which were scored by the 

passive models of chapter 5 and by the NM models of this chapter 7. This would be 

another proof that robotic observers can compute efficient active action classifications, by 

using DQN. 

7.2 The Architecture of the Active Action 

Classifiers 

The architecture was the same for all active action classifiers. Each model consisted of 

three parallel sub-models which were an action classifier and two view movement 

selectors. The task of the action classifier was to classify the actions in the videos. The two 

view movement selectors were the angle θ movement selector and the angle ϕ movement 

selector whose tasks were to select the changes of the current view angles θ and the 

changes of the current view angles ϕ, respectively, that would ultimately lead to more 

accurate action classifications. 

The two view movement selectors were DQN policies whose tasks were to predict the 

rewards at the future timepoints for all allowed view movements given the environment 

states at the current and previous timepoints. Since the two view movement selectors 

contained a recurrent layer, an LSTM, that integrated the observations across time, the 

environmental states of the two policies at the timepoint t were the observed video images 

at the timepoints from 0 to t. The actual reward at the timepoint t was the negative action 

classification loss at the next timepoint t+1. Once the view movement selectors had been 

trained to predict the future rewards for each view movement given the environmental 

states, they could select the view movements with the largest negatives of predicted action 
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classification losses or the smallest positives of predicated action classification losses. In 

other words, by choosing the view movements at the timepoint t with the largest predicted 

rewards, the view movement selectors selected the view movements with the highest 

negatives of predicted action classification losses or the smallest positives of action 

classification losses. 

The architectures of the three sub-models were identical, except for the last layer whose 

size was 3 for each of the two view movement selectors and 7 for the action classifiers. 

Each sub-model of active action classifiers had a total of 20 layers. The first 18 layers 

were shared by the three sub-models, whereas the last two layers were segregated. The 

first 17 shared layers were a 2d CNN feature extractor which was a finetuned 18-layer 

ResNet without the last classifying layer. The input of the feature extractor was a batch of 

B x T raw coloured images with the size of 3 x 224 x 224, where B and T could be any 

positive integers and were the number of videos and the number of images per video, in 

turn. The output of the extractor was an array of B x T x 512 image features, where 512 

was the number of features per image. The remaining shared layer was an LSTM with 

both weights and biases. The LSTM’s input was the output of the feature extractor and 

there were B x T x 1,000 image features in the output of the LSTM. 

The last stack of two layers of each sub-model was independent of (not shared by; parallel 

to) the other sub-models. Both layers of each sub-model were fully-connected with both 

weights and biases. The first independent layer of each sub-model fed on the LSTM’s 

output and returned B x T x 200 features. These were then fed to the second layer of the 

same sub-model, whose output was either an array of B x T x 3 reward predictions in the 

case of each view movement selector or B x T x 7 action class predictions in the case of 

the action classifier. 
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7.3 Experiment 

7.3.1 Dataset 

The goal was to create the dynamic environments of the models by the MVVs of the 

robotic version r.3.5 of the MVVHA. Each dynamic environment or dynamic video was the 

observed images which were chosen from the one MVV according to some view 

movement rules. However, I did not directly use this dataset version with raw images. I 

only used the S=10 feature datasets which were produced in the experiment of chapter 5. 

Each of these was extracted by one of the S non-recurrent feature extractors of chapter 5 

from the raw images in the robotic version r.3.5 of the MVVHA. These extractors were 

finetuned 18-layer ResNets without the last classifying layer. They were only finetuned to 

classify the actions in raw images and not to select the next best views. The difference 

between the S feature extractors was only their finetuning experience since each of them 

was finetuned with different training actors. 

7.3.2 Environment 

The environments of the models were the dynamic videos whose image features were 

sampled from the MVVs of the feature datasets. The models observed the 2-second 

dynamic videos at 3Hz since they only observed T=6 frames out of 60 per dynamic video 

of all feature datasets. These videos were dynamic because their viewpoints could move 

at any timepoint according to some movement rules. The view of the first timepoint was 

passively sampled from the pool of 40 views in each feature dataset. However, the view at 

any timepoint between the second and the last ones was defined by the view and the view 

movement of the previous timepoint. One of the nine possible view movements was 
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passively or actively chosen at each timepoint to define the view of the next timepoint. The 

selected movement at any timepoint could move the observer’s view at the same timepoint 

to one of its nine neighbouring views. The combination of three possible θ movements and 

three possible ϕ movements defined these nine possible view changes. 

At each timepoint, one of the three possible θ movements and one of three possible ϕ 

movements were passively or actively chosen to define the view of the next timepoint. The 

view angle 𝜃𝜃𝑡𝑡+1 for the next timepoint t+1 was a function of the view angle 𝜃𝜃𝑡𝑡 at the tth 

timepoint and the selected movement Δ0,𝑡𝑡 of the angle 𝜃𝜃𝑡𝑡 at the tth timepoint, as in equation 

7.1. 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 + Δ0,𝑡𝑡 7.1 

The selected movement Δ0,𝑡𝑡 was sampled from a set of three possible θ movements. The 

first possible movement Δ0,𝑡𝑡 = −45° was to the left neighbouring view, the second Δ0,𝑡𝑡 = 0° 

was a no movement, and the third Δ0,𝑡𝑡 = +45° was to the right neighbouring view. 

Similarly, the view angle 𝜙𝜙𝑡𝑡+1 for the timepoint t+1 was defined by the view angle 𝜙𝜙𝑡𝑡 at the 

tth timepoint and the selected movement Δ1,𝑡𝑡 of the angle 𝜙𝜙𝑡𝑡 at the tth timepoint, as 

equation 7.2 shows. 

𝜙𝜙𝑡𝑡+1 = 𝜙𝜙𝑡𝑡 + Δ1,𝑡𝑡 7.2 

The selected movement Δ1,𝑡𝑡 was sampled from a pool of three possible ϕ movements. The 

first possible movement Δ1,𝑡𝑡 = −45° was to the upper neighbouring view, the second Δ1,𝑡𝑡 =

0° was a no movement, and the third Δ1,𝑡𝑡 = +45° was to the lower neighbouring view. 

At each timepoint, the task of the action classifier of the models was to classify the action 

in the video, while the tasks of the θ movement selector and the angle ϕ movement 

selector were to select one of the three possible θ movements and one of the three 
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possible ϕ movements, respectively. The two movement selectors selected the θ and ϕ 

movements they predicted to obtain the highest rewards given the current observation. 

The selected movements at any timepoint could be either SCMs, NMs or RMs. The SCMs 

were active because they were the selected movements of the two movement selectors of 

the models. However, the NMs and the RMs were passive because the selected 

movements of the two movement selectors were ignored and replaced with no view 

movements and some random view movements, respectively. 

7.3.3 Four Groups of Models 

There were four groups of S=10 models in the experiment of this chapter. Two groups out 

of four were active whereas the other two ones were passive. There was one group of ten 

SCM models, one of ten NM models, one of ten RM models, and another one of ten 

RSCM models. The SCM and RSCM groups were active whilst the NM and RM groups 

were passive. The SCM group was active because the models of this group were trained 

with passive RMs and active SCMs and then tested with only active SCMs. The probability 

𝜀𝜀𝑒𝑒 of RMs was defined by the equation 7.3, while the probability of SCMs was 1 − 𝜀𝜀𝑒𝑒. In 

the first training epoch of the SCM models, the probability 𝜀𝜀0 of RMs was 1 and the 

probability 1 − 𝜀𝜀0 of SCMs was 0. From the second epoch on, the probability 𝜀𝜀𝑒𝑒 of RMs at 

the eth epoch was 60% of the previous 𝜀𝜀𝑒𝑒−1 at the epoch e-1. If 𝜀𝜀𝑒𝑒 was less than 0.05, then 

𝜀𝜀𝑒𝑒 was 0.05. 

𝜀𝜀𝑒𝑒 = �
1 𝑖𝑖𝑖𝑖 𝑒𝑒 = 0

0.60 × 𝜀𝜀𝑒𝑒−1 𝑖𝑖𝑖𝑖 𝜀𝜀𝑒𝑒 ≥ 0.05
0.05 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 7.3 

The NM models were passive since they were trained and tested with only passive NMs. 

Similarly, the RM models were also passive, given that they were trained and tested with 

only passive RMs. The RSCM models were also active because they were trained with 
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only passive RMs and then tested with only active SCMs. Indeed, the RSCM models were 

the trained RM models which were tested with SCMs. The RSCM models could still learn 

to predict the rewards and select the next best views even if they were trained with the 

RMs by utilising the reward prediction losses of the randomly selected view movements. 

Since the analyses were only run on the models’ performances of the test rather than their 

performances of the training and given that the RSCM models were tested with only active 

SCMs, then the RSCM models were considered to be another active group. 

Every model of this study did not actually include a feature extractor, because each one 

was neither trained, validated or tested on raw images but on the image features of the 

feature datasets. Because the feature datasets were already the output of feature 

extractors, the actual models of this study did not include the first 17 layers which were 

defined by the finetuned 18-layer ResNets without the last layer and they only included the 

last three layers from the 18th layer (the LSTM) to the last one. 

7.3.4 Multi-Task Loss 

The multi-task loss 𝑙𝑙 for any batch of B dynamic videos with lengths of T frames was 

defined by equation 7.4. The terms 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠0, 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠1 and 𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐0 are the single-task losses of the 

angle θ movement selector, the angle ϕ movement selector and the action classifier, 

respectively. The terms 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠0, 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠1 and 𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐0 are the weights of these single-task losses, in 

turn. 

𝑙𝑙 = 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠0𝑙𝑙𝑠𝑠𝑙𝑙𝑐𝑐0 + 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠1𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠1 + 𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐0𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐0 7.4 

The multi-task loss l was more generally defined by the equation 7.5 for any F movement 

selectors and for any C classifiers, where F and C are positive integers. In this equation, 

𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓 and 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓 are the single-task loss and loss weight of the fth movement selector, while 
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𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 and 𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 are the single-task loss and loss weight of the cth classifier, respectively. 

𝑙𝑙 = �𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓

𝐹𝐹−1

𝑓𝑓=0

+ �𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝐶𝐶−1

𝑐𝑐=0

 7.5 

The sum of the loss weights was 1, as in equation 7.6. 

�𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓

𝐹𝐹−1

𝑓𝑓=0

+ �𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝐶𝐶−1

𝑐𝑐=0

= 1 7.6 

The single-task loss 𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 was the average of the classification losses 𝐿𝐿𝑐𝑐 of the cth classifier 

given a batch of B dynamic videos with length T. The equation 7.7 calculated the single-

task loss 𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. 

𝑙𝑙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =
1

𝐵𝐵 × 𝑇𝑇
��𝐿𝐿𝑐𝑐,𝑏𝑏,𝑡𝑡

𝑇𝑇−1

𝑡𝑡=0

𝐵𝐵−1

𝑏𝑏=0

 7.7 

𝐿𝐿𝑐𝑐,𝑏𝑏,𝑡𝑡 was the classification loss of the cth classifier for the observation at the tth timepoint in 

the bth dynamic video in the batch. Since the cth classifier was recurrent, its observation at 

the tth timepoint in any dynamic video comprised the first t+1 images of that video at 

timepoints from 0 to t. The classification loss 𝐿𝐿𝑐𝑐,𝑏𝑏,𝑡𝑡 was determined by the cross entropy 

loss (Mao et al., 2023; Zhang & Sabuncu, 2018), as it is shown in equation 7.8, where 𝑧𝑧𝑐𝑐,𝑏𝑏,𝑡𝑡 

is the vector of 𝐾𝐾𝑐𝑐 class predictions (before softmax) of the cth classifier given the 

observation at the tth timepoint in the bth dynamic video, 𝐾𝐾𝑐𝑐 is the number of all possible 

classes for the cth classifier, and 𝑦𝑦𝑐𝑐,𝑏𝑏,𝑡𝑡 is any integer in the range 0 ≤ 𝑦𝑦𝑐𝑐,𝑏𝑏,𝑡𝑡 < 𝐾𝐾𝑐𝑐 and 

represents the true class that the cth classifier attempted to predict given the observation at 

the tth timepoint in the bth dynamic video. 

𝐿𝐿𝑐𝑐,𝑏𝑏,𝑡𝑡 = − log �𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝑧𝑧𝑐𝑐,𝑏𝑏,𝑡𝑡��
𝑦𝑦𝑐𝑐,𝑏𝑏,𝑡𝑡

 7.8 

The equation 7.9 defines the softmax function. 
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𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝑧𝑧𝑐𝑐,𝑏𝑏,𝑡𝑡,𝑘𝑘� =
exp�𝑧𝑧𝑐𝑐,𝑏𝑏,𝑡𝑡,𝑘𝑘�

∑ 𝑒𝑒𝑒𝑒𝑒𝑒�𝑧𝑧𝑐𝑐,𝑏𝑏,𝑡𝑡,𝑖𝑖�
𝐾𝐾𝑐𝑐−1
𝑖𝑖=0

 7.9 

The single-task loss 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓 was defined in equation 7.10 as the average of the reward 

prediction losses 𝐿𝐿𝑓𝑓 of the fth movement selector given a batch of B dynamic videos with 

length T. The reward prediction loss 𝐿𝐿𝑓𝑓,𝑏𝑏,𝑇𝑇−1 at the last timepoint of the bth video was 

excluded from the average simply because it was not available. The reason is that the 

reward prediction loss 𝐿𝐿𝑓𝑓,𝑏𝑏,𝑡𝑡 was a function of the reward 𝑟𝑟𝑏𝑏,𝑡𝑡 and the next expected return 

𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�𝑥𝑥𝑏𝑏,𝑡𝑡+1�, which could not be defined for the last observation as well, because they 

were functions of the next observations and there were no next observations for the last 

observation T-1. 

𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓 =
1

𝐵𝐵 × (𝑇𝑇 − 1)��𝐿𝐿𝑓𝑓,𝑏𝑏,𝑡𝑡

𝑇𝑇−2

𝑡𝑡=0

𝐵𝐵−1

𝑏𝑏=0
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The reward prediction loss 𝐿𝐿𝑓𝑓,𝑏𝑏,𝑡𝑡 was calculated by the smooth L1 loss of the temporal 

difference error 𝛿𝛿𝑓𝑓,𝑏𝑏,𝑡𝑡, as in equation 7.11. 

𝐿𝐿𝑓𝑓,𝑏𝑏,𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝐿𝐿1�𝛿𝛿𝑓𝑓,𝑏𝑏,𝑡𝑡� 7.11 

The smooth L1 loss (Girshick, 2015) is defined in equation 7.12. 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝐿𝐿1�𝛿𝛿𝑓𝑓,𝑏𝑏,𝑡𝑡� = �
0.5 × 𝛿𝛿𝑓𝑓,𝑏𝑏,𝑡𝑡

2 𝑖𝑖𝑖𝑖�𝛿𝛿𝑓𝑓,𝑏𝑏,𝑡𝑡� < 1
�𝛿𝛿𝑓𝑓,𝑏𝑏,𝑡𝑡� − 0.5 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 7.12 

However, the temporal difference error 𝛿𝛿𝑓𝑓,𝑏𝑏,𝑡𝑡, was computed by the equation 7.13. 

𝛿𝛿𝑓𝑓,𝑏𝑏,𝑡𝑡 = 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�𝑥𝑥𝑏𝑏,𝑡𝑡,𝑎𝑎𝑓𝑓,𝑏𝑏,𝑡𝑡� − �𝑟𝑟𝑏𝑏,𝑡𝑡 + 𝛾𝛾 × 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�𝑥𝑥𝑏𝑏,𝑡𝑡+1�� 7.13 

The term 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�𝑥𝑥𝑏𝑏,𝑡𝑡,𝑎𝑎𝑓𝑓,𝑏𝑏,𝑡𝑡� was the action-value (reward prediction) for the actively or 

passively selected action 𝑎𝑎𝑓𝑓,𝑏𝑏,𝑡𝑡 given the environment state (observation) 𝑥𝑥𝑏𝑏,𝑡𝑡 at the tth 
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timepoint of the bth dynamic video according to the fth policy (movement selector) 𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓. The 

term 𝑟𝑟𝑏𝑏,𝑡𝑡 was the actual reward for the fth policy 𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓 that resulted from the selected action 

𝑎𝑎𝑓𝑓,𝑏𝑏,𝑡𝑡 at the state 𝑥𝑥𝑏𝑏,𝑡𝑡. The discount factor 𝛾𝛾 of the future rewards was set to .99 for all F 

movement selectors of all models in the whole experiment. Instead, 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�𝑥𝑥𝑏𝑏,𝑡𝑡+1� was the 

expected return (reward prediction) given the next state 𝑥𝑥𝑏𝑏,𝑡𝑡+1 at the next timepoint t+1 of 

the same bth video that resulted from the selected action 𝑎𝑎𝑓𝑓,𝑏𝑏,𝑡𝑡 at the state 𝑥𝑥𝑏𝑏,𝑡𝑡, if all future 

actions from timepoint t+1 on were actively selected by the same fth policy 𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓.  

The expected return 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�𝑥𝑥𝑏𝑏,𝑡𝑡+1� was the maximum of the action-values for all 𝐴𝐴𝑓𝑓 possible 

actions of the fth movement selector 𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓, as in the equation 7.14. 

𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�𝑥𝑥𝑏𝑏,𝑡𝑡+1� = max
𝑎𝑎𝑓𝑓∈𝐴𝐴𝑓𝑓

�𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�𝑥𝑥𝑏𝑏,𝑡𝑡+1,𝑎𝑎𝑓𝑓,�� 7.14 

Finally, the equation 7.15 shows that the reward 𝑟𝑟𝑏𝑏,𝑡𝑡 was defined by the negative weighted 

average of the single-task classification losses of all C classifiers given the next 

observation at timepoint (t+1) of the same video. Additionally, the reward 𝑟𝑟𝑏𝑏,𝑡𝑡 was biased 

by a constant 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑟𝑟. This constant was not a trainable parameter of the models. In fact, it 

was set to 1 and remained the same in the whole experiment. 

𝑟𝑟𝑏𝑏,𝑡𝑡 = −
∑ �𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝐿𝐿𝑐𝑐,𝑏𝑏,𝑡𝑡+1�𝐶𝐶−1
𝑐𝑐=0

∑ 𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝐶𝐶−1
𝑐𝑐=0

+ 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑟𝑟 7.15 

This multi-task loss is similar to the ones used in object detection (Girshick, 2015; Redmon 

et al., 2016) where models learned to estimate the classes of the objects in images and 

the parameters of bounding boxes containing these objects. The parameters of the 

bounding boxes were the x and y coordinates of the object centres, the width and the 

height of the objects. Predicting the parameters of the bounding boxes was a regression 

task while classifying the objects was a classification task. Since regression and 
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classification require different type of single-task loss functions, they used a multi-task loss 

function to train the models for object detection. The multi-task loss was the sum of the 

scaled single-task loss functions of the model’s prediction of the bounding box parameters 

and the model’s classification of the objects. 

7.3.5 Multiple dataset splits 

Similarly to the study in chapter 5, there were S=10 models per group in this study instead 

of only one model per condition to more statistical power of the results. The only difference 

between the models of the same groups was their training experience given that they were 

trained with different videos showing different actors, like in the experiment of chapter 5. I 

even used the same S splits of 5 training actors, 10 validation actors, and 50 test actors as 

in chapter 5. 

The S feature datasets and the S dataset splits were the same between the four groups of 

S models. However, each model was trained, validated and tested with a different feature 

dataset and a different dataset split from the other S-1 models of the same group. 

Formally, the sth model of the gth group was assigned to the sth feature dataset with the sth 

dataset split. The sth split of the sth model was the same as the sth split of the sth feature 

extractor by which the sth feature dataset was extracted from the raw image dataset. This 

was done to keep continuity between the two parts of the architecture, even if they were 

trained at different moments. 

7.3.6 Two Experiment Phases 

There were two experiment phases. In each phase, all models were first trained and then 

tested. There were only two differences between the two phases: The first one concerned 

the model parameters (weights and biases). Completely untrained models were initiated at 
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the beginning of the training in the phase, while the semi-trained models, which had 

already completed the training of the first phase, started the training of the second phase. 

Therefore, the model parameters were completely untrained at the start of the first phase, 

while they were semi-trained at the beginning of the second phase. 

The second difference between the two experiment phases was in the single-task loss 

weights 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠0, 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠1 and 𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐0 in the equations 7.4, 7.5 and 7.6. The weights 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠0, 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠1 and 

𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐0 were set to 0.25, 0.25 and 0.50 in the first phase, respectively. Nevertheless, the 

weights 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠0, 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠1 and 𝑤𝑤𝑐𝑐𝑐𝑐𝑐𝑐0 were equal to .40, 0.40 and 0.20 in the second phase, in that 

order. Thus, each weight of the movement selectors was half as much as the weight of the 

action classifier in the first phase, whereas each weight of the movement selectors was 

double the weight of the action classifier in the second phase. 

Everything else was the same in the two phases. For instance, while both the feature 

datasets and the dataset splits were different between the models of the same group, both 

were the same between the two experiment phases of the same model. 

7.3.7 Code and Hardware 

The whole experiment, including the training and the testing of the active and passive 

action classifiers, was scripted with python code and some python libraries like PyTorch 

(Paszke et al., 2019), NumPy (Harris et al., 2020) and CalaPy (pypi.org/project/calapy). 

CalaPy is my python library that I fully coded. 

I ran the training and the testing of all models in the two phases in parallel on the 24 high-

performance NVidia GPU cards of the Ceres cluster. The model of 16 GPU cards was 

GTX1080Ti, and the model of the other 8 GPU cards was RTX2080. The Ceres cluster is 

a computational cluster comprising 2192 processors (including multi-threading), 43.5Tb 

https://pypi.org/project/calapy
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total RAM, 24 GPUs, and 660Tb of dedicated storage. 

7.4 Results 

7.4.1 Effect of Phase 

and Time 

The overall action recognition accuracy 

of all groups of models was higher in 

the second experimental phase (phase 

1) than in the first one (phase 0). This 

pattern is highlighted in Figure 7.1. 

Additionally, the action recognition 

accuracy of all groups of models 

peaked at the fifth timepoint (timepoint 

4). Figure 7.2 shows the accuracy of 

each model group at each timepoint. 

Therefore, I am only going to show in 

this chapter the models’ results at 

timepoint 4 in phase 1. 

Figure 7.1. The action classification accuracy 
(A) and the action classification loss (B) of 
each group of models in each experiment 
phase. 
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7.4.2 The Active Models were More Accurate than the 

Passive Models 

Figure 7.1 displays the action recognition accuracies of the four groups of models. The NM 

models were the fourth most accurate 

(M = 0.731, SD = 0.045), the RM 

models were the third (M = 0.784, SD 

=0.053), the RSCM models were the 

second (M = 0.790, SD =0.058) and the 

SCM models were the first (M = 0.799, 

SD = 0.047). Thus, the RM models 

were 0.053 (5.3%) more accurate than 

the NM models, showing that the RMs 

improve the action recognition of the 

models even if these movements are 

passive. In addition, both the active 

SCM and RSCM models were more 

accurate than the passive RM models 

by 0.015 (1.5%) and 0.006 (0.6%), in 

that order. This proves that our active 

models efficiently selected the next best 

view to improve the accuracy of their 

action classification. 

Figure 7.2. The action classification accuracy 
(A) and the action classification loss (B) of 
each group of models at each timepoint of 
the second experiment phase. 
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7.4.3 Replication of the Efficient and Inefficient Views 

for the Action Recognition of the Robotic 

Observers  

The efficient and inefficient views for the passive NM models of this study (Figure 7.3) 

were identical to the ones for the passive recurrent models of the study in chapter 5 

(Figure 5.7). Figure 

7.3 highlighted three 

main results for the 

NM models which 

were also valid for 

the recurrent models 

of chapter 5. First, 

the accuracies of the 

NM models from the 

left views (views on 

the left side of the 

actors) with θ=−45°, 

θ=−90° and θ=−135° 

were symmetric with 

the accuracies of the 

same models from 

the right views 

(views on the right Figure 7.3. The action classification accuracy (A) and the action 
classification loss (B) of the NM group of models from each 
viewpoint at the fifth timepoint of the second experiment phase. 
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side of the actors) with θ=+45°, θ=+90° and θ=+135°. Second, the accuracies of the NM 

models were low from the top (ϕ=0°), bottom (ϕ=180°), back (θ=−180°) and front (θ=0°) 

views which were then the inefficient views. Third, the efficient views, the views from 

where the accuracies of these models were high, were the sided-back (θ=±135°), side 

(θ=±90°), sided-front (θ=±45°), middle-top (ϕ =+45°), middle (ϕ =+90°) and middle-bottom 

(ϕ =+135°) views. 

I computed a Pearson correlation coefficient to statistically assess how equivalent the view 

accuracies of the NM models of this study and the view accuracies of the recurrent models 

of chapter 5 were. Since there was only one datapoint for each view in this correlation, and 

since there were 40 views for both studies, then there was a total of 40 datapoints in this 

correlation. The correlation matrix in Figure 7.5 shows there was a strong positive 

correlation between the view accuracies of the passive NM models and the passive 

recurrent models, r(38) = .99, p < .001. The efficient and inefficient views were equal for 

both types of passive models. there are two explanations for this equivalence. One, the 

architectures of the two groups of models were almost the same. Two, both groups of 

models were trained, validated and tested with the same ten feature datasets and the 

same ten splits of the datasets into three groups of training, validation and test data. 

7.4.4 Efficient Selection of the Active Models 

The second objective of this study was to look at whether the active SCM and RSCM 

models selected more often the efficient views rather than the others. The percentage 

frequencies of the selected views by both active groups at the fifth timepoints of the 

second phase did not vary with respect to the view angles θ. Nevertheless, they were a lot 

different for the different view angles ϕ in both active models.  

The most frequently selected views by the SCM models were the bottom views (ϕ=180°). 
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The top views (ϕ=0°) were the second most selected views by the SCM models. Then, the 

middle (ϕ=90°) and middle-bottom (ϕ=135°) views were slightly less selected. The least 

selected views by the SCM models were the middle-top views (ϕ=45°). The top views 

(ϕ=0°) were the most selected views by the RSCM models. The bottom views (ϕ=180°) 

were marginally less selected by the same models than the top ones. The third most 

Figure 7.4. The percentage frequncies of the selected views by the SCM (A) and the 
RSCM (B) groups at the fifth timepoint of the second experiment phase. 
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selected views were the middle views (ϕ=90°), while the least selected views were the 

middle-top (ϕ=45°) and the middle-bottom (ϕ=135°) views. The view selection of the SCM 

and the RSCM models did not match the pattern of efficient and inefficient views of the 

passive NM models. 

Two Pearson correlation coefficients were computed to evaluate the linear relationships 

between the percentage frequencies of the selected views for both the active groups 

(Figure 7.4) and the action recognition accuracies of the views for the passive NM group 

(Figure 7.3). Both correlation coefficients are included in the correlation matrix of Figure 

7.5. There was a marginal negative correlation between the selected view frequencies of 

Figure 7.5. The correlation matrix of some dependent variables of the views. 
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SCM models and the view accuracies of the NM models, r(38) = −.23, p < .159. There was 

a large negative correlation between the selected view frequencies of the RSCM models 

and the view accuracies of the NN models, r(38) = −.60, p < .001. These coefficients were 

not in line with my predictions since they were expected to be both significantly positive if 

active models selected the efficient view more often than the inefficient view. 

The investigation of the linear relationships between the selected view frequencies of the 

active models and the passive recurrent models in chapter 5 was not needed, because the 

correlation coefficient between the view accuracies of the passive NM models in this 

chapter and the view accuracies of the passive recurrent models in chapter 5 (Figure 5.7) 

was almost 1 (.99). Thus, we can assume that the linear relationships between the 

selected view frequencies of the active models and the view accuracies of the passive 

recurrent models in chapter 5 were approximately the same as the relationships of the 

selected view frequencies of the active models and the view accuracies of the passive NM 

models in this chapter. 

7.5 Conclusions 

The main goal was this study was to investigate whether robotic observers can learn to 

process efficient active action classifications by DQN. Therefore, I trained passive and 

active models to classify the actions in dynamic videos by supervised learning and to 

select the next best views for more accurate action classifications by DQN. Both groups of 

active models classified the actions more accurately than both groups of passive models. 

The action recognition of the most accurate active group, the SCM group, was 1.5% more 

accurate than the most accurate passive group, the RM group. These results suggest that 

robotic observers can indeed learn efficient active action classification by DQN. These 

results were also in line with other studies about active computer vision (Arzati & 
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Arzanpour, 2021; Jayaraman & Grauman, 2018; Ramakrishnan & Grauman, 2018; Roost 

et al., 2020), where active models which had trained to select the next best view by DQN 

outperform the passive models in another task such as body pose estimation, visual 

perspective taking, and more. 

However, the view selection of the active models was not positively correlated with the 

view efficiency of the passive NMs models. Thus, they did not select the efficient views 

more often than the inefficient ones. Yet, other results which were not included in this 

thesis indicated that the active models tended to obliquely move their viewpoints far away 

from their starting viewpoints. My explanation is that the action recognitions of models are 

more accurate if they watch the actions from many efficient and inefficient views rather 

than from only one single efficient view. Therefore, the active models may have learned to 

watch the same actions from many viewpoints at different timepoints by moving their 

viewpoints far and obliquely. In this way, the active models ultimately increased their 

action recognition accuracy. 
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8 Discussions 

8.1 Conclusions 

This thesis aimed to discover whether and how both human and robotic observers process 

efficient active action recognition. Thus, this thesis had seven objectives with that major 

aim. The first objective of the thesis was to choose an action dataset for my active action 

recognition studies. An action dataset can be suitable for active action recognition only if it 

includes multiple viewpoints from where the observers can watch the same actions. In this 

way, the observers can choose a viewpoint from multiple options and then the researcher 

can assess how efficient this choice was. The published action datasets are not 

appropriate for active action recognition either because of at least one of three issues. 

One, they only contain visual data (images or videos) that show the same actions from 

only one single viewpoint. Two, their visual data show the same actions from some very 

limited viewpoints up to three. Three, they are not 3D simulators that render images from 

the chosen viewpoints in 3D scenes with 3D acting actors. Thus, I made MVVHA which 

has MVVs showing the same actions from many viewpoints up to 40 in the most recent 

versions. 

The second objective was to highlight the efficient and inefficient views for the action 

recognition of human observers. By looking at the action recognition accuracies and RTs 

of the human participants from different viewpoints with only NMs, I identified the efficient 

and inefficient views for action recognition of humans. The efficient views for the action 

recognition of human observers were the half-sided front (right-front and left-front) and the 

middle-height views, whereas the inefficient views were the back, the upper and the lower 
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views. Additionally, the top views were slightly more efficient than the bottom views and 

the front views tended to be more efficient than the back views. 

The third objective of the thesis was to identify the efficient and inefficient views for the 

action recognition of robotic observers. Thus, by computing the action recognition 

accuracies and classification losses of some basic computer models from different views 

without any viewpoint movements, I distinguished the efficient and inefficient views for the 

action recognition of robots. The efficient views for the computer models were the side 

(right and left), the half-sided (right-back, left-back, right-front and the left-front) and the 

middle-height views with respect to the actor. The inefficient views were the back, the 

front, the upper and the lower views. The bottom views were slightly more efficient than 

the top views. 

Moreover, the pattern of efficient and inefficient views for action recognition was similar for 

both humans and robots. This conclusion was indicated by the fact that the view 

accuracies of the models with no view movements were correlated with the view 

accuracies and with view RTs of the human participants without any view movements. 

This suggests two further conclusions. One, the efficient and the inefficient views are 

independent of the observer type. Two, the NNs can approximate the complicated function 

of human vision, even if the NNs have many properties that are not biologically plausible. 

Since the action recognition performance of the human and robotic observers was 

sensitive to the viewpoint, I encourage the scientific communities of computer vision and 

human vision to consider different viewpoints when elaborating vision theories and 

designing vision studies. For instance, I suggest controlling the viewpoints among the 

conditions of any visual study, by showing the same visual stimuli to the participants from 

different viewpoints. I additionally suggest verifying whether the results of a vision study 

are either the same or different from different viewpoints. 
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The fourth objective was to evaluate whether humans recognise the action in the active 

SCM condition than in the passive RM condition. Chapters 3 and 6 found small evidence 

supporting the advantage of human action recognition in the SCM condition over the RM 

condition and these were not easily replicated by different studies with different methods. 

The pilot study of Chapter 3 manipulated the two conditions of view movement type within-

subject. The participants were tested in the lab with very clear images. The actions in the 

dynamic videos were perfectly controlled since they were identical for the two conditions. 

However, the two studies of chapter 6 manipulated the movement type between-subject. 

The participants were tested online without the pressure of proximity with an experimenter. 

The actions of the dynamic videos were randomly selected for each participant, and they 

were not perfectly controlled between the two conditions. There were two differences 

between the two studies of chapter 6. The first difference was that the video images were 

very unclear in the first experiment and slightly unclear in the second one. The second 

difference was that the trials started with the first frames of the videos in the first 

experiment, while they started with very clear T-poses. 

The results of these studies were quite conflicting. In chapter 3, the human action 

recognition in the SCM condition was significantly faster than in the RM condition by 84 

ms. Yet, the active action recognition of the SCM trials was slightly more accurate by 0.4% 

than the passive action recognition of the RM trials and this difference in accuracy was not 

significant. In the first study of chapter 6, the human participants in the SCM condition 

recognised the actions 3.5% more accurately and 167 ms more quickly than in the RM 

condition. Both the differences in accuracy and RT between the two conditions were not 

statistically significant. In the second study of chapter 6, these differences were tiny and 

neglectable. 

My explanation of these controversial results is that the advantage of the SCM condition 
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over the RM condition in the action recognition of humans interacts with the clearness of 

the images. The advantage is small with clear images and large with unclear images. If the 

images are clear, only the difference in RT is significant while the difference in accuracy is 

neglectable. On the other hand, if the images are very unclear, both the differences in 

accuracy and RT are significant. My view is in line with the results of the pilot study of 

chapter 3, but it is not consistent with the two studies of chapter 6 with almost clear 

images. In the first study of chapter 6, the differences in accuracy and RT were large and 

in the right direction, but the p-values were insignificant. The contrasting results of the first 

study of chapter 6 were that both the p-values of the differences in accuracy and RT were 

not significant, but these differences were large and in the right direction. The conflicting 

result of the second study of chapter 6 was that the difference in RT was very insignificant. 

The results of the two studies of chapter 6 may have been incongruent with my view 

because of three limitations which may have added noise to the performances and 

reduced the statistical power. The most important limit was the manipulation of the 

movement type being between-subject. The second limit was the fact that the participants 

may have not done properly the task because they did it online without the pressure of any 

experimenter. The third limit was that the actions of the videos were not perfectly 

controlled across the two conditions and the actions recognised by the participants in one 

condition may have been easier than the actions in the other condition. 

The fifth objective was to investigate whether human observers in the SCM condition 

select the efficient views more often than the inefficient views during active action 

recognition. The different studies unanimously showed humans selected the efficient 

viewpoints more frequently than the inefficient views. Chapter 3 showed that the different 

human frequencies of selected views in the SCM condition were positively correlated with 

human accuracies of the different starting views and negatively with human RTs of the 
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different starting views. Because the views moved within trials, they were not well 

controlled between the different view conditions. To overcome this limitation, chapter 4 

studied the view accuracies and the view RTs of humans in the different views with NMs. 

Then, both studies in chapter 6 showed that the frequencies of the selected views by the 

SCM participants were positively correlated with the view accuracies and negatively with 

the view RTs of the NM participants in chapter 4. 

The sixth objective was to assess whether the active robots can recognise the actions 

more accurately than the corresponding passive robots. In the study of chapter 7, all 

passive and active models were trained to classify the actions by supervised learning and 

to select the next best view for more accurate action recognition by DQN. Both groups of 

active models, the SCM and the RSCM groups, were overall more accurate than both the 

passive models, the RM and the NM groups. The most accurate active group, the SCM 

group, was 1.5% more accurate than the most accurate passive group, the RM group. 

The seventh and final objective was to investigate whether the active models select the 

efficient views more than the inefficient views when they actively classify the actions. The 

active SCM and RSCM models of chapter 7 did not choose the efficient views more 

frequently than the inefficient ones, since their frequencies of selected views were not 

correlated with the view accuracies of the NM models of both studies of chapters 5 and 7. 

Instead, these active models tended to move their viewpoints obliquely to viewpoints which 

were far from the starting view. My best interpretation of this efficient view selection of the 

active models is that the active models may have learned through the DQN method that 

they can achieve more accurate action classification by observing the same actions from 

multiple viewpoints selected at different timepoints rather than from only a few efficient 

viewpoints. 
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8.2 Biological Plausibility Limits 

From the perspective of computational neuroscience, there were at least five limits in the 

biological plausibility of the RCNNs in this thesis. One, the neural activation function was 

ReLU (Nair & Hinton, 2010), mostly in the ResNets layers, while the activation of biological 

neurons is binary or all-or-none (Hodgkin & Huxley, 1990). Two, their numbers of layers 

were not biologically plausible. The models with 18 to 20 layers are a lot deeper than the 

visual cortical areas (Liao & Poggio, 2016) which are involved in action recognition. Three, 

the models only have one recurrent layer (LSTM) with a lateral connection. The other 

layers only have forward connections and do not have any lateral or backward 

connections. However, the visual cortical areas are FRCNNs (Liao & Poggio, 2016) given 

that they have forward, lateral and backward connections (Kar et al., 2019; Kubilius et al., 

2018; Lamme et al., 1998). Four, despite some forward shortcuts being in the ResNets of 

my models, there are no backward shortcut connections in my models. There are both 

forward and backward shortcuts connecting the visual areas of the cortex. Each visual 

area sends output information to all visual areas, including itself, and receives input 

information from all visual areas, including itself. Five, they do not simulate action 

recognition RTs of the brain. It may appear they have RTs in the range of 1.33 and 1.67 

seconds given that they show the highest accuracy at the fourth and fifth frames of 3-Hz 

videos. This only shows that the actions are objectively more evident for the robotic 

observers in the (fourth and fifth) frames which are within the time interval from 1.33 to 

1.67 of the 2-second videos. However, the computational models do not tell anything 

about how long it takes for the brain to process and classify actions after the stimulus 

onsets of the fourth and fifth frames. 
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8.3 Future Research 

The future research in robotic active action recognition must tackle these issues 

concerning the biological implausibility of the RCNNs. I suggest doing the next 

experiments with FRCNNs which are more biological plausible. The layers must be 4 to 8 

fully-recurrent layers and their activation refresh rate of the layers must be between 20hz 

and 50hz as suggested by Liao and Poggio (2016). Additionally, sigmoid and ideally all-or-

none activation functions must be implemented because they are more biological 

plausible. 

The activation of any fully recurrent layer at any timepoint t is a non-linear function of the 

activations of all layers, including itself, at the previous timepoint t−1. Each direct 

connection between two layers of a fully recurrent model has its own parameters (weights 

and biases) which can be optimized. Therefore, the FRCNNs have forward backward and 

lateral connection. The forward and backward connections can either be shortcut or simple 

connections. These models may accurately predict the human RTs of active action 

recognition. 

Future psychology experiments must investigate whether only within-subject designs can 

show statistically significant improvements in the action recognition accuracy and RT of 

humans with active vision rather than passive vision. If that is the case, this would explain 

why my between-subject online studies did not show significant differences in the 

performances of active and passive conditions. 

Further research in human active action recognition would improve our knowledge of the 

underlining mechanisms of the human brain involved in active action recognition. That will 

stimulate the innovation of more intelligent and more biological active vision models for 

active action recognition. Thus, the future robots will be more social with people, by being 
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able to read their non-verbal language. Moreover, automatic security surveillance and 

health monitoring will be more accurate and prevent crimes and illnesses. 
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