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Low-latency Data Computation of Inland Waterway
USVs for RIS-Assisted UAV MEC Network
Yangzhe Liao, Yuanyan Song, Shuang Xia, Yi Han, Ning Xu, Xiaojun Zhai and Zhenhui Yuan

Abstract—Unmanned Surface Vehicles (USVs) in inland wa-
terways have drawn increasing attention for their excellent
capability to serve maritime time-consuming missions such as au-
tonomous navigation and intelligent monitoring. However, USVs
struggle to accomplish emerging computation-intensive tasks
(e.g., sensor, telemetry, etc) timely due to the limited on-board
resources. This paper proposes a novel reconfigurable intelligent
surface (RIS)-assisted unmanned aerial vehicle (UAV) multi-
access edge computing (MEC) network architecture to support
low-latency USVs data computation with time window. Aiming
to enhance USVs task processing efficiency, the minimization of
USVs task processing time is formulated by jointly considering
UAVs flight route selection, USVs execution mode selection, UAVs
hovering coordinates and RIS phase shift vector. A heuristic
solution is proposed to tackle the formulated challenging problem
iteratively. The original problem is decoupled into three subprob-
lems: an enhanced deferred acceptance algorithm is proposed to
solve UAVs flight route selection subproblem; an enhanced La-
grangian relaxation method is proposed to solve USVs execution
mode selection subproblem; a joint alternating direction method
of multipliers (ADMM)-successive convex approximation (SCA)-
based algorithm is proposed to solve UAVs hovering coordinates
subproblem. Experiment results demonstrate that the proposed
solution can decrease task processing time by approximately
54% compared with numerous selected advanced algorithms.
Moreover, the performance of the proposed solution under typical
UAVs caching capability and the number of UAVs has been
investigated.

Index Terms—Unmanned Surface Vehicles, Unmanned Aerial
Vehicles, Multi-access Edge Computing, Reconfigurable Intelli-
gent Surface, Time Window

I. INTRODUCTION

A. Research Background and Motivation

Recently, unmanned surface vehicles (USVs) have been
gaining significant attention in the maritime industry, including
autonomous navigation, environment monitoring, search-and-
rescue and so forth [1-2]. On the one hand, USVs are expected
to integrate with a variety of advanced sensors, such as light
detection and ranging, inertial navigation systems, which are
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of great significance to realizing full functions in wireless
waterway communications. On the other hand, multi-access
edge computing (MEC) can significantly reduce USVs energy
consumption since data offloading enable resource-hungry
USVs to transfer computation tasks to MEC servers, which
are connected with terrestrial base stations (TBSs) via optical
fiber. As a result, USVs operational hours can be remarkably
prolonged [3-4]. Currently, USVs suffer the following major
technical challenges: (1) with the emergence of bidirectional
computation tasks, such as autonomous navigation, multimedia
transmission, intelligent monitoring, path planning and so on,
USVs are battery empowered and suffer limited on-board
resources regarding computing and communication capabil-
ities to support massive amounts of data process [5-6]. (2)
wireless data transmission between USVs and TBS expe-
riences remarkable attenuation, reflections, diffractions and
scattering due to specific features of inland river environments.
Such characteristics may result in degraded communication
performance; some latency-sensitive offloaded tasks may fail
since they cannot be transmitted to MEC servers in time [7-8].

RIS-assisted unmanned aerial vehicle (UAV) MEC networks
have attracted excessive attention from both academia and
industry to support USVs low-latency data computation [9].
Owing to the wide deployment of tethered unmanned aerial
vehicles (UAVs) in inland waterway environments, UAVs
can achieve stable power supply with prolonged lifetime
and perform as flying MEC servers to serve USVs reliably.
Moreover, this emerging technology is not only able to en-
hance USVs computing capability but also to improve their
task execution efficiency, especially in decreasing bidirectional
computation task processing time cost. However, the design
of RIS-assisted UAV MEC networks experiences numerous
distinctive challenges, which are elaborated as follows. First,
phase shift vector of each UAV-mounted RIS should be
appropriately designed, which is challenging to accomplish
since RIS passive reflections need to be jointly considered
with UAVs flight route selection indicator to enhance their
data transmission over the reconfigured wireless links. More-
over, the commonly used USVs execution selection solutions
for RIS-assisted UAV MEC networks cannot directly apply
to wireless inland waterway communications since they are
primarily counted on alternating-based optimization methods,
suffering sophisticated algorithm design and extremely high
time complexity [10-11]. In a nutshell, how to decrease USVs
bidirectional data computation time cost in RIS-assisted UAV
MEC networks is still in an early stage and is worth further
investigating.
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B. Related Works

1) RIS-assisted UAV MEC Networks: One should be aware
that traditional MEC networks suffer significant technical chal-
lenges regarding communication and computation cooperation
since MEC servers are deployed with fixed coordinates that
cannot provision on-demand service promptly. Fortunately,
UAVs have received substantial attention as supplementary
to traditional MEC networks thanks to their excellent flex-
ibility and easy deployment [12]. Aiming to overcome the
potential conflicts between QoS requirements and limited
UAV onboard resources, one applicable way is to collabo-
rate MEC technology and tethered UAVs to boost network
performance. The authors of [13] proposed an MEC-enabled
UAV network architecture, where each UAV can perform as
an MEC server or a relay based on computing demands. The
authors of [14] proposed that low-altitude MEC-empowered
UAVs can not only exploit their mobility but also be able to
execute latency-sensitive tasks timely. The operation of MEC-
empowered tethered UAVs in conjunction with RIS has gained
significant attention as one capable and affordable method for
fulfilling ubiquitous wireless communication services in rural
places. The authors of [15] proved that the network computing
capability could be significantly enhanced by integrating RIS
and UAVs in the proposed RIS-enabled UAV-assisted MEC
network. The authors of [3] proposed a single-cell RIS-assisted
wireless inland ship MEC network architecture, where each
MEC-empowered UAV is integrated with RIS. In this way, the
number of successfully executed tasks could be remarkably
enhanced since latency-sensitive tasks can be executed by
UAV while computation-intensive tasks can be forwarded via
UAV-mounted RIS. The authors of [16] presented an RIS-
assisted UAV network architecture and jointly optimized UAVs
trajectory and RIS phase shifts using a deep reinforcement
learning method. Aiming to enhance the downlink achievable
data rate, the authors of [17] proposed that the design of
UAV trajectory and RIS phase shift vector could be jointly
considered.

2) Look Forward of Inland Waterway USVs in RIS-assisted
UAV MEC Networks: The computation model in most existing
works on RIS-assisted UAV MEC networks is based on one-
way computation task model. The authors of [18] proposed an
efficient dependent task offloading algorithm for MEC network
by determining the priorities of tasks according to their pre-
determined completion times. The authors of [19] investigated
task offloading scheduling with strict deadlines in MEC, which
proved to be NP-hard and extremely challenging to tackle.
Aiming to provision time-constrained computation services in
UAV-empowered MEC networks, the authors of [20] proposed
a novel resource allocation approach by jointly optimizing
UAV trajectory and computation offloading. However, the
inefficiency of the network performance caused by wireless
links between TBS, UAV, and USV has not been thoroughly
studied. Due to the harsh inland waterway environments, the
direct links between USVs and TBS are easily disturbed
or obstructed, which results in high offloading time cost of
USVs. Moreover, even though deploying RIS-mounted UAVs
can bring flexible communication and computing services to

USVs, the performance enhancement of USVs task processing
is still challenging since UAVs flight route design and RIS
phase shift vector are closely coupled with USVs execution
selection. The situation may become more complicated with
the rapid developments of USVs data traffic, the bidirectional
computation task has recently emerged as a vital use case of
USVs, where the input data of each bidirectional computa-
tion task consists of two parts, one of which is generated
from USVs sensors and the rest originates from the Internet
proactively. As such, the design of RIS-assisted UAV MEC
networks considering USVs bidirectional task model may
become even more challenging. The authors of [21] proposed
a novel homogeneous bidirectional task model in MEC. How-
ever, this system only considered one MEC server and one
mobile device. A more realistic heterogeneous bidirectional
computation task model was proposed in [22], where tasks
are of different data sizes and computation loads. The results
showed that the proposed solution could directly extend to
one MEC server and multiple devices scenario. The authors
of [5] proposed a novel solution by jointly optimizing RIS
phase shift vector, USVs task execution mode selection, UAVs
trajectory and task execution latency constraints. However, this
solution only considered bidirectional computation tasks with
soft time window constraints. In general, USVs bidirectional
computation tasks with target hard window for RIS-assisted
UAV MEC networks are of great significance to realizing
full functions in wireless inland waterway communication;
however, very few thorough studies have been focused on this
emerging problem due to the extreme difficulty.

C. The Main Contributions and Organizations

According to the above-mentioned research background,
unlike the majority of the research works that assume UAVs
can only be implemented in one execution mode, e.g., UAV
execution mode or UAV-mounted RIS mode with soft task ex-
ecution time window, this paper investigates low-latency data
computation of inland waterway battery-empowered USVs
for RIS-assisted UAV MEC network, where each tethered
UAV is equipped with an MEC server and RIS. In this way,
each tethered UAV can perform as a flying MEC server or
assist data transmission via UAV-mounted RIS. Moreover, this
paper considers USVs bidirectional task model with hard time
window. The main contributions of this paper are summarized
as follows.
• This paper proposes a novel RIS-assisted UAV MEC

network architecture. In this system, each tethered UAV is
connected with TBS via cable to receive a substantial en-
ergy source and provision heavy load capacity to carry RIS.
Moreover, each USV can dynamically select task execution
mode according to the task data size and communication link
quality. UAV-mounted RIS is capable of assisting reliable data
transmission between TBS and USVs without installing new
telecommunications infrastructure.
• The minimization of USVs task processing time is for-

mulated by jointly considering USVs execution selection, RIS
phase shift vector, UAVs flight route selection indicator and
UAVs hovering coordinates. A heuristic solution is proposed
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to solve the formulated problem. In particular, the original
optimization problem is divided into three subproblems, where
UAVs flight route selection indicator subproblem is solved via
the proposed enhanced deferred acceptance (EDA) algorithm;
after obtaining the feasible UAVs flight route selection indi-
cator, USVs execution selection subproblem is divided into
a series of parallel subproblems, which can be efficiently
solved by using the proposed enhanced Lagrangian relaxation
method (ELRM); an alternating direction method of multipli-
ers (ADMM)-successive convex approximations (SCA)-based
algorithm is proposed to optimize UAVs hovering coordinates
and RIS phase shift vector. In this way, the challenging
formulated problem can be efficiently solved iteratively.

The rest of the paper is organized as follows. The network
architecture and the formulated optimization problem are given
in Section II. The proposed solution is presented in Section
III. The performance evaluation of the proposed solution along
with numerous selected advanced algorithms is shown in
Section IV. Section V concludes the paper and gives some
promising future research directions.
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Fig. 1: The proposed network architecture.

II. SYSTEM MODEL

The proposed RIS-assisted UAV MEC network architecture
is shown in Fig. 1, where one TBS is equipped with L antennas
and each rotary-wing single-antenna tethered UAV n ∈ N is
equipped with K RIS reflecting elements. Assume during each
equal-length time slot, each battery-empowered USV i ∈ M
requests a computation task Ui to be executed, which can be
characterized by a 5-tuple: Ui ≜ {Dl

i, D
o
i , Fi, [Xi, Yi]}, where

Dl
i and Do

i indicate the input data size (in bits) generated
by USV i and originated from the Internet, respectively. Fi

denotes the required number of CPU cycles to execute Ui.
[Xi, Yi] specifies the time window constraints of Ui, where
Xi and Yi denote the earliest starting time and the deadline to
execute Ui, respectively. Note that tethered UAVs can obtain
reliable power supply from TBS via cable and offer prolonged
operational lifetime.

In this paper, the system is established based on a 3D
Cartesian coordinate, where the coordinates of TBS and each
USV i can be denoted by qb ∈ R3 and qi ∈ R3, respectively.
In accordance with [4], each UAV is assumed to fly at a fixed
altitude H with a time-varying horizontal coordinate. More-
over, each USV i has a corresponding hovering coordinate

si ∈ R3 when served by UAV [23]. The long-term statistical
channel state information of UAV-mounted RIS transmission
links can be obtained using the location information aided
method [24], where each UAV-USV, TBS-UAV and TBS-USV
link are assumed as controllable non-line-of-sight (NLOS),
line-of-sight (LOS) and NLOS, respectively. In addition, MEC
server can compute RIS phase shift vector and UAVs hovering
coordinates according to the channel condition and computing
dynamics. Note that each computation task is indivisible and
can only be executed in one place. Moreover, TBS is connected
to the Internet via optical fiber and thus the data downloading
latency is neglected. Table I lists the selected significant
notations and descriptions used in this paper.

TABLE I: The selected significant notations used in this paper.

Notation Definition
θn,i RIS phase shift vector of UAV n to serve USV i
Θn,i reflection coefficient of UAV n to serve USV i
hb,i channel gain from TBS to USV i
hb,n channel gain from TBS to UAV n
hn,i channel gain from UAV n to USV i
hi,n channel gain from USV i to UAV n
Bb,n,i TBS allocated bandwidth of USV i
Bi,n UAV allocated bandwidth of USV i
Cb,n,i instantaneous RIS-assisted downlink channel capacity
Ci,n instantaneous channel capacity between USV i and

UAV n
db,n distance between TBS and UAV n
dn,i distance between UAV n and USV i
dmax
b,n maximum distance between TBS and UAV n

dmax
n,i maximum distance between UAV n and USV i

βi,j
n flight route selection between si and sj of UAV n

τn,i arriving time of UAV n to arrive si
Dmax

n maximum caching capability of UAV n
Mn service set of UAV n

In this system, each UAV is capable of delivering the
following two task execution modes:
Local execution mode: When each USV i decides to execute
Ui by itself, one can utilize UAV-mounted RIS to assist data
transmission between TBS and each USV i. After receiving
the corresponding online data Do

i , each USV i can start to
execute Ui.
UAV execution mode: UAVs perform as flying MEC servers
and each USV i offloads Ui to UAV for task execution. In
particular, each UAV caches the corresponding online data
to serve USVs before taking off from UAV standby point.
Then, UAV can start to execute each Ui after receiving the
offloaded data from each USV i.

A. Bidirectional Data Computation Model

Let αi be the task execution selection indicator of USV i,
where αi = 0 and αi = 1 indicate that Ui is executed via
UAV execution mode and local execution mode, respectively.
One has

C1 : αi ∈ {0, 1}, i ∈ M. (1)

Local execution mode: When USV i decides to execute Ui

by itself, USV i needs to download Do
i from TBS via UAV-

mounted RIS. Assume UAV n is assigned to serve USV i,
the corresponding RIS phase shift vector to serve USV i can
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be denoted by θn,i = [θ1n,i, θ
2
n,i, . . . , θ

K
n,i]

T , where each RIS
element k of θn,i should follow

C2 : θkn,i ∈ [0, 2π], k ∈ {1, 2, . . . ,K}, i ∈ M, n ∈ N . (2)

In accordance with [6], we assume that each RIS element
follows the full reflection. The reflection coefficient matrix
of RIS can be expressed as

Θn,i =


ejθ

1
n,i 0 · · · 0

0 ejθ
2
n,i · · · 0

...
...

. . .
...

0 0 · · · ejθ
K
n,i

 . (3)

The baseband channels, TBS → USV i, UAV-mounted RIS
→ USV i and TBS → UAV-mounted RIS are denoted by
hb,i ∈ RL×1, hn,i ∈ RK×1, hb,n ∈ RL×K , respectively.
hb,i ∈ RL×1 can be expressed as

hb,i =
√
ρ0d

−3.5
b,i I, i ∈ M, (4)

where ρ0 represents the channel power at the reference dis-
tance. I is the identity vector. db,i is the distance between
TBS and USV i, which can be expressed as db,i = ||qi−qb||.
hn,i ∈ RK×1 can be expressed as

hn,i =
√
ρ0d

−2
n,i[1, e

−j 2πd
λ ϕn,i , . . . , e−j

2(K−1)πd
λ ϕn,i ],

i ∈ M, n ∈ N ,
(5)

where ϕn,i is the cosine of the incident angle between UAV-
mounted RIS to USV i. λ is the carrier wavelength and d
indicates the distance between two successive RIS reflecting
elements. Let dn,i be the distance between UAV n and USV
i, which can be expressed as dn,i = ||si−qi||. hb,n ∈ RL×K

can be expressed as1

hb,n =
√
ρ0d

−2
b,n



1 e−j 2πd
λ ϕ1,n · · · e−j

2(K−1)πd
λ ϕ1,n

...
...

. . .
...

1 e−j 2πd
λ ϕl,n · · · e−j

2(K−1)πd
λ ϕl,n

...
...

. . .
...

1 e−j 2πd
λ ϕL,n · · · e−j

2(K−1)πd
λ ϕL,n


,

(6)
where each ϕl,n indicates the cosine of the incident angle from
l-th antenna of TBS to UAV-mounted RIS. Let db,n be the
distance between TBS and UAV n, which can be expressed
as db,n = ||si − qb||.

The received signal yi ∈ CL×1 by USV i can be expressed
as

yi =
√
ptrb (hb,i + hb,nΘn,ihn,i)si + σ, i ∈ M, n ∈ N ,

(7)
where ptrb is the transmission power of TBS and si is
the transmitted data symbol with average unity power, i.e.,
E(|si|2) = 1. σ denotes the noise.

1According to Snell’s law, the incident angle can be reasonably assumed
equal to the reflected angle when each RIS element follows the full reflection.

The channels between different USVs are assumed as or-
thogonal, where the corresponding SNR of each USV i can
be expressed as

γi =
ptrb ||wH

i (hb,i + hb,nΘn,ihn,i)||2

σ2||wH
i ||2

, i ∈ M, n ∈ N ,

(8)
where wi ∈ RL×1 indicates the downlink beamforming vector
designed by TBS to serve each USV i. wH

i is the Hermitian
matrix of wi. The instantaneous RIS-assisted downlink chan-
nel capacity can be given as

Cb,n,i = Bb,n,ilog2(1 + γi), i ∈ M, n ∈ N , (9)

where Bb,n,i is the allocated bandwidth to serve USV i. The
corresponding time cost to transmit Do

i can be expressed as

tb,n,i =
Do

i

Cb,n,i
, i ∈ M, n ∈ N . (10)

The local execution time cost of USV i to execute Ui can be
given as

tli =
Fi

fi
, i ∈ M, (11)

where fi denotes the computation capability of USV i. Note
that each USV i can only start to execute Ui after receive Do

i .
UAV execution mode: When USV i selects to execute Ui

via UAV execution mode, UAV n caches Do
i when taking

off from UAV standby point and serving each USV i at its
corresponding hovering coordinate si. The offloading time
cost of USV i to offload Dl

i to UAV n can be expressed as

ti,n =
Dl

i

Ci,n
, i ∈ M, n ∈ N , (12)

where Ci,n denotes the instantaneous channel capacity be-
tween USV i and UAV n, which can be expressed as

Ci,n = Bi,nlog2(1 +
ptri hi,n

d2n,iσ
2
), i ∈ M, n ∈ N , (13)

where Bi,n is the allocated bandwidth of USV i served by
UAV n and hi,n denotes the channel gain between each USV
i and UAV n. ptri indicates the transmission power of USV i.

The corresponding execution time to execute Ui can be
given as

tni =
Fi

fn
, i ∈ M, n ∈ N , (14)

where fn denotes the computing capability of UAV n.

B. UAV Operation Model

To maintain the channel quality, the distance between each
USV i and UAV n cannot exceed the maximum available
communication distance dmax

n,i . One has

C3 : ||si − qi|| ≤ dmax
n,i , i ∈ M, n ∈ N . (15)

The distance between TBS and UAV n cannot exceed the
maximum available communication distance dmax

b,n . One has

C4 : ||si − qb|| ≤ dmax
b,n , i ∈ M, n ∈ N . (16)

Let βi,j
n be flight route selection indicator of each UAV n,

where βi,j
n = 1 represents UAV n selects to fly from any two
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successive hovering coordinates, e.g., si to sj and otherwise
βi,j
n = 0. One has

C5 : βi,j
n ∈ {0, 1}, n ∈ N , i, j ∈ M, i ̸= j. (17)

In the same manner with [25], the coordinate of UAV standby
point is known a priori, denoted by s0 and can be regarded
as a special USV without generating task. Since each UAV
needs to take off from UAV standby point, one has

C6 :
∑
i∈M

β0,i
n = 1, n ∈ N , i ∈ M. (18)

Since each UAV needs to fly back to UAV standby point, one
has

C7 :
∑
i∈M

βi,0
n = 1, n ∈ N . (19)

Since each USV i can only be served by up to one UAV, one
has

C8 :
∑
n∈N

∑
g∈M

βg,i
n = 1, i, g ∈ M, i ̸= g. (20)

Assume that each UAV n flies at a constant flight speed vn.
The corresponding flying time between any two successive
hovering coordinates si and sj , can be given as

ti,jn =
βi,j
n ||si − sj ||

vn
, n ∈ N , i, j ∈ M, i ̸= j, (21)

Let τn,i be the arriving time of UAV n to arrive si, which
can be defined as τn,i ≜

∑
g∈M βg,i

n (τn,g + twn,g +αg(tb,n,g +

tlg)+ (1−αg)(tn,g + tgn)+ tg,in ), n ∈ N , i, g ∈ M, i ̸= g. The
waiting time of UAV n to serve USV i can be mathematically
expressed as

twn,i = max{Xi − τn,i, 0}, i ∈ M. (22)

Since each Ui should be completed not late than Yi, one has

C9 :τn,i + twn,i + αi(tb,n,i + tli) + (1− αi)(tn,i + tni ) ≤ Yi,

i ∈ M, n ∈ N .
(23)

Since cached data size of each UAV n cannot exceed the
maximum caching capability Dmax

n , one has

C10 :
∑

i,j∈M,i̸=j

(1− αi)β
i,j
n Do

i ≤ Dmax
n , n ∈ N . (24)

C. Problem Formulation

In this paper, we aim to minimize USVs bidirectional
computation task processing time cost by jointly considering
USVs execution selection indicator α = {αi, i ∈ M}, RIS
phase shift vector θ = {θn,i, i ∈ M, n ∈ N}, UAVs flight
route selection indicator β = {βi,j

n , n ∈ N , i, j ∈ M, i ̸= j}
and UAVs hovering coordinates s = {si, i ∈ M}, which can
be mathematically formulated as

P1 : min
α,θ,β,s

∑
n∈N

∑
i∈M

αi(tb,n,i + tli) + (1− αi)(t
n
i + ti,n)

s.t. C1− C10.
(25)

Note: One can observe that P1 is a mixed-integer non-linear
optimization problem and is challenging to solve due to the

following reasons. First, due to the existence of 0-1 variables,
e.g., α and β, the traditional highly efficient nature-inspired
algorithms, such as genetic algorithm, differential evolution,
particle swarm optimization and so forth, cannot efficiently
solve P1 even suffering significantly time cost [3]. Although
numerous learning-based optimization approaches, such as
deep reinforcement learning-based algorithm [26] and multi-
agent reinforcement learning-inspired algorithm [27], have
been investigated to enhance RIS-assisted data transmission
performance. However, these solutions may cannot realize
convergence even suffering huge time cost and computing
resources since s and θ are tightly coupled.

III. THE PROPOSED SOLUTION

To tackle P1, a heuristic solution is proposed, which is
illustrated in Fig. 2. P1 can be divided into three subproblems,
e.g., UAVs flight route selection indicator subproblem P1.1,
USVs execution selection subproblem P1.2 and the joint
UAVs hovering coordinates and RIS phase shift vector sub-
problem P1.3. After initializing α0, β0 and s0, the proposed
EDA algorithm performs the matching operation between each
UAV n and USV i according to the service waiting time and
hovering coordinates of each UAV n; when EDA algorithm
reaches convergence, the optimized service set Mn of each
UAV n can be obtained and the order of each element in
Mn can be utilized to indicate the service sequence. As such,
the updated β can be obtained. Then, the proposed ELRM
algorithm divides P1.2 into N parallel sub-problem according
to the obtained N service sets of N UAVs. Consider each
sub-problem, ELRM algorithm dynamically select execution
mode for each USV i in Mn according to caching capability
of each UAV n and time window constraint of each USV
i; when the proposed ELRM algorithm reaches convergence,
the updated α can be obtained according to a list of paral-
lel execution mode selection subproblems. Subsequently, the
proposed ADMM-SCA-based algorithm divides P1.3 into N
parallel sub-problems according to N service sets of each UAV
n. Consider each sub-problem, ADMM-SCA-based algorithm
optimizes the hovering coordinate of each USV i in Mn in
an iterative manner. In particular, there exists two conditions,
where αi = 1 and αi = 0 represent USV i selects local
execution mode and UAV execution mode, respectively. Con-
sider Case 1, USV i selects local execution mode, ADMM
is utilized to optimize hovering coordinate of USV i and the
corresponding RIS phase shift vector θn,i can be obtained
according to Proposition 1. Consider Case 2, USV i selects
UAV execution mode, SCA is utilized to optimize the hovering
coordinate of USV i. When the ADMM-SCA-based algorithm
reaches convergence, the updated s can be obtained. In this
way, one can obtain the feasible solution to the challenging
problem P1. The detailed information regarding the proposed
solution is listed as follows.
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Fig. 2: The overall process to solve P1.

A. The optimization problem of UAVs flight route selection
indicator β

Given any feasible α, s and θ, P1 can be reduced as

P1.1 : min
β

∑
n∈N

∑
i∈M

αi(tb,n,i + tli) + (1− αi)(t
n
i + ti,n)

s.t. C5− C10.
(26)

Note that the dimensions of UAVs flight route selection
indicator β can reach up to M !, which makes P1.1 extremely
difficult to tackle. Moreover, the existance of C10 makes it dif-
ficult to apply efficient Ant Colony Algorithms (ACO) to solve
P1.1. Fortunately, inspired by [28], we notice that the feasible
region of P1.1 can be significantly decreased by transforming
P1.1 into a stable marriage problem (SMP), which is proved
that can be efficiently solved by utilizing Deferred Acceptance
(DA) algorithm. However, the traditional DA algorithm can
only apply to one-to-one matching scenarios, which cannot be
directly utilized to solve P1.1. In this paper, an EDA algorithm
is proposed to tackle P1.1, where the detailed information can
be found in Algorithm 1. The significant steps of the proposed
EDA algorithm are summarized as follows.

USVs service preference list update: Let Ni and S be the
preference list of each USV i and the set of unserved USVs,
respectively. According to Steps 4-10, each USV i ∈ S can
update its preference list Ui. In particular, each UAV n that
can satisfy C9 and C10 can be regarded as a potential service
provider for USV i ∈ S. Then, one can move UAV n into Ni

and sort elements in Ni in ascending order of twn,i.

Matching operation Let Mn be the service set of each
UAV n, where the order of each element can be utilized to
indicate the service sequence. USV i ∈ S that can satisfy C9
and C10 can be regarded as a candidate that can be served by
UAV n. Next, the matching operation is utilized. In particular,
if UAV n cannot match any USV i ∈ S , this UAV accepts
USV i. When UAV n matches one USV, e.g., USV j, if dn,i ≥
dn,j , UAV n will reject USV i and then this USV i require
matching the next element of Ni. Otherwise, UAV n accepts

Algorithm 1: The Proposed EDA Algorithm

1 initialize Mn = ∅, Ui and S;
2 while rEDA ≤ rmax

EDA or S ≠ ∅ do
3 UAVs service preference list update
4 for i ∈ S do
5 for n ∈ N do
6 if UAV n satisfies C9 and C10 then
7 move this UAV to Ui

8 end
9 end

10 end
11 perform matching operation and update Mn

12 unserved USV set update
13 for i ∈ S do
14 if USV i matched one UAV then
15 remove USV i from S
16 end
17 end
18 r = r + 1
19 until convergence
20 end

USV i and then replace USV j by USV i in Mn. The match
operation will continue until all USVs have matched one UAV
and then move the matched USV i to Mn. The proposed EDA
algorithm can be regarded as convergence when S = ∅ or
rEDA = rmax

EDA, where rmax
EDA represents the maximum number

of iterations of the proposed EDA algorithm. As such, one can
obtain the optimal USVs execution selection indicator β∗.

B. The optimization problem of USVs execution mode selec-
tion indicator α

After obtain the feasible β, given any feasible α and s, P1
can be reduced as

P1.2 : min
α

∑
n∈N

∑
i∈Mn

αi(tb,n,i + tli) + (1− αi)(ti,n + tni )

s.t. C1, C9, C10.
(27)
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P1.2 is still challenging to tackle due to the following rea-
sons. First, the arrival time of each assigned UAV cannot be
determined. Second, the feasible dimensions of USV execution
selection indicators can be up to 2M . As such, the computation
time of traditional searching algorithms such as branch and
bound becomes inefficient to solve P1.2. Note that P1.2 can
be divided into a list of parallel sub-problems and efficiently
solve each subproblem via Lagrangian relaxation method. In
this way, one can obtain the feasible solution to the challenging
optimization problem P1.2 efficiently.

Let tsi = tb,n,i + tli − ti,n − tni and t̂si = Yi − τn,i − twn,i −
tn,i − tni . Consider the n-th sub-problem of P1.2, one has

P1.2.1 : min
α

∑
i∈Mn

(αit
s
i + ti,n + tni )

s.t. C1,
Ċ9 : αit

s
i ≤ t̂si , i ∈ Mn,

Ċ10 :
∑

i∈Mn

(1− αi)D
o
i ≤ Dmax

n .

(28)

In this paper, an ELRM algorithm is proposed to solve P1.2.1.
Let λ and µ be the introduced non-negative Lagrange multi-
pliers, where λ ≜ {λ1, λ2, · · · , λM}. The Lagrange function
LR(α,λ, µ) can be formulated as

LR(α,λ, µ) =
∑

i∈Mn

αit
s
i + ti,n + tni +

∑
i∈Mn

λi(αit
s
i − t̂si )

+ µ(
∑

i∈Mn

(1− αi)D
o
i −Dmax

n ),

(29)
In this way, P1.2.1 can be rewritten as

P̂1.2.1 : max
λ,µ

min
α

∑
i∈Mn

(tsi + λit
s
i − µDo

i )αi

+
∑

i∈Mn

(ti,n + tni − λit̂
s
i + µDo

i )− µDmax
n

s.t. λi ≥ 0, µ ≥ 0.
(30)

Define αr∗(λr, µr) as the obtained optimal solution in r-th
iteration. One has

αr∗
i (λr, µr) =

{
1, tsi + λit

s
i − µDo

i ≤ 0,

0, otherwise.
(31)

Substitute α(r−1)∗(λr−1, µr−1) into t̂si , one can obtain t
s
i ,

which is a constant. Given any feasible αr∗(λr, µr), P̂1.2.1
can be reduced as

Ṗ1.2.1 : max
λ,µ

∑
i∈Mn

(tsi + λit
s
i − µDo

i )α
r∗
i

+
∑

i∈Mn

(ti,n + tni − λit
s
i + µDo

i )− µDmax
n

s.t. λi ≥ 0, µ ≥ 0.

(32)

The subgradient method is utilized to update Lagrange multi-
pliers in each iteration, where λr+1

i can be given as

λr+1
i = max{λr

i + ωr
i (α

r∗
i tsi − t

s
i ), 0}, (33)

where ωr
i ∈ (0, 1) represents the proportionality coefficient of

λr+1
i . µr+1 can be expressed as

µr+1 = max{µ+ ϕr
i (

∑
i∈Mn

(1− αr∗
i )Do

i −Dmax
n ), 0}, (34)

where ϕr
i ∈ (0, 1) is the proportionality coefficient of µr+1.

Let ϵ and rmax
ELRM be the error control parameter and the

maximum number of iterations of the proposed ELRM al-
gorithm, respectively. The proposed ELRM algorithm reaches
convergence when ||λr+1 − λr|| ≤ ϵ or rELRM = rmax

ELRM .
As such, one can obtain the optimal USVs execution mode
selection indicator α∗. The detailed information regarding the
proposed ELRM algorithm is summarized in Algorithm 2.

Algorithm 2: The proposed ELRM algorithm

1 divide P1.2 into N parallel sub-problems
2 consider each sub-problem
3 for n ∈ N do
4 initialize λ , µ and ϵ
5 construct Lagrange function LR(α,λ, µ)

according to Eq. (29)
6 while rELRM ≤ rmax

ELRM or ||λr+1 − λr|| ≥ ϵ do
7 update t̂si
8 update λ and µ according to Eq. (33)-(34)
9 obtain αr∗(λr, µr)

10 end
11 until convergence
12 end

C. The joint optimization subproblem of UAVs hovering coor-
dinates s and RIS phase shift vector θ

After obtain the feasible α and β, P1 can be reduced as

P1.3 : min
θ,s

∑
n∈N

∑
i∈Mn

α∗
i (tb,n,i + tli) + (1− α∗

i )(ti,n + tni )

s.t. C2− C4, C8.
(35)

One can observe that s and θ are closely coupled in tb,n,i
and the denominator of tb,n,i cannot be simplified due to the
existence of θn,i. Moreover, the objective function of P1.3
and C9 are both non-convex with respect to si. As such,
P1.3 cannot be directly solved by using the traditional convex
optimization algorithm and learning-based solutions.

Note that P1.3 can be divided into a list of parallel sub-
problems. Consider each sub-problem, given any feasible s,
after remove irrelevant parameters, P1.3 can be reduced as

P̂1.3.1 : min
θ

∑
i∈Mn

α∗
i (tb,n,i + tli) + (1− α∗

i )(tb,i + tni )

s.t. C2.
(36)

According to Eqs. (8)-(9), after remove irrelevant terms,
P̂1.3.1 can be rewritten as a maximization problem as follows

P̃1.3.1 : max
θ

∑
i∈Mn

||wH
i (hb,i + hb,nΘn,ihn,i)||2

s.t. C2.
(37)
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According to Proposition 1, one can obtain the the optimal
solution to P̃1.3.1.
Proposition 1: The optimal solution to P̃1.3.1 can be given
as θ∗

n,i = {θ1∗n,i, θ2∗n,i, · · · , θk∗n,i, · · · , θK∗
n,i }, where each θk∗n,i =

arg(Ψi)− arg(Ωi(k)).

Proof. The proof can be found in [29].

After successfully solving P̃1.3.1, one can optimize UAVs
hovering coordinates in an iterative manner. Since α∗

i can
be obtained using Algorithm 2, this section investigates the
optimization of UAVs hovering coordinates under two cases,
e.g., α∗

i = 1 and 0, respectively. The detailed information is
given as follows.

Case 1: When α∗
i = 1, given any feasible sg, i ̸= g and

θ∗
n,i, tb,n,i can be rewritten as

tb,n,i =
Do

i

Bb,n,ilog2(1 + (
ρ0

||si − qi||||si − qb||
+
√
ρ0d

−3.5
b,i )2)

.

(38)
Consequently, P1.3 can be transformed into

P1.3.2 : min
si

tb,n,i + tli

s.t. C3, C4, C9.
(39)

One can observe that the objective function and constraint
C9 of P1.3.2 are both non-convex, which makes P1.3.2 still
challenging to solve.

Define the auxiliary variables rb,n,i, n ∈ N , i ∈ Mn and

Γi = Yi − Do
i

Bb,n,irb,n,i
− tli − Xi −

∑
g∈M βg,i∗

n (τn,g −

α∗
g(tb,n,g+ tlg)− (1−α∗

g)(tn,g+ tng )), where α∗
g is the optimal

execution selection indicator of USV g, g ∈ Mn. In this way,
P1.3.2 can be transformed into

P̂1.3.2 : min
si,rb,n,i

tb,n,i + tli

s.t. C3, C4

Ĉ9 : ||si − sg|| ≤ vnΓi, i, j ∈ M
C11 : rb,n,i ≤ Cb,n,i, i ∈ M, n ∈ N .

(40)

Note that the traditional high efficient solutions such as SCA
cannot be directly utilized to transform C11 into a convex
constraint since ||si−qi|| and ||si−qb|| are closely coupled.

To tackle the challenging problem P̂1.3.2, ADMM is uti-
lized. After introduce the duplicated variable ŝi, i ∈ Mn, one
has

C12 : si = ŝi, i ∈ Ni. (41)

Consequently, C4 can be transformed into

Ĉ4 : ||ŝi − qb|| ≤ dmax
b,n , i ∈ Mn, (42)

C11 can be transformed into

Ĉ11 : rb,n,i ≤ log2(1 + (
ρ0

||si − qi||||ŝi − qb||
+
√
ρ0d

−3.5
b,i )2).

(43)
In this way, P̂1.3.2 can be transformed into

Ṗ1.3.2 : min
si,ŝi,rb,n,i

tb,n,i + tli

s.t. C3, Ĉ4, Ĉ9, Ĉ11, C12.
(44)

The corresponding Augmented Lagrangian (AL) function of
P̂1.3.2 can be formulated as

L(si, ŝi,ϑi) = tb,n,i +
ρ

2
||si − ŝi + ϑi||2F , (45)

where ρ is the penalty parameter and ϑi is the dual variable
of C12. One can observe that L(si, ŝi,ϑi) is separable along
with si and ŝi. Therefore, the feasible solution to P̂1.3.2 can
be obtained by alternately updating si and ŝi. The detailed
information is summarized as follows.

The Update of ŝi: The optimization of ŝi in each r-th
iteration can be given as

P1.3.2.1 : min
ŝi

ρ

2
||ŝi − sr−1

i + ϑi||2F ,

s.t. Ĉ4, ˆC11,
(46)

where sr−1
i is the obtained solution of si in (r − 1)-th

iteration. Ĉb,n,i is convex with respect to ||ŝi − qb|| and thus
ˆC11 can be transformed into a convex constraint by utilize

SCA method. The lower bound of Ĉb,n,i can be determined
by employing the first-order Taylor expansion of Ĉb,n,i. One
can obtain the expression of Ĉlb

b,n,i, which is shown in Eq.
(47).
where ∆ =

√
ρ0d

−3.5
b,i .

In this way, ˆC11 can be transformed into

˙C11 : rb,n,i ≤ Ĉlb
b,n,i. (48)

Consequently, P1.3.2.1 can be transformed into

P̂1.3.2.1 : min
ŝi

ρ

2
||ŝi − sr−1

i + ϑi||2F ,

s.t. Ĉ4, ˙C11,
(49)

Note that P̂1.3.2.1 is a convex optimization problem, which
can be efficiently solved by CVX [30].

The Update of si: The optimization of si in r-th iteration
can be given as

P1.3.2.2 : min
si

tb,n,i +
ρ

2
||si − ŝi

r−1 + ϑi||2F ,

s.t. C3, Ĉ11,
(50)

Although Ĉ11 can be transformed into a convex constraint
by utilizing SCA method, P1.3.2.2 is still a non-convex
optimization problem and challenging to solve since tb,n,i is
non-convex with respect to si [31].

After substitute tb,n,i by t̂b,n,i, where t̂b,n,i =
Do

i

Bb,n,irb,n,i
.

Consider each iteration, rb,n,i can be updated by substitute si
by ŝri . In this way, Ṗ1.3.2.2 can be transformed into

Ṗ1.3.2.2 : min
si

t̂b,n,i +
ρ

2
||si − ŝi

r−1 + ϑi||2F ,

s.t. C3,
C11 : rb,n,i ≤ Clb

b,n,i.

(51)

One can observe that Ṗ1.3.2.2 is a convex optimization
problem, which can be efficiently solved by using CVX. In
this way, one can obtain the feasible solution to Case 1.
In summary, one can utilize ADMM to divide P̂1.3.2 into
P̂1.3.2.1 and Ṗ1.3.2.2, and then solve each problem using
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Ĉlb
b,n,i ≜ log2(1 + (

ρ0

||sr−1
i − qi||||ŝir−1 − qb||

+∆)2)

−
2(ρ20 +∆ρ0||sr−1

i − qi||||ŝir−1 − qb||)
ln2(||sr−1

i − qi||2||ŝir−1 − qb||3 + ||ŝir−1 − qb||(ρ0 +∆||sr−1
i − qi||||ŝir−1 − qb||)2)

(||ŝi − qb|| − ||ŝir−1 − qb||),

(47)

CVX. As such, the proposed ADMM algorithm can realize
convergence when reaches the maximum iteration number
rmax
ADMM .

Case 2: When α∗
i = 0, given any feasible sj , j ̸= i, P1.3

can be reduced as

P1.3.3 : min
si

tn,i + tni

s.t. C3, C4, C9.
(52)

After introduce auxiliary variable zi,n, P1.3.3 can be trans-
formed into

P̂1.3.3 : min
si,zi,n

tn,i + tni

s.t. C3, C4,

C9 : τn,i + twn,i +
Dl

i

zn,i
+ tni ≤ Yi,

C13 : zn,i ≤ Ci,n.

(53)

One can apply SCA to C13 and thus the lower bound of zn,i
can be given as

zlbn,i ≜ Bn,ilog2(1 +
ptri hi,n

(||si − qi||2)σ2
)

− Bn,ip
tr
i hi,n(||si − qi||2 − ||si − qi||2)

σ2ln2||si − qi||2(||si − qi||2 +
ptri hi,n

σ2
)

.
(54)

As such, P̂1.3.3 can be transformed into a convex optimization
problem, which can be efficiently solved by CVX. In this way,
one can obtain the feasible solution to Case 2. The detailed
information regarding the proposed joint ADMM-SCA-based
algorithm can be found in Algorithm 3, where rmax

ADMM−SCA

is the maximum iteration number.
The framework regarding the proposed solution is summa-

rized in Algorithm 4. Let r∗ be the number of iterations for
the proposed solution to realize convergence. In particular,
the complexity of solving problem P1.1 is O(NM2) and

complexity of solving problem P1.2 is O(M log2
1

ϵ
). Note

that when all USVs select local execution mode, Algorithm 3
reaches the worst situation. The complexity of solving prob-
lem P1.3 under the worst situation is O(IADMMM1.5N3.5).
Therefore, the complexity of Algorithm 4 can be roughly

given as O(r∗(NM2 + M log2
1

ϵ
+ IADMMM1.5N3.5). One

should note that MEC server is responsible for executing
the proposed solution, where MEC server is equipped with
sufficient computation resources and the obtained information
can be transmitted to UAV standby point and RIS controller.
Moreover, the communication overhead is ignored since it is
significantly smaller than computation tasks.

Algorithm 3: The proposed ADMM-SCA-based algo-
rithm

1 divide P1.3 into N parallel sub-problems
2 consider each subproblem
3 for n ∈ N do
4 for rADMM−SCA ≤ rmax

ADMM−SCA do
5 Case 1:
6 introduce rb,n,i, ŝi and C12
7 transform C4 into Ĉ4
8 transform C11 into Ĉ11
9 relax P1.3.2 into ADMM form P̂1.3.2

10 while r ≤ rmax
ADMM do

11 solve P̂1.3.2.1 and obtain sgi
12 solve Ṗ1.3.2.2 and obtain ŝi

g

13 update Lagrange Multipliers ϑg+1
i

14 update rb,n,i
15 end
16 Case 2:
17 introduce zi,n
18 while r ≤ rmax

SCA do
19 solve P̂1.3.3 and obtain sgi
20 update zn,i
21 end
22 end
23 end

Algorithm 4: The framework of the proposed solution

1 initial α0, β0 and s0
2 while r ≤ r∗ do
3 given αr−1 and sr−1, solve P1.1 via Algorihm 1

and obtain βr

4 given βr and sr−1, solve P1.2 via Algorihm 2 to
update αr

5 given βr and αr, solve P1.3 via Algorihm 3 to
update sr

6 end
7 until convergence

IV. PERFORMANCE EVALUATION

This section evaluates and compares the selected key per-
formance metrics of the proposed solution with numerous
benchmark algorithms. All experiments are conducted in MAT-
LAB with Intel Core i5-12600K CPU @3.70GHz with 16GB
RAM. Also, MATLAB with CVX toolbox is also utilized.
The simulation setup of the proposed network is given as
follows. USVs are randomly distributed in a square area of
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Fig. 3: The task processing time cost versus the different
number of USVs when K = 10.
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Fig. 4: The task processing time cost versus the different
number of RIS reflecting elements when M = 15.

300 m × 300 m and UAVs fly at a fixed altitude of H = 50
m. The data size generated by each USV and originated
from the Internet are set as [1, 20] ×107 bits and [1, 20]
×106 bits, respectively. The required CPU cycles to execute
each task is set as [1, 20] ×109. The earliest starting time
Xi and latest service time Yi range from [1, 500] s and
(500, 1000] s. To highlight the efficiency of the proposed
solution regarding USVs execution selection, the computation
capability of each USV and UAV are set as fi = 5×108 CPU
cycles/s and fn = 2×109 CPU cycles/s, respectively. Wireless
communication channels are assumed to be perfectly estimated
when utilizing RIS technique, TBS-UAV link is assumed to
be a controllable NLOS channel. TBS-USV link and UAV-
USV link are assumed as non-LOS and LOS, respectively
[32]. The PL coefficients, where TBS → USV i, UAV-
mounted RIS → USV i and TBS → UAV-mounted RIS are
set to 3.5, 2 and 2, respectively, according to the real-world
measurements [33]. A list of selected widely used algorithms,
e.g., All Local Execution algorithm (AL), All UAVs Execution
algorithm (AU), Random Execution algorithm (RE), Genetic
algorithm (GA), Branch and Bound algorithm (BnB), UAVs
Fixed Hovering Coordinate algorithm (FC), UAVs Random
Hovering Coordinates algorithm (RC), Differential Evolution
optimization algorithm (DE) are selected as benchmarks. The
performance evaluation is investigated via two key perfor-
mance metrics, e.g., the time cost of task processing and
task success execution ratio. Moreover, the performance of the
proposed solution under different typical number of deployed
UAVs and caching capabilities is explored. The detailed in-
formation regarding the selected algorithms is introduced as
follows.

All USVs Local Execution algorithm (AL): All USVs
execute tasks by local execution mode [3]. The optimization
of UAVs flight route selection, RIS phase shift vector and
UAVs hovering coordinates is identical to the proposed solu-
tion. In this case, even though USVs task execution energy
consumption is high, this algorithm can realize considerable
information security.

All UAVs Execution algorithm (AU): All USVs decide to
execute tasks via UAV execution mode [34]. The optimiza-
tion of UAVs flight route selection, RIS phase shift vector
and UAVs hovering coordinates is identical to the proposed

solution.
Random Execution algorithm (RE): All USVs randomly

select execution mode [33]. The optimization process of
UAVs flight route selection, RIS phase shift vector and UAVs
hovering coordinates is identical to the proposed solution.

Genetic algorithm (GA): The optimization of USVs exe-
cution mode selection is in the same manner with [35]. The
optimization process of RIS phase shift vector and UAVs
hovering coordinates is identical to the proposed solution.

Branch and Bound algorithm (BnB): The branch and
bound algorithm is utilized to optimize USVs execution mode
selection [36]. The optimization process of RIS phase shift
vector and UAVs hovering coordinates is identical to the
proposed solution.

UAVs Fixed Hovering Coordinate algorithm (FC): Each
UAV hovering coordinate is predetermined as the midpoint
between TBS and each USV [29]. The optimization of UAVs
flight route selection, USVs task execution mode selection and
RIS phase shift vector is identical to the proposed solution.

UAVs Random Hovering Coordinates algorithm (RC):
UAVs hovering coordinates are randomly determined [37]. The
optimization of UAVs flight route selection, USVs task exe-
cution mode selection and RIS phase shift vector is identical
to the proposed solution.

Differential Evolution optimization algorithm (DE):
The differential evolution optimization algorithm is utilized to
optimize UAVs hovering coordinates as proposed in [7]. The
optimization of UAVs flight route selection, USVs task exe-
cution mode selection and RIS phase shift vector is identical
to the proposed solution.

The time cost of task processing versus the number of USVs
when RIS reflecting elements K = 10 is demonstrated in
Fig. 3. One can observe that the task processing time cost
keeps increasing with the number of USVs rising. In particular,
the proposed solution realizes the least processing time at
nearly 210 s and 360 s when M = 15 and 30, respectively,
followed by GA and BnB with the corresponding value of
420 s, 700 s and 490 s, 800 s, respectively. RC realizes the
worst performance, where the task processing time cost is
approximately 870 s and 1540 s when M = 15 and 30,
respectively. The reason may involve the fact that the proposed
solution can obtain the optimized UAVs hovering coordinates
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and consequently reduce transmission distance between USVs
and UAVs with enhanced data link quality. Moreover, one
should note that appropriate USVs execution selection can
remarkably decrease task processing time cost, where the
proposed solution can dynamically adjust task execution mode
according to the processing time of each USV in comparison
with the selected benchmark algorithms. Although GA and
BnB are capable of optimizing USVs execution selection,
these algorithms may become inefficient in obtaining appro-
priate USVs execution mode selection without optimizing RIS
phase shift vector, UAVs flight route selection indicator and
UAVs hovering coordinates.

The typical value of M = 15 is selected for further in-
vestigation. The task processing time cost versus the different
number of RIS reflecting elements when M = 15 is demon-
strated in Fig. 4. One can observe that the task processing
time keeps decreasing with the number of RIS reflecting
elements increasing. The proposed solution realizes the best
performance, where the processing time is approximately 220
s and 180 s when K = 10 and 30, respectively, followed by
GA and BnB, where the corresponding value is around 280
s, 200 s and 450 s, 290 s, respectively. RC realizes the worst
performance with the task processing time at approximately
1390 s and 1270 s when K = 10 and 30, respectively. This

is because a larger number of RIS reflecting elements can
enhance communication link quality between TBS and each
USV and thus decrease transmission latency. Moreover, one
should be aware that deploying more RIS reflecting elements
cannot considerably improve the link quality between each
UAV and USV since a large proportion of task processing
time cost is caused by USVs that select UAV execution mode.

The relationship between task processing time cost and the
different noise power is shown in Fig. 5. One can observe
that the task processing time cost of all algorithms keeps
increasing as noise power rises. In particular, the proposed
solution realizes the least processing time cost at nearly 200
s, 250 s and 500 s when σ2 = −80 dBm, −77 dBm and −74
dBm, respectively, followed by GA and BnB at approximately
250 s, 490 s, 920 s and 490 s, 750 s, 980 s, respectively. RC
realizes the worst performance with the corresponding task
processing time cost at around 1200 s, 2100 s and 4200 s
when σ2 = −80 dBm, −77 dBm and −74 dBm, respectively.
This may involve the following reasons. First, the larger
predetermined σ2 leads to a lower SNR requirement and thus
the transmission time cost between each UAV and USV, and
TBS and each USV can be significantly prolonged. Moreover,
one should note that inappropriate USVs execution selection
may degrade the transmission data rate; the proposed solution
can dynamically select an execution mode under different
noise power conditions compared with the selected algorithms.

The typical value of K = 10 is selected for further
investigation. Note that each task that cannot be successfully
executed within its time window can be regarded as failed.
Following [3], task execution success ratio, which can be
defined as the percentage of successfully executed tasks, is
taken into consideration. Fig. 6 demonstrates task execu-
tion success ratio versus the different noise power. One can
observe that task execution success ratio of all algorithms
keeps increasing correspondingly as noise power decreases.
In particular, the proposed solution realizes the highest task
execution success ratio at about 59%, 89% and 94% when
σ2 = −74dBm, −77dBm and −80dBm, respectively, followed
by DE and FC with the corresponding values at about 23%,
32%, 56% and 7%, 15%, 23%, respectively. RC reaches
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number of UAVs when Dmax

n = 109 bits.
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the worst performance with the task execution success ratio
of 3%, 9% and 13% when σ2 = −74dBm, −77dBm and
−80dBm, respectively. This may involve the following facts.
First, one should note that lower σ2 may lead to higher SNR
and thus the transmission time cost can decrease significantly.
Moreover, the proposed solution can dynamically optimize
UAVs hovering coordinates according to task time window
constraints. In this way, the waiting time cost of each UAV and
task execution time cost can be significantly reduced. Besides,
the proposed solution outperforms GA and BnB since the
proposed ELRM algorithm can dynamically update Lagrange
multipliers when considering C9 while GA and BnB can only
utilize the fixed step as analyzed in [35-36].

Fig. 7 demonstrates task execution success ratio versus
the different typical number of RIS reflecting elements when
σ2 = −77 dBm. One can see that the proposed solution
outperforms other algorithms when under the same number of
K. In particular, task success execution ratio of the proposed
solution realizes nearly 70%, 85% and 95% when K = 10,
20, and 30, respectively, followed by GA and BnB with the
corresponding values at about 55%, 65%, 72% and 33%,
48%, 58%, respectively. RC reaches the worst performance
with task execution success ratio of 6%, 8% and 10% when
K = 10, 20, and 30, respectively. Moreover, one should note
that the performance of AU cannot always keep increasing
with the number of RIS reflecting elements rising. This is
because deploying a larger number of RIS reflecting elements
cannot enhance task execution success ratio of AU since this
algorithm promises all USVs select UAV execution mode and
do not suffer downlink data transmission time cost.

Fig. 8 demonstrates the time cost of task processing versus
the number of USVs under different typical number of UAVs.
One can observe that the higher number of deployed UAVs
promises less task processing time cost. In particular, when
N = 6, the task processing time cost realizes around 210
s and 440 s when M = 15 and 30, respectively, while the
corresponding value is nearly 410 s and 890 s when N = 4.
The reason may involve the fact that when the number of
deployed UAVs is small, on the one hand, each UAV needs to
serve more USVs during each service duration; on the other
hand, to satisfy time window constraint, the distance between
two successive UAVs hovering coordinates is prolonged, as

analyzed in the proposed ADMM-SCA-based algorithm. Also,
one should note that a smaller number of deployed UAVs may
bring inadequate caching capability and thus deteriorate task
processing time cost.

Fig. 9 demonstrates the time cost of task processing versus
the number of USVs under different UAVs caching capabilities
of the proposed solution. One can observe that the higher
UAVs caching capability promises less task processing time
cost. In particular, when Dmax

n = 109 bits, the task processing
time cost is about 200 s and 400 s when M = 15 and 30,
respectively, while this value is approximately 380 s and 750
s when Dmax

n = 108 bits, respectively. This may involve
the reason that USVs compete UAVs caching resources as
analyzed in ELRM algorithm and the situation may become
even worse when UAVs are equipped with insufficient caching
capability, which makes USVs unable to select appropriate
execution modes and thus prolong the task processing time
cost. For instance, when UAVs suffer limited insufficient
caching capabilities, e.g., when Dmax

n = 107 bits, the task
processing time may result in a sharp increase since some
USVs can only be able to select local execution mode and
experience high data transmission latency, especially when
M = 6 and 21.

Note that some existing highly efficient solutions, such as
traditional convex optimization algorithm and learning-based
solutions, cannot be directly utilized to solve the formulated
optimization problem P1 since USVs task execution mode
selection, UAVs hovering coordinates and RIS phase shift
vector are closely coupled. The proposed heuristic solution
takes both the channel link quality between TBS and USVs
and resource allocation of RIS-assisted UAV MEC network
into consideration. In this regard, we first analyze UAVs
flight route selection to promise that all USVs can be served
by the most appropriate UAV. Then, USVs task execution
mode selection is well studied to promise that each USV
can dynamically determine task execution mode according to
task data size and link quality to realize low latency data
transmission. Afterward, we jointly consider RIS phase shift
vector design and UAVs hovering coordinates, where we first
obtain the feasible RIS phase shift vector via mathematical
analysis and then obtain feasible UAVs hovering coordinates
using the proposed ADMM-SCA-based algorithm. In this way,
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one can obtain the feasible solution to P1 efficiently.

V. CONCLUSION AND FUTURE WORK

In this paper, an RIS-assisted UAV-enabled wireless inland
ship MEC network architecture to support low-latency USVs
data computation with time window is proposed. Aiming to
enhance the QoS performance, the task processing time min-
imization problem is formulated by jointly considering UAV
flight route selection, USVs execution mode selection, UAVs
hovering coordinates and RIS phase shift vector design. To
tackle the formulated challenging problem, a heuristic solution
is proposed, where we first decouple the origin problem into
three sub-problems, e.g., UAVs flight route selection optimiza-
tion subproblem, USVs execution mode selection optimization
subproblem and the joint UAVs hovering coordinates and
RIS phase shift vector optimization subproblem, which are
solved by the proposed EDA algorithm, ELRM algorithm
and ADMM-SCA-based algorithm, respectively. In this way,
the formulated challenging problem can be efficiently solved.
Numerical results verify the effectiveness of the proposed
solution compared with various selected advanced algorithms
regarding task processing time. Also, the performance of the
proposed solution in terms of typical UAVs caching capability
and UAVs numbers has been investigated.

One of the most important issues for RIS-assisted UAV
MEC networks is data safety, where wireless channels are ob-
servable to potential eavesdroppers. One widely used method
to handle this scenario is to utilize redundancy in convolutional
coding; however, this approach suffers a heavy communication
load. Future research direction can be focused on reducing se-
crecy to avoid eavesdropping and maximize data transmission
achievable rate via deep learning based and deep reinforcement
learning algorithms [38-39]. Another promising research topic
is artificial intelligence based secure communication for RIS-
assisted UAV MEC networks. The existing solutions, such as
reinforcement learning, Dinkelbach-guided DRL and so forth,
can achieve better network security performance via jointly
optimizing mobile devices offloading decisions and network
resource allocation; however, most existing approaches cannot
take UAV trajectory and RIS phase shift vector design into
account. Besides, to release the ever-increasing heavy overload
of USVs, a bi-objective optimization problem for USVs tasks
execution energy consumption and overall tasks processing
latency for RIS-assisted UAV MEC network worth further
efforts since jointly taking both two performance parameters
into account are usually complex and contradictory; very
few works have been studied this emerging topic since the
optimization process to solve this type of research problem is
extremely challenging [40-41].
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