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A B S T R A C T

Efficient generalisation in supply chain inventory management is challenging due to a potential mismatch
between the model optimised and objective reality. It is hard to know how the real world is configured
and, thus, hard to train an agent optimally for it. We address this problem by combining offline training
and online adaptation. Agents were trained offline using data from all possible environmental configurations,
termed contexts. During an online adaptation phase, agents search for the context maximising rewards. Agents
adapted online rapidly and achieved performance close to knowing the context a-priori. In particular, they
acted optimally without inferring the correct context, but by finding a suitable one for reward maximisation.
By enabling agents to leverage off-line training and online adaptation, we improve their efficiency and
effectiveness in unknown environments. The methodology has broader potential applications and contributes
to making RL algorithms useful in practical scenarios. We have released the code for this paper under
https://github.com/abatsis/supply_chain_few_shot_RL.
0. Introduction

One of the main challenges in Reinforcement Learning (RL) is
transferring agents from virtual environments to real-world settings.
While we have achieved significant success in training agents in virtual
environments using generic algorithms that require little or no tweak-
ing, the training and test environments must be the same. However,
in real-world applications, such as self-driving cars, manufacturing,
agriculture, or logistics, it is highly unlikely that the test environment is
exactly identical to the training environment. This is also particularly
true in supply chain management (Forrester, 1961), where the exact
environment in which one operates must be discovered – it is highly
unrealistic to expect it to be known a priori.

Past efforts to address this challenge have focused on ‘‘automatic do-
main randomisation’’ (Peng, Andrychowicz, Zaremba, & Abbeel, 2018).
This approach involves training an agent with different configurations
of the same problem offline, enabling them to be robust to pertur-
bations. For example, agents can be trained using various friction
values in a simulator (Akkaya et al., 2019) and then deployed with a
policy that is indifferent to/can handle the actual values of real world
environments. Different values of a parameter (termed ‘‘context’’ in our
discussion, synonymous with domain) induce regularisation and robust-
ness in the perturbations one will surely encounter when deploying
in the real world. Usually, the parameters that make up the context
could more or less be treated as a form of noise/uncertainty. Recently,
however, such setups have been reappraised (Benjamins et al., 2023),
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and their importance elevated so as to make context the primary focus
of research.

The rationale for this paper is that domain randomisation is limited
by the fact that it treats all background/latent variables as a form of
noise. For example, in the case of a robotic hand, the method would
only work if one can treat the friction coefficient (an example of a
latent domain/context variable) as noise and still learn enough to
act optimally. However, if the materials used in different robots have
significantly different friction coefficient values, it would be impossible
to find a single policy that works well in all scenarios. Instead, a method
that incorporates memory and adapts online to different reward-state
structures is necessary (Pisheh Var, Fairbank, & Samothrakis, 2023);
this would be equivalent to discovering and making use of context (Ben-
jamins et al., 2023), a concept very similar to a domain (i.e. a set of
hidden/latent variables), but with the added caveat that it is usually not
treated as noise. One would have to incorporate an agent with memory
(e.g. an LSTM) and hope it learns internal latent states that represent
different domains/contexts and learn to make the link between context
and behaviour during training.

Methods that can handle the above scenario are challenging because
a single controller must be learnt so as to accommodate all different
contexts, something close to meta-learning (Li & Malik, 2016). In this
paper, we propose an alternative approach. We first train individual
agents who specialise in a specific context. Then, we train an agent that
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𝑆

incorporates context as an input, making it an integral part of the state
space. We then distill all these agents into a single agent that treats
the context as an unknown variable and performs a black-box search
over contexts. We evaluate our method in the task of optimising supply
chains, where the exact configuration is unknown to the agent, provid-
ing a more realistic scenario compared to assuming precise knowledge
of real-world dynamics. We emphasise that the main novelty of our
work is not the distilled agent itself, but the online adaptation of the
context input. We suggest that this method outperforms the initial
domain-specific models and can maintain excellent performance after
dramatic changes in the distribution of inputs that the distilled agent,
fed the latent context as input, cannot handle. It is also worth clarifying
that the aim of this adaptation process is not to infer the latent context
but to use it as best as possible to help the agent guide action. The rest
of the paper is organised as follows: Section 1 provides the necessary
background. Section 2 describes the methods used. Section 3 presents
the collected results. Section 4 discusses the results and experiments.
Finally, Section 5 concludes the paper, summarises the findings, and
explores potential future work.

1. Background

1.1. Reinforcement learning

The aim in reinforcement learning is to create agents that act opti-
mally in regimes of rewards and punishment (Sutton & Barto, 2018).
In practise this often translates into agents that can attack Markov
decision processes (MDPs) (Puterman, 1990), choosing actions in a way
that optimises cumulative reward. Typically, such a model learns by
interacting with the MDP in a stochastic way so that it can efficiently
explore the space of possible actions.

Definition 1. A Markov decision process is a tuple (𝑆,𝐴,𝑅, 𝑇 , 𝑝) where
is a set representing the state space, 𝐴 is the set of actions, 𝑅 ∶

𝑆 × 𝐴 × 𝑆 ↦ R is a reward function and 𝑇 (𝑠𝑡+1|𝑠𝑡, 𝑎) represent the
probability of transitioning to state 𝑠𝑡+1 from state 𝑠𝑡 given action 𝑎.
Finally, 𝑝 is the distribution of the initial state 𝑠0.

Markov decision processes can be generalised to partially observ-
able Markov decision processes (𝑆,𝐴,𝑂,𝑅, 𝑇 , 𝜙, 𝑝) where 𝑂 represents
the space of observations to which the agent has access and 𝜙 ∶ 𝑆 ↦ 𝑂
gives the observation the agent sees given the current state in 𝑆.

Definition 2. Given an MDP a policy 𝜋 is a stochastic function such
that 𝜋(𝑎|𝑠) represents the probability that the agent takes action 𝑎
given state 𝑠. An MDP together with a policy 𝜋 is associated with the
respective history space

𝐻 = {(𝑠1, 𝑎1, 𝑟1, 𝑠2, 𝑎2, 𝑟2,…) ∈ RN ∶ 𝑟𝑖 = 𝑅(𝑠𝑖, 𝑎𝑖, 𝑠𝑖+1)}. From
Caratheodory’s extension theorem the equation

𝜇𝜋 ([𝑆1, 𝐴1, 𝑅1,… , 𝑆𝑛, 𝐴𝑛, 𝑅𝑛]) =
𝑛
∏

𝑖=1
𝑇 (𝑠𝑖+1 ∈ 𝑆𝑖+1|𝑠𝑖 ∈ 𝑆𝐼 , 𝑎𝑖 ∈ 𝐴𝑖)𝜋(𝑎𝑖 ∈ 𝐴𝑖|𝑠𝑖 ∈ 𝑆𝑖),

where

[𝑆1, 𝐴1, 𝑅1,… , 𝑆𝑛, 𝐴𝑛, 𝑅𝑛] =

{ℎ ∈ 𝐻 ∶ (ℎ𝑠𝑖 , ℎ𝑎𝑖 , ℎ𝑟𝑖 ) ∈ 𝑆𝑖 × 𝐴𝑖 × 𝑅𝑖 for 𝑖 ∈ {1,… , 𝑛}}

and 𝑆𝑖, 𝐴𝑖, 𝑅𝑖 are intervals, defines a unique probability measure 𝜇𝜋 on
𝐻 .

The cumulative reward  ∶ 𝐻 ↦ R is defined as

(ℎ) =
∑

𝑖
𝛾 𝑖ℎ𝑟𝑖 .

The discount factor 𝛾 is used to ensure that the sum above is finite,
2

values closer to 1 favouring high rewards in the long term. The aim of
reinforcement learning is to learn a police 𝜋 that maximises E𝜇𝜋 (). In
practise, it is often assumed that specific states in 𝑆 are terminating,
indicating the end of an episode; alternatively, an episode is defined as
a fixed number of steps. In this case, the accumulative reward is defined
as the sum of all steps in an episode. In the latter case, the history space
𝐻 is approximated by {(𝑠1, 𝑎1, 𝑟1,… , 𝑠𝑛, 𝑎𝑛, 𝑟𝑛) ∈ R𝑛 ∶ 𝑟𝑖 = 𝑅(𝑠𝑖, 𝑎𝑖, 𝑠𝑖+1)}
where 𝑛 is the size of an episode. Finally, for future reference, we define
one more useful notion, which is the value function 𝑉𝜋 ∶ 𝑆 → R defined
by

𝑉𝜋 (𝑠) = E𝜇𝜋

[ ∞
∑

𝑖=0
𝛾 𝑖𝑟𝑖|𝑠0 = 𝑠

]

,

which is the expected return for starting at state 𝑠. The value function
intuitively reflects how good it is to be at a given state 𝑠.

1.2. Reinforcement learning and supply chains

There exists an extensive body of literature on the use of rein-
forcement learning in supply chain management. This discussion aims
to provide a concise overview of this literature. In a comprehensive
study by Gijsbrechts, Boute, Van Mieghem, and Zhang (2022), various
applications of reinforcement learning were evaluated in the context
of supply chain challenges, including lost sales, dual sourcing, and
multi-echelon problems. The investigation demonstrated that the use
of reinforcement learning, particularly the A3C model, can effectively
match the performance of cutting-edge model-specific heuristics. De
Moor, Gijsbrechts, and Boute (2022) introduced the implementation of
potential-based reward shaping in a Deep Q-Network (DQN) for policy
transfer. By incorporating insights from well-established heuristics,
such as base stock and BSP-low-EW policies, the researchers addressed
the perishable inventory problem. Their methodology achieved training
stability, improved performance, and made training fast. In particular,
the study revealed that the shaped DQN outperforms the teacher policy
in scenarios where the latter outperforms the unshaped DQN. The
investigation carried out by Stranieri and Stella (2022) focused on the
specifics of divergent management of the two-echelon supply chain,
accommodating varying unit quantities at each level. To tackle this
challenge, the researchers developed an environment tailored to the
problem and designed a dedicated library for its resolution using deep
reinforcement learning techniques. The experimentation encompassed
A3C, VPG, and PPO algorithms, with results that demonstrate that these
algorithms achieved nearly optimal solutions. Notably, PPO demon-
strated superior adaptability and overall performance. Addressing the
complexities of multiproduct and multistore supply chains with short
product life cycles, Demizu, Fukazawa, and Morita (2023) presented
a methodology tested on the example of new smartphones, where
one has very limited data on novel products. The proposed approach
involves an offline learning phase for a demand forecasting model
and a random shooting model for real-time management. Through
empirical validation using real-world data, the researchers established
the superiority of their approach over existing methods.

1.3. Multi-echelon inventory management

The problem of multi-echelon inventory management was first for-
malised by Glasserman and Tayur (1995). A supply chain starts from a
retailer which orders products from a supplier that produces and ships
products to the retailer. The supplier may have its own supplier, and
so on until we reach the party that sources raw materials. We will
refer to the different parties described above as levels. The inventory
management problem is to optimise the way orders to the suppliers are
placed to optimise profit given prices, inventory holding costs, shipping
costs, lead times, and production capacity. Our inventory management
modelling is based on the work of Hubbs et al. (2020). In order to be

as comprehensive as possible, we describe the framework here.
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Fig. 1. Example of a supply chain configuration.
Table 1
Element V.

Vector variable Interpretation

𝐼0 Initial inventory
𝑟 Replenishment costs per unit
𝑘 Unfulfilled orders costs
ℎ Holding costs per unit
𝑐𝑝 Production capacity
𝐿 Lead times
𝑝𝑟 Unit price for final product

Definition 3. Let 𝑉 = (𝐼0, 𝑟, 𝑘, ℎ, 𝑐𝑝, 𝐿, 𝑝𝑟) ∈ (R𝑚+1)6 × R, 𝜏 ∈ N be
a number representing the number of steps in an episode (also called
number of periods) and 𝐷 a distribution generating random demand.
Also assume that 𝑐𝑝(0) = 0, 𝐿(𝑚) = 0, 𝐼0(𝑚) = ∞ and ℎ(𝑚) = 0. Then we
will say that the tuple (𝑉 , 𝜏,𝐷) is a supply chain configuration of size
𝑚.

The semantic interpretation of the element 𝑉 is given in the Table 1,
the variables are vectors as they hold information for all 𝑚 + 1 levels
of the supply chain. See also Fig. 1. Given a supply chain configuration
we can model the inventory management task as a MDP as follows.

Definition 4. Let (𝑉 , 𝜏,𝐷), with 𝑉 = (𝐼0, 𝑟, 𝑘, ℎ, 𝑐𝑝, 𝐿, 𝑝𝑟), be a supply
chain configuration of size 𝑚. The respective MDP, which we will call
the supply chain environment, is (𝑆,𝐴,𝑅, 𝑇 , 𝑝) where 𝑆 = R𝑚+𝑚∗𝑚𝑎𝑥(𝐿).
An element of 𝑆 is to be understood as 𝑚 numbers 𝐼 𝑖 describing the
inventory at level 𝑖 plus 𝑚 ∗ 𝑚𝑎𝑥(𝐿) numbers 𝑂𝑖

𝑡 describing the orders
accepted at level 𝑖 during step t for the last 𝑚𝑎𝑥(𝐿) steps and all 𝑚
levels. We set 𝐴 = R𝑚 to be interpreted as the set of vectors (𝑎1𝑡 ,… , 𝑎𝑚𝑡 )
describing the orders placed by each level at step 𝑡. The transitions 𝑇
are described by the equations below,

𝐼 𝑖𝑡+1 = 𝐼 𝑖𝑡 + 𝑂𝑖
𝑡−𝐿(𝑖) − 𝑆 𝑖

𝑡 , 𝑖 ∈ {0,… , 𝑚 − 1}

𝑂𝑖
𝑡+1 = min(𝑐𝑝(𝑖 + 1), 𝐼 𝑖+1𝑡 , 𝑎𝑖𝑡), 𝑖 ∈ {0,… , 𝑚 − 1}

𝑆 𝑖
𝑡 =

{

𝑂𝑖−1
𝑡 , 𝑖 > 0

min(𝐼0𝑡 + 𝑂0
𝑡−𝐿(𝑖), 𝐷𝑡), 𝑖 = 0

𝑖 ∈ {0,… , 𝑚}
3

where 𝐷𝑡 is the random demand at time 𝑡 following the distribution 𝐷.
Reward 𝑅 is given by

𝑈 𝑖
𝑡 =

{

𝑎𝑖−1𝑡 − 𝑆𝑖
𝑡 , 𝑖 > 0

𝐷𝑡 − 𝑆 𝑖
𝑡 , 𝑖 = 0

𝑅𝑖
𝑡 = 𝑝𝑟𝑆 𝑖

𝑡 − 𝑟(𝑖)𝑂𝑖
𝑡 − 𝑘(𝑖)𝑈 𝑖

𝑡 − ℎ(𝑖)𝐼 𝑖𝑡+1, 𝑖 < 𝑚

𝑅𝑡 =
𝑚−1
∑

𝑖=0
𝑅𝑖 + (𝑝𝑟 − 𝑟(𝑚))𝑆(𝑚).

The distribution 𝑝 of the initial state is the Dirac measure deter-
mined by 𝐼0.

We will use the terms supply chain configuration and supply chain
environment interchangeably as they uniquely determine each other.
For more details see Hubbs et al. (2020).

1.4. Zero-shot and few-shot generalisation

The main idea of zero-shot generalisation is to build a reinforcement
learning model that works on a family of MDPs parameterised by
a variable representing context as part of what defines each MDP.
This allows the model to act in environments that it has never seen
before or be robust in small changes of the same environment. This
is particularly useful in real-world applications where environments
can be significantly different from those used for training. For an
extensive survey on the subject, see Kirk, Zhang, Grefenstette, and
Rocktäschel (2023). In this project, the context will be the supply
chain configuration, and our aim is to build a model that can work
for any such configuration when that is given as an input to the model,
without any additional training required. To formalise this, we give the
definition of a contextual Markov decision process (CMDP) as presented
in Hallak, Di Castro, and Mannor (2015). For simplicity we do not cover
the partial observably case as this is beyond the scope of this paper.

Definition 5. A Contextual Markov Decision Process (CMDP)  is
a tuple (𝑆′, 𝐴,𝑅, 𝑇 , 𝐶, 𝑝(𝑠′|𝑐), 𝑝(𝑐)) where 𝑆′ stands for the underlying
state space, 𝐶 is the context space, and 𝐴, 𝑅 and 𝑇 are the same
as in definition of MDP. Finally 𝑝(𝑐) is a distribution among different
context elements and 𝑝(𝑠′|𝑐) is the distribution of the initial state in
the respective MDP. A contextual Markov decision process will be
identified with the MDP (𝑆′ × 𝐶,𝐴,𝑅, 𝑇 , 𝑝(𝑐)𝑝(𝑠′|𝑐)) which precisely
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determines the types of 𝐴, 𝑅 and 𝑇 . The sets 𝑆𝑐 = 𝑆′ ×{𝑐} are assumed
o be invariant in the sense that

1 ≠ 𝑐2 ⟹ 𝑇 ((𝑠′, 𝑐2), 𝑎|(𝑠, 𝑐1)) = 0.

We will also need a notion of restricting to finite subsets 𝐶𝑠 ⊆ 𝐶.

efinition 6. Let  be a CMDP (𝑆′, 𝐴,𝑅, 𝑇 , 𝐶, 𝑝(𝑠′|𝑐), 𝑝(𝑐)) and 𝐶𝑠 ⊆ 𝐶
e finite. We denote by |𝐶 the contextual MDP (𝑆′, 𝐴,𝑅, 𝑇 , 𝐶𝑠, 𝑝𝑠(𝑠′|𝑐),
𝑠(𝑐)) where

𝑠(𝑐) =

(

∑

𝑥∈𝐶𝑠

𝑝(𝑥)

)−1

𝑝(𝑐), 𝑐 ∈ 𝐶𝑠.

Also, for 𝑐0 ∈ 𝐶 we set 𝑐0 to be the MDP (𝑆′ × {𝑐0}, 𝐴,𝑅𝑐0 , 𝑇𝑐0 ,
(𝑠|𝑐)) where 𝑅𝑐0 , 𝑇𝑐0 are the restrictions required of 𝑅 and 𝑇 respec-
ively.

We can now formulate the zero-shot generalisation problem for a
MDP . We have finite samples 𝐶train, 𝐶test ⊆ 𝐶 and set 𝑝test to be
he context distribution of |𝐶test . The aim is to build a policy 𝜋 for 
hat maximises

𝑐∼𝑝test(𝑐)(E𝜇𝜋 (𝑐 )),

here 𝑐 is the cumulative reward corresponding to MDP 𝑐 , assum-
ng that we have access only to |𝐶train during the training process.

.5. Proximal policy optimisation

Training a policy neural network in reinforcement learning comes
ith additional challenges compared to supervised learning. We do
ot have a static high-quality diverse dataset beforehand to use for
earning. We acquire data through sessions of interaction with the
nvironment (consisting of multiple episodes), but the data we get this
ay have a very narrow scope for each session and at the early stages
f learning are not particularly meaningful. The general strategy for
einforcement learning algorithms is based on a loop of interacting
ith the environment to collect data, and then only partially optimise

he policy before we go back to the environment to collect more data
hrough stochastically acting on the environment based on the new
pdated policy. The reason why randomness is involved in choice of
ctions is that we can make sure we keep exploring new ways of acting
n the environment. In vanilla policy gradients (see Mnih et al., 2016)
he direction of the policy optimisation is determined by the objective
unction

𝜇𝜋 [∇𝜃 log𝜋𝜃(𝑎𝑡|𝑠𝑡)�̂�𝑡],

where �̂�𝑡 is an estimator of the advantage function

�̂�𝑡 = 𝑉𝜋current (𝑠𝑡) − 𝑉𝜋previous (𝑠𝑡).

The downside of the vanilla policy gradient is that it is highly
unstable, as the data we collect during a policy update iteration can
lead to the destruction of an effective policy and throw our model at
an area far away from the optimal policy. To deal with this problem, the
authors of Schulman, Levine, Abbeel, Jordan, and Moritz (2015) came
up with the trust region policy optimization (TRO). The main idea of
TRO is to use the following objective function.

E𝜇𝜋

[

𝜋𝜃(𝑎𝑡|𝑠𝑡)
𝜋𝜃old (𝑎𝑡|𝑠𝑡)

�̂�𝑡

]

,

constrained to

E𝜇𝜋

[

KL(𝜋𝜃old (⋅, 𝑠𝑡), 𝜋𝜃(⋅, 𝑠𝑡))
]

< 𝛿,

where KL stands for the relative entropy of the distribution 𝜋𝜃old (⋅, 𝑠𝑡)
ith respect to the distribution 𝜋𝜃(⋅, 𝑠𝑡). Relative entropy is a general-

isation of Shannon’s entropy that can be used as a distance function
4

between probability measures. It should be noted that it is not a metric
and in particular it is not symmetric. Bounding KL acts as a constraint
that protects from dramatic changes during policy update. Proximal
policy optimisation algorithm is an improvement of TRO based on a
computationally simpler objective function. The benefits of PPO is that
it is easy to implement, it is more stable in terms of hyper-parameter
tuning, and it is faster than TRO without losing precision. The most
important term in the objective function that PPO uses is

𝐿CLIP(𝜃) = E𝜇𝜋 [min(𝑟𝑡(𝜃)�̂�𝑡, clip(𝑟𝑡(𝜃), 1 − 𝜖, 1 + 𝜖)�̂�𝑡)],

here

lip(𝑥) =
⎧

⎪

⎨

⎪

⎩

1 − 𝜖, 𝑥 <= 1 − 𝜖
𝑥, 𝑥 ∈ (1 − 𝜖, 1 + 𝜖)
1 + 𝜖, else

PPO (Schulman, Wolski, Dhariwal, Radford, & Klimov, 2017) uses
he function 𝐿CLIP to achieve stability during policy update, which is
uch simpler than the more computationally expensive KL distance
sed in TRO. The final objective function also includes a term that
enalises low entropy for the action distributions 𝜋(⋅, 𝑠) and ensures that
he exploration of actions is efficient.

.6. CMA-ES

Covariance matrix adaptation evolution strategy (CMA-ES) is a
tochastic evolutionary optimisation algorithm for non-convex or non-
inear continuous optimisation problems. It has been proven excep-
ionally successful in a wide variety of practical applications (Hansen,
uger, Ros, Finck, & Pošík, 2010). In this section notation of the form
𝑖 stands for constants; for simplicity, we will not expand on how
hese constants are determined here. We will also assume that the
ecombination weights are trivial. To summarise CMA-ES, assumes that
∶ R𝑛 → R is the given function we want to minimise. It starts with a
ultivariate normal distribution on the domain of 𝑓 of the form

+ 𝜎 (0, 𝐶)

CMA-ES samples 𝜆 number of points 𝑥1,… , 𝑥𝜆 from the distribution
bove, sort them according to 𝑓 and select the 𝑙 points of the lowest
value. The numbers 𝜆 and 𝑙 are constants and called the population

ize and parent number respectively. We will denote by 𝑥1∶𝜆,… , 𝑥𝜆∶𝜆
he sequence after sorting. That is, there is a permutation 𝜋 such that

𝑥1∶𝜆,… , 𝑥𝜆∶𝜆) = (𝑥𝜋(1),… , 𝑥𝜋(𝜆))

nd

(𝑥1∶𝜆) ≤ ⋯ ≤ 𝑓 (𝑥𝜆∶𝜆)

It then use the selected points 𝑥1∶𝜆,… , 𝑥𝑙∶𝜆 to inform and adapt
the sampling distribution and start over by generating a new sample
𝑥1,… , 𝑥𝜆 from the updated distribution. From generation 𝜅 to gener-
tion 𝜅 + 1 the mean parameter of the normal distribution is updated
y

𝜅+1 =
𝑙

∑

𝑖=1
𝑥𝑖∶𝜆

For the adaptation of the covariance matrix 𝐶 there are two dif-
ferent strategies to consider. The first one is to use the empirical
covariance matrix of the selected points 𝑥1∶𝜆,… , 𝑥𝑙∶𝜆 to update the
covariance matrix according to the equation

𝐶𝜅+1 = 𝑐1𝐶𝜅 + 𝑐2
𝑙

∑

𝑖=1

𝑥𝑖∶𝜆 − 𝑚𝜅
𝜎𝜅

(

𝑥𝑖∶𝜆 − 𝑚𝜅
𝜎𝜅

)⊺

The second strategy is cumulation control for the implementation
of which we keep track of the path vector 𝑝𝜅𝑐 . Here, it updates the
covariance matrix to favour a single direction, which is the one defined
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by the mean step. It does that by updating as follows, we first update
the path control vector,

𝑝𝜅+1𝑐 = 𝑐3𝑝
𝜅
𝑐 + 𝑐4

𝑚𝜅+1 − 𝑚𝜅
𝜎𝜅

nd the covariance matrix is updated by

𝜅+1 = 𝑐5𝐶𝜅 + 𝑐6𝑝
𝜅+1
𝑐

(

𝑝𝜅+1𝑐
)⊺ .

The term 𝑝𝜅+1𝑐
(

𝑝𝜅+1𝑐
)⊺ can be more intuitively understood by equa-

tion

𝑝𝜅+1𝑐
(

𝑝𝜅+1𝑐
)⊺ 𝑥 =< 𝑥, 𝑝𝜅+1𝑐 > 𝑝𝜅+1𝑐

where ⟨⋅, ⋅⟩ is the inner product. The CMA-ES algorithm combines the
two methods in an updating equation of the form

𝐶𝜅+1 = 𝑐7𝐶𝜅 + 𝑐8𝑝
𝜅+1
𝑐

(

𝑝𝜅+1𝑐
)⊺

+ 𝑐9
𝑙

∑

𝑖=1

𝑥𝑖∶𝜆 − 𝑚𝜅
𝜎𝜅

(

𝑥𝑖∶𝜆 − 𝑚𝜅
𝜎𝜅

)⊺

.

Finally to update the total variance 𝜎 we use the step-size control
ector 𝑝𝜅𝜎 , the following is done:

𝜅+1
𝜎 = 𝑐10𝑝

𝜅
𝜎 + 𝑐11𝐶

−1∕2
𝜅

𝑚𝜅+1 − 𝑚𝜅
𝜎𝜅

nd

𝜅+1 = 𝜎𝜅 exp(𝑐12𝑝𝜅+1𝜎 + 𝑐13).

Here the matrix 𝐶−1∕2
𝜅 acts as normalisation transformation in the

sense that

𝑥 ∼  (0, 𝐶) ⟹ 𝐶−1∕2𝑥 ∼  (0, 𝐈).

2. Methods

2.1. Contextual Markov decision process

We can frame the inventory management problem in this frame-
work by identifying finite sequences of numbers (𝑎0,… , 𝑎𝑛) with zero
terminating sequences (𝑎0,… , 𝑎𝑛, 0, 0,…) (computationally, we do that
with zero padding). This way, all supply chain configurations share a
common state space 𝑆′ and action space 𝐴. The context set 𝐶 will be the
set of all supply chain configurations and 𝑅((𝑠′, 𝑐), 𝑎, (𝑠, 𝑐)) = 𝑅𝑐 (𝑠′, 𝑐, 𝑠)
where 𝑅𝑐 is the reward function corresponding to the configuration 𝑐.
By the definition of CMDP the case of 𝑅((𝑠′, 𝑐′), 𝑎, (𝑠, 𝑐)) with 𝑐′ ≠ 𝑐 is
irrelevant and can be set to anything.

2.2. Meta-learning

Meta-learning is an umbrella term that refers to methods that
include a meta-learner model that learns from the outcomes of other
machine learning models or ‘‘learns-to-learn’’. In our context, with the
notation of Section 1.4, we consider a sample 𝐶train ⊆ 𝐶 and for
each 𝑐 ∈ 𝐶train we consider a pre-trained model corresponding to an
approximation 𝜋𝑐 of the optimal policy for 𝑐 . Through further (after
training) interaction of 𝜋𝑐 with the environment 𝑐 we generate data
sets 𝐷𝑐 containing data points of the form ((𝑠, 𝑐), 𝑎) ∈ 𝑆 × 𝐴, where 𝑎
is an action taken by 𝜋𝑐 given state 𝑠. We summarise in the following
diagram

𝑐 ⟶ 𝑐 ⟶ 𝜋𝑐 ⟶ 𝐷𝑐

The meta-learner is a neural network trained with supervised learn-
ing on the data set

𝐷train =
⋃

𝑐∈𝐶train

𝐷𝑐 ,

to predict 𝑎 = 𝜋𝑐 (𝑠) when (𝑠, 𝑐) is given as input (we emphasise that
the context is part of the input of the model). Similarly, we construct
a data set 𝐷test to evaluate the performance of our model. We note
that we split 𝐷train further to extract a validation set used to optimise
5

regularisation. To calculate the policies 𝜋𝑐 , we use the PPO algorithm.
Table 2
Distributions used to generate random supply chain configurations.

Parameter LB UB Distribution

Initial inventory 10 100 discrete
Replenishment cost 0 2 continuous
Unfulfilled cost 0 1 continuous
Excess holding cost 0 0.5 continuous
Production capacities 10 100 discrete
Lead times 1 20 discrete
Final product price 2 100 discrete

2.3. Data generation

We randomly generate supply chain configurations to obtain finite
samples 𝐶train and 𝐶test of 𝐶. The discount factor is set to 0.97 and
the costumer demand distribution is set to be the uniform distribution
on the set {10,… , 99} for all configurations. In order to test unpre-
dictable changes that can occur in a real-life use case, we also generate
a test set 𝐶skewed where the costumer demand distribution for each
configuration is Poisson with expected value 70. We set 𝐶test_all =
𝐶test ∪ 𝐶skewed. The size of the supply chain 𝑚 is uniformly chosen
from the set {3,… , 8} while the number of periods is uniformly chosen
from the set {10,… , 99}. The other parameters are randomly generated
with continuous or discrete uniform distribution of support [LB,UB] or
[LB,UB) ∩ Z respectively, as shown in Table 2.

For each of these environments 𝑐 ∈ 𝐶train ∪ 𝐶test_all we train a PPO
model 𝜋𝑐 and after training is complete, we evaluate the PPO model on
that same environment producing the datasets 𝐷train, 𝐷test and 𝐷skewed
described in the previous subsection. So each data point consists of
the state of the supply chain, the action taken by the model, and the
configuration of the environment. We also save the respective reward
for each action taken by 𝜋𝑐 for future comparisons.

2.4. Model

We use a neural network model which is an ensemble (Dietterich,
2000) of sequential models with skip connections (Orhan & Pitkow,
2018). The benefits of using both methods in order to stabilise neural
networks have been well known in the literature for a while. We used
a random sample of 10% of the training data as a validation set to
experiment with the model architecture. For each data point ((𝑠, 𝑐), 𝑎)
the input data for the model consists of the numbers that describe the
state 𝑠 ∈ 𝑆𝑐 of the supply chain environment and the configuration
of the environment itself 𝑐 ∈ 𝐶. The output data are the numbers that
describe the respective action 𝑎 ∈ 𝐴 taken by the PPO model 𝜋𝑐 that was
trained for that specific environment. Since the various components
of the input data as well as the output data have different sizes for
different environments, we standardise the form of the data by zero
padding. To do that, we perform an analysis of the different data sizes
in different environments 𝑐 ∈ 𝐶train.

2.5. Evaluation

We perform two experiments to evaluate the meta-learner model.
In the first experiment, we evaluate the meta-learner for each environ-
ment in 𝑐 ∈ 𝐶test_all, providing the environment configuration 𝑐 to the
meta-learner model as the context input. The results are then compared
with the performance of the respective PPO model 𝜋𝑐 , which was
monitored and saved during the evaluation stage of the data generation
process. The second experiment is a hidden context evaluation where
the supply chain configuration 𝑐true ∈ 𝐶test_all is unknown to the model.
The environment guess, given as context input 𝑐input ∈ 𝐶 to the model,
is optimised online as the model interacts with the environment using
the CMA-ES optimisation algorithm. More precisely, we perform CMA-
ES optimisation to maximise the stochastic function  (𝑐 )
1epEval∶𝑐true input
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Fig. 2. Results comparisons between the learners and the metalearner.
Fig. 3. Results comparisons between the learners and the metalearner.
Fig. 4. Results comparisons between the learners and the metalearner.
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that maps 𝑐input ∈ 𝐶 to the cumulative reward obtained when the meta-
learner interacts with the environment 𝑐true for exactly one episode
given 𝑐input as context input. We then compute the regret of the meta-
learner rewards (collected during the context optimisation process)
compared both to the performance of the respective PPO model 𝜋𝑐
nd the meta-learner when 𝑐true is given as context input, call them
PPO and 𝑅ML respectively. To be precise 𝑅PPO = reward − ARP(𝑐)
nd 𝑅ML = reward − ARM(𝑐) where ARP(𝑐) is the average reward
ollected from the interaction of 𝜋𝑐 with 𝑐 during the data generation
rocess of 𝐷𝑐 and ARM(𝑐) is the average reward collected from the
nteraction of the meta-learner with 𝑐 during the evaluation process
6

f experiment 1.
.6. Model explanation

Model explainability of the meta-learner can be useful in providing
seful insights relevant to supply chain management. We visualise
he behaviour of the meta-learner model by fitting decision trees to
he data generated during the evaluation experiments and extracting
isualisations out of these trees. For visualising the decision trees we
sed the python library dtreeviz (Parr, Lapusan, & GroverSmith, 2024).
n particular Fig. 7 corresponds to the data generated in experiment 1
here the meta-learner interacts with the environments 𝑐 ∈ 𝐶test by

giving it the true environment configuration as context input. Fig. 8
corresponds to data generated by the meta-learner interacting with
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Fig. 5. Distance of the meta-learner context input 𝑐input ∈ 𝐶 and the true context
𝑐true ∈ 𝐶test corresponding to the supply chain environment per CMA-ES generation in
experiment 2, averaged over all different 𝑐 ∈ 𝐶test.

Fig. 6. Distance of the meta-learner context input 𝑐input ∈ 𝐶 and the true context
𝑐true ∈ 𝐶skewed corresponding to the supply chain environment per CMA-ES generation
in experiment 2, averaged over all different 𝑐 ∈ 𝐶skewed.

environments 𝑐 ∈ 𝐶test with given context input set to be the context
estimation 𝑐optimised inferred after the CMA-ES optimisation process
has taken place in experiment 2. We could not produce a similar
visualisation for the case of 𝐶skewed as the decision tree approximation
fails to achieve a satisfactory loss compared to agent behaviour. We
attribute that to the complexity of the model behaviour in this case.

3. Results

The results of experiment 1 are presented on Table 3 and Figs. 2(a),
2(b). We can see that in 𝐶test the meta-learner model has a very
similar performance to the PPO models and in rare cases it significantly
outperforms them. On the other hand, in 𝐶skewed the meta-learner
completely falls over (notice the scientific notation in Fig. 2(b)). The
results presented for experiment 2 in Figs. 3, 4, 5 and 6 are grouped
and averaged over 𝐶test and 𝐶skewed. To avoid having our results skewed
by environment configurations that give rise to high rewards or having
environments of low rewards under-represented, we normalise the data
for each 𝑐 ∈ 𝐶test_all separately to equalise the contribution of each
𝑐 ∈ 𝐶test_all. To be precise, for each test corresponding to 𝑐 ∈ 𝐶test_all,
the reward and/or regret are divided by the term
𝑛
∑

𝑖=1

𝜏𝑐
∑

𝑗=1
𝛾𝑗 |𝑟𝑖,𝑗 |,

where 𝑟𝑖,𝑗 are the rewards collected during the evaluation stage of the
7

data generation process, 𝑛 is the number of episodes used for that
Table 3
In the first two columns we see meta-learner (D-PPO) rewards collected during the
evaluation process of the experiment 1 for 𝐶test compared to the rewards given by the
PPO models during the data generation phase for 𝐷test. Next two columns correspond
o the same report for 𝐶skewed.

PPO D-PPO PPO_S D-PPO_S

Mean 0.621 2.473 0.716 −35403
SD 0.800 14.334 0.700 319 540
Min −2.988 −4.105 −1.089 ≈-3e+06
Q1 0.956 0.853 0.995 −2960
Q2 0.997 1.031 0.999 −1309
Q3 1.006 1.187 1.001 −526
Max 3.420 193.171 2.823 −49

evaluation, and 𝜏𝑐 is the number of steps in each episode. In Figs. 3 and
4 we can see the optimisation of meta-learner online rewards, that were
collected during CMA-ES optimisation, and the regret against the corre-
sponding PPO model and the meta-learner with true context given. We
see that regret drops significantly below zero, which roughly translates
to performance being better vs known context and PPO. We emphasise
that this is true even in the case of 𝐶skewed, unlike experiment 1. During
the same process we monitor the distance of the context estimation
𝑐input ∈ 𝐶 from the true context 𝑐true ∈ 𝐶test_all corresponding to the
supply chain configuration. Distance was measured with the Euclidean
norm on normalised versions of the number vectors describing the
respective context 𝑐 ∈ 𝐶. We see in Fig. 5 that in the case of 𝐶test
the optimised context input 𝑐input clearly does not converge to the true
configuration of the supply chain environment 𝑐true but stays relatively
close to it. In the case of 𝐶skewed it seems that 𝑐true quickly becomes
irrelevant and 𝑐input diverges far away from it.

4. Discussion

Our findings suggest that by combining multiple smaller teacher
neural networks, trained in different environments, a larger neural
network can be created with overall similar performance. One can then
further train this distilled neural network (the metalearner) using black-
box methods over the environmental configuration and outperform the
teacher agents, as well as maintain performance in cases of data drifts
that can significantly reduce the performance of the distilled neural
network.

Our approach is based on existing research that explores the concept
of distilling knowledge from multiple sources. Previous studies have
shown that combining information from diverse environments can
lead to improved performance and improved adaptability in neural
networks, as in GATO (Laskin et al., 2022); in our case, we have
the added flexibility of not providing the context to the algorithm
at any point, but adapting to it online. We consider this to be a far
more realistic scenario, as in the general case real-world environmental
dynamics cannot be replicated exactly inside a computer. Our method
can also be linked directly to Jiang, Ke, and van Hasselt (2023), without
the added POMPDP component, but also to efforts to create end-to-end
differentiable simulators that can be ‘‘linked’ to real world (Heiden,
Millard, Coumans, & Sukhatme, 2020), with our main difference being
that we do not attempt to adapt the model per se, but use selected
model parameters for direct reward optimisation.

The surprising aspect of our results lies in the fact that the neural
network never learns to approximate the real environment directly.
Instead, it improves its performance by ‘‘imagining’’ a completely fic-
tional configuration, as shown in Fig. 5. This indicates that the neural
network is not dependent on accurate representation of the real world,
but uses the extra parameters as it sees fit so as achieve better perfor-
mance. Furthermore, and even more surprisingly, CMA-ES is able to
uncover solutions that are better than those trained with knowledge
of the context, hence the negative regret. This is further evidence

that context variables tend to be used more like variables that can be
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Fig. 7. Model behaviour visualisation, at the retail level, when the true supply chain configuration is given as context input for 𝐶test.
Fig. 8. Model behaviour visualisation, at the retail level, after CMA-ES adaptation for 𝐶test.
optimised to help performance, rather than what their original purpose
was.

If this result can be replicated across various settings, not limited to
our specific setup, it will have significant implications beyond supply
chains. It suggests that latent variables, which can be entirely fictive,
have the potential to enable exceptional performance in a model by
creating a new space over which one can search. Moreover, we antici-
pate that this difference will be amplified when the test model deviates
further from the real mode, as the optimisation algorithm will exploit
8

novel niches unrelated to the intended representation of the latent
variables.

5. Conclusion

Our research demonstrates that it is possible to train a single agent
encompassing all conceivable inventory management supply chain sce-
narios offline and then adapt it effectively when confronted with lim-
ited information in real-world supply chains. This is particularly signif-
icant for transitioning from virtual environments to actual real-world
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supply chains, where specific details of the supply chain setup are un-
known and rapid adaptation is crucial. To advance this field further, it
would be valuable to reduce the variables to search on-line, potentially
down to just 2–3 by adding an intermediate layer between the context
input and the distilled neural network. Thus, instead of searching
over the original context space, one can search over a compressed
representation of it. By doing so, the algorithm would only need to
perform minimal online searching, especially if smoothness constraints
are imposed on these variables. Another promising direction, as pre-
viously suggested, is to extend this analysis to multiple environments
and determine if our findings can be replicated. If successful, it would
indicate that we have indeed identified the appropriate approach for
few-shot reinforcement learning.
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