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red images exhibit considerable variations in probability distributions, stemming from the utilization of distinct
red sensors and the influence of diverse environmental conditions. The variations pose great challenges for deep
ing models to detect ship objects and adapt to unseen maritime environments. To address the domain shift prob-
we propose an end-to-end infrared ship object detection model based on meta-learning neural network to improve
ain adaptation for target domain where data is not available at training phase. Different from existing domain gen-
zation methods, the novelty of our model lies in the effective exploition of meta-learning and domain adaptation,
ring that the extracted domain-independent features are meaningful and domain-invariant at the semantic level.
ly, a double gradient-based meta-learning algorithm is designed to solve the common optimal descent direction
een different domains through two gradient updates in the inner and outer loops. The algorithm enables extraction
main-invariant features from the pseudo-source and pseudo-target domain data. Secondly, a domain discrimi-

r with dynamic-weighted gradient reversal layer (DWGRL) is designed to accurately classify domain-invariant
res and provide additional global supervision information. Finally, a multi-scale feature aggregation method is
osed to improve the extraction of multi-scale domain-invariant features. It can effectively fuse local features at
rent scales and global features of targets. Extensive experimental results conducted in real nighttime water sur-
scenes demonstrate that the proposed model achieves very high detection accuracy on target domain data, even
rget domain data was used during the training phase. Compared to the existing methods, our method not only
oves the detection accuracy of infrared ships by 18%, but also exhibits the smallest standard deviation with a
e of 0.93, indicating its superior generalization performance.

ords: Infrared object detection, Meta-learning, Domain discriminator, Intelligent ship

troduction

n the context of intelligent ship visual perception, object detection holds immense importance as it plays a critical
in ensuring safe navigation[1–5]. Enabling nighttime navigation for intelligent ships has become a significant
rch focus, resulting to the growing attention on infrared image-based water surface object detection. The choice
frared sensor types and factors like varying atmospheric temperature and illumination conditions in maritime
onments, significantly impact image quality and subsequently affect object detection performance. Therefore,
tigating and understanding the effects of different infrared sensors and the unique characteristics of maritime
onments are essential for enhancing the reliability and efficacy of infrared-based object detection methods in
scenarios.
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ecently, infrared object detection algorithms based on convolutional neural networks (CNNs) have made remark-
progress[6, 7]. These methods have shown great promise in detecting infrared ship targets, benefiting from their
st representational capabilities and ability to extract intricate features. However, CNN-based methods used in in-
d image object detection often encounter the challenge of domain shift, due to the substantial data requirements.
object detection algorithm trained on the source domain often suffers significant performance degradation when
ied to the target domain due to its limited generalization ability to overcome the impact of domain shift[8]. Do-
shift is primarily attributed to two factors. Firstly, non-uniformity differences between infrared sensors, resulting
production process limitations, lead to distribution variations among infrared image data[9]. Secondly, changing

ing conditions and sea temperature cause significant differences in the characteristics of ship objects. Although
cting images from each infrared sensor or at different times can alleviate domain shift problems, it often requires
ficant time and annotation costs. Moreover, in certain scenarios, acquiring data from the target domain may prove
enging. It is challenging to solve the domain shift issue and enhance model generalization capability.
omain adaptation (DA) and domain generalization (DG) are two general approaches to address domain shif
s. DA aims to align the source domain and target domain in the feature space, thereby extracting robust
res[10–13]. Although DA offers a solution to the time-consuming task of labeling data, it still requires a sig-
ant amount of labeled data for successful training[14, 15], which may not always be feasible in real-world scenar-
As a result, there has been a growing interest in the field of domain generalization (DG) in recent years[15–18].
ever, in DG, the absence of target domain data limits the alignment to be conducted only between the source
ains. This raises concerns about potential overfitting of the model on the source domains[15, 19, 20]. Robust
sentation learning is achieved only when the source domain exhibits shifts, which are simulated using both the

ce and meta-target domains. But this problem will be exacerbated if the source domain lacks diversity. Moreover,
tional methods used to address domain shift issues in visible images may not work well for infrared ship object
tion algorithms.
his paper proposes an end-to-end infrared ship object detection algorithm based on meta-learning and domain
tation (IS-MLDA) to address the domain shift problem between the source and target domains. To the best of
nowledge, this study represents the first attempt to combine meta-learning and domain discriminator techniques
e field of infrared ship object detection. Firstly, a meta-learning method based on double gradient descent is
ned to minimize the meta-training domain loss and optimize the meta-test domain loss. Through the meta-
ing process, the model effectively extracts domain-invariant features, enabling improved performance in both the

ce and target domains. Secondly, a domain discriminator with a DWGRL is designed to provide the model with
global supervision information, preventing overfitting on the source domain data. Lastly, a multi-scale feature

n module is designed to aggregate local features at different receptive fields and global features, refining the fused
res and reducing the aliasing effect introduced by the fusion process, ultimately enhancing the model’s feature
sentation capability.
he contributions of this paper are summarized as follows:

1) The proposed IS-MLDA enables end-to-end detection of infrared ship targets, eliminating the need for tedious
e preprocessing in infrared ship object detection. By training the model solely on source domain data, it achieves
rate target detection in previously unseen domains. The designed training process effectively extracts domain-
iant features, addressing the problem of poor generalization ability and detection performance of object detection
orks in the target domain.
2) For the first time, we apply gradient-based meta-learning algorithms and domain adaptation methods to the
of infrared ship object detection. We validate the effectiveness of combining domain generalization and domain
tation for solving the domain shift problem.
3) We introduce a multi-scale feature fusion module to aggregate local and global features, which enhanced the
el’s feature representation ability.
4) We develop new datasets for ship detection and domain adaptation, simulating the domain shift phenomenon

infrared ship images from different infrared sensors in real-world scenarios. Experimental results demonstrate
our method outperforms existing object detection algorithms in terms of object detection and generalization
rmance, providing robust technical support for the nighttime navigation safety of intelligent ships.
he remaining sections of this paper are organized as follows. Section 2 provides an overview of the research
s in ship infrared image object detection and domain shift. Section 3 presents the training strategy and detailed
ork structure of the proposed IS-MLDA model. In Section 4, we conduct experimental comparisons and analyses
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een IS-MLDA and other object detection algorithms. Finally, Section 5 summarizes the proposed approach and
ludes the paper.

ealated Work

Infrared object detection

ith the advancements in infrared imaging technology, infrared sensors have demonstrated strong penetration
bility and excellent concealment in challenging environments such as nighttime, rain, fog, and smoke. Therefore,
rchers have paid significant attention to object detection based on infrared images. Traditional infrared object
tion methods, such as spatial filtering[21] and frequency domain filtering[22], while simple to implement, often
rm poorly in complex sea conditions and are susceptible to environmental interference.
ignificant progress has been recently made in infrared object detection algorithms based on convolutional neural
orks (CNNs)[6, 7, 23]. These methods can be categorized into two groups based on their approach to generating
idate regions and classifying objects: two-stage and single-stage methods[2, 24, 25]. Single -stage algorithms are
-known for their simplicity, making them suitable for implementation and deployment on embedded devices and
ile platforms. Zhao et al.[7] utilized generative adversarial networks to generate detection images that retain only
arget, converting infrared target detection into an image-to-image conversion task, and overcoming the influence
age noise on detection accuracy. Miao et al.[26] designed Fourier transform and lightweight CNN for feature

ading decision-making, gradually eliminating false positives and ensuring high detection recall rates. Song et
7] introduced the HaarConv module to enhance the feature extraction capability of the model backbone network.
itionally, Du et al.[28] applied transfer learning techniques, processing visible light images on infrared datasets,
h effectively suppressed complex backgrounds and reduced false detection rates.
NN-based methods have exhibited exceptional performance and achieved high accuracy in ship detection. How-
the effectiveness of these detection methods is primarily limited to datasets with similar distributions. Therefore,
learning methods may not perform effectively when confronted with training and test sets that exhibit different
distributions[15, 29]. The main reason for this situation is the presence of domain shift between the training set
he test set[18]. In real-world scenarios, the detection accuracy of a model trained on the source domain is signif-
ly reduced when directly applied to the target domain[8, 30]. This phenomenon can be attributed to variations in
red sensors, such as differences in pixel size and imaging angle, as well as the influence of ambient temperature
e imaging process, leading to diverse probability distributions among the infrared images. Existing CNN-based
ods are highly susceptible to domain shift, resulting in overfitting to the source domain[31–33].
hile collecting extensive data from each new domain can help mitigate the challenges associated with domain

, this approach necessitates substantial investments in terms of time and resources for annotation. Additionally,
iring data from the target domain may prove challenging in some instances. Hence, it is crucial to address the
ct of distribution differences between the training and test sets arising from variations in infrared sensor imaging
esses, photosensitive elements, viewing angles, and maritime environments, which can significantly affect the
acy of target detection algorithms.

Domain Adatation and Domain Generalization

omain shift is a common problem in deep learning, referring to the performance degradation of a model trained
source domain when applied to a target domain with different statistical data distribution [16, 17, 34]. Domain
can have significant impact on deep learning models as access to data that accurately represents the testing

ario may not be available. Recently the approaches of DA and DG to address domain shift issue gained increasing
tion.
omain Adatation: The main concept of DA is domain alignment across domains, which requires access to the

ce domain as well as a small amount of target domain data during the training process[14]. Most domain adap-
n methods based on domain alignment are designed to either minimize the distribution difference between the
ce and target domain data or maximize the domain classifier loss. Xia et al.[35] designed an adaptive adversarial
ork A2-Net based on the passive domain adaptation method, which can effectively classify images between differ-
omains without source data. By using the second-order statistic distance of the features extracted by the model,
et al.[36] designed a new loss function and regularization term to minimize the feature distance between the

3
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ce and target domains. Zhang et al.[37] proposed an unsupervised domain adaptation method based on bound-
ifference, which introduces a gradient inversion layer for domain adaptation image classification.To avoid the

adation of data features during distribution alignment, discriminative invariant alignment (DIA) [38] enriches the
ledge matrix by combining the class discriminative information of the source domain and local data structure

mation of the target domain into a new framework. By introducing the maximum margin criterion of the source
ain, the classification boundaries are expanded. The negative transfer of data feature outliers can occur during
ain alignment, and to address this issue, Lu et al. proposed Weighted Correlation Embedding Learning (WCEL)
and guided discrimination and correlation subspace learning (GDCSL) [40]. GDCSL fully considers domain-
iant and discriminative features, avoiding the problem of class center shift caused by domain alignment process.
dition, GDCSL uses relevant features from source and target domains to enhance the classification ability of the

el. DA typically involves aligning the source and target domains by fine-tuning the model with a limited amount
rget domain data. However, this approach assumes that the target domain data follows the same probability dis-
tion as the source domain data, which may not always hold true in practical scenarios. Our objective is to develop
ection method that can achieve satisfactory results in the new target domain without the need for fine-tuning with
t domain data. Moreover, while domain adaptation has been extensively studied in the context of visible image
ification, there is a lack of research on infrared ship target detection. The absence of texture information and the
plex and variable nature of texture features make the distribution of ship targets in infrared images significantly
nct. As a result, enhancing the detection accuracy of infrared ship targets in an unknown domain poses a more
idable challenge.
omain Generalization: DG aims to learn a model that can be trained using data from one or more source

ains that related but distinct and subsequently applied to any out of distribution (OOD) unseen target domains
out requiring any form of adaptation[18, 20]. Most existing DG methods focus on training a model that is in-
nt to the source domain and aligns the distribution of the source domain in the feature space[34, 41, 42]. The

approach, which is rooted in meta-learning, mitigates the issue of overfitting that arises from the source domain.
method leverages the meta-test set to simulate the presence of an unseen domain[31, 43]. MLDG (meta-learning
omain generalization)[34] is the first study of applying meta-learning algorithms to DG, which randomly divides
iple source domains into pseudo-source and pseudo-target domains, and then uses meta-learning algorithms to

ize the loss functions of pseudo-source and pseudo-target domains to guide the model to learn features with
g generalization ability. In MLDG, the key role of meta-learning is to use the training dataset to simulate do-
shift in real-world scenarios, thus generating a model that can be directly applied to the testing domain (target

ain).[44] proposed Metareg to learn a regularizer that can achieve good cross-domain generalization in the meta-
ing algorithms to address the problem of domain shift. The key idea of DG methods is to reduce the difference
een the source and target domains in the feature space during the training process.
he existing meta-learning-based DG method offers significant benefits in zero-shot learning. However, it is
rtant to note that in the absence of diversity in the source domain data, it is difficult to determine that the extracted
res are domain-invariant, and there is still a risk of overfitting. Therefore, the method designed in this paper
ides more global supervision information for the meta-learning process and avoids overfitting the model on the
ce domain.

roposed Method

e propose an infrared ship object detection algorithm based on meta-learning and domain adaptation (IS-MLDA)
dress the lack of generalization ability of existing infrared ship detection algorithms in unknown domains. Firstly,
-learning is employed to simulate domain shift between different domains during model training. By adjusting
oordinated descent of the gradients in the pseudo-source and pseudo-target domains, the model is guided to learn
ain-invariant features while filtering out domain-related information. Secondly, a novel domain discriminator
a DWGRL is utilized to classify the domain-invariant features in the feature space and reduce model overfitting
e source domain data. Finally, a multi-scale feature aggregation structure is proposed to increase the model’s
tive field and improve detection performance for multi-scale ship targets.
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. The pipeline of the IS-MLDA.The forward arrow represents the data forward propagation process, and the backward arrow indicates the
ion of gradient propagation. IS-MLDA divides each iteration process into three stages: meta-train stage, meta-test stage, and total loss
ropagation stage. Before training, N source domain datasets need to be partitioned into n meta-train domains and N-n meta-test domains.
ner loop refers to the process of updating during each iteration. S tr represents the meta-train set, S te represents the meta-test set, Ftr denotes
tput features of the detector’s neck layer, LCE represents the domain discriminator loss, Ldet tr represents the target detection loss for the

train set, and Ldet te represents the target detection loss for the meta-test set.

The training process of IS-MLDA

he model training process is depicted in Fig. 1. The primary objective is to train the model on the source domain
arn domain-invariant features across different domains, enabling the model to generalize well when tested on the
t domain. Inspired by MLDG[34], we have designed a training process based on double gradient descent. Next
raining process is presented in detail.

e assume that N source domains are represented by D = {d1, d2, ..., dn}, sharing the same detection task but
ng inconsistent data distribution of the images. The initial source model is represented as M. In each iteration,
mains are randomly selected from N source domains as the meta-train set (pseudo-source domain), which is
ted by S tr, and the remaining N-n domains form the meta-test set (pseudo-target domain), which is denoted by

eta-train: Initially, infrared images of S tr are fed into the backbone network and the neck layer to extract
res, denoted by Ftr. Subsequently, the features S tr are fed into the domain discriminator and the head of detector
tain domain classification label Y ′tr and predicted object detection result, respectively. The domain discriminator
LCE and the object detection loss Ldet tr are calculated separately. Finally, the total loss function over the meta-
set is computed by weighting the sum of LCE and Ldet tr . The initial source model M is then updated as M*
gh the first gradient descent (i.e., inner loop update).
eta-test: During the meta testing process, infrared images of S te are fed into M* to obtain detection results, then

an calculate the object detection loss Ldet te. The purpose of meta-test is to simulate domain shift in real-world
arios and evaluate the detection performance of the model in unknown domains.
ackpropagation of the total loss: After obtaining LCE , Ldet tr, Ldet te, the total loss is computed by summing
up, and the gradient of the total loss is calculated to update the model parameters, which is the second gradient

ent. It is noted that the gradient of the total loss is computed based on the initial source model parameters.
or ease of understanding the training process of IS-MLDA, we have correspondingly simplified the propagation
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. The parameter update process of IS-MLDA. The black line in the figure represents the inner loop update process, and the red line represents
ter loop update process. θ represents the initial parameters of the source model, θ∗ represents the model parameters after the inner update,
resents the gradient based on the parameters θ, θ′ represents the model parameters after the outer update, Lmeta train represents the total loss
the meta-training process and Lmeta test represents the loss during the meta-testing process.

e loss functions in Fig. 1. As shown in Fig. 2, after the meta-train process, the weighted loss of the target detection
and domain classifier loss is calculated and denoted as Lmeta train, and the model parameters are updated based on
eighted loss. In the meta-test phase, based on the updated model, the target detection loss of the meta-test set

lculated and denoted as Lmeta test. In the backpropagation stage of the loss function, the total loss function of the
-train phase and the meta-test phase is calculated, and then a gradient based on the initial model parameters is
lated using the total loss function for parameter updating.
ue to the variations in data distribution among infrared ship images, the detection accuracy of the model is

ficantly impacted, leading to reduced performance. Employing meta-learning training strategies to guide the
el in learning robust and generalizable ship features is essential for improving its detection accuracy across diverse
e domains.

Network Architecture

he model architecture of IS-MLDA is illustrated in Fig. 3. During training of model, a domain discriminator
the neck layer of the detector is introduced to classify the domain-invariant features extracted by the model.
domain discriminator provides additional global supervision information to the backbone network and neck
during training, effectively mitigating the risk of overfitting to the source domain. Importantly, the domain

iminator is utilized solely during the training phase to optimize the domain-agnostic features extracted by the
el and does not introduce additional time cost during the testing phase. To enhance the detection accuracy of the
el for objects at varying scales, we develop a multi-scale feature aggregation structure (MFA-s). The MFA-s is
ned to aggregate local features at different scales and incorporate global features, refining the fused features in
hannel dimension to improve the model’s feature representation capability.

. Dynamic-weighted gradient reversal layer
ue to variations in the distribution of ship targets among different infrared images, determining the domain-
iance of features extracted by meta-learning poses a challenge. Moreover, relying solely on meta-learning algo-
s may not provide comprehensive global supervision for the model, thus increasing the risk of overfitting to the

ce domain data. Inspired by the domain adaptation methods[35], we propose a domain discriminator integrated
the meta-learning algorithm after the neck layer of the detector. This integration aims to optimize domain-
iant features and enhance the model’s generalization across different domains. The architecture of the proposed

6
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. The network structure of IS-MLDA. IS-MLDA’s baseline model adopts the YOLOv3 object detection model, where CBL represents a
lutional block, Res Unit represents a residual unit, Res n represents a combination of a convolutional block and n residual units, and MFA-s
ents the multi-scale feature aggregation structure. It is noteworthy that the domain discriminator is introduced only during the training phase
oes not impact the efficiency of the inference process.

(a) The network structure of Domain Discrimi-
nator.

(b) The network structure of MFA-s.

. The network structure of Domain Discriminator and Multi-scale Feature Aggregation (MFA-s). (a) illustrates the structural details of the
in discriminator based on DWGRL, where DWGRL is designed to control the gradient propagation intensity of the domain classifier. (b)
ts the detailed structure of MFA-s. We utilize five parallel dilated convolution branches to correlate local and global features in the feature

We compute response weights for infrared ship targets in different channels, assigning larger weights to channels with greater target responses
ance the features of infrared targets.

ain discriminator, as shown in Fig. 4(a), consists of a dynamic-weighted gradient reversal layer (DWGRL) fol-
d by a domain classifier with 3×3 convolutional layers and a fully connected layer. The GRL[45] helps models
more robust and domain-invariant features by making it harder for the domain classifier to accurately identify

ource of input data, improving model generalization ability. During the forward propagation, the GRL acts as an
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tity mapping, preserving the input values without any modifications. Mathematically, this can be represented as:

Rλ(x) = x (1)

e x is the output feature of the neck layer. During the backpropagation process, the GRL reverses the sign of the
ient of the domain classification loss, effectively maximizing the domain discriminator loss and encouraging the
el to learn domain-invariant features. This can be mathematically expressed as:

dRλ(x)
dx

= −λI (2)

e I is the gradient of the domain classifier loss, the weight coefficient λ is used to control the strength of gradient
sal.
raditionally, the GRL sets the weight coefficient λ to a fixed value, such as 1. However, at the initial training stage

e model, the domain classifier may struggle to accurately classify domain-invariant features, potentially leading to
rrect guidance for the feature extraction process. To address this issue, we propose a dynamic-weighted gradient
sal layer (DWGRL).
e propose a dynamic weighting mechanism for DWGRL to process the domain classifier loss gradient during

ing iterations. Initially, the weight of the domain classifier loss is set to a small value, allowing the model to
arily focus on learning the main task of object detection. As the training progresses, we gradually increase the
ht of the domain classifier loss using a function that depends on the current iteration number and the total iteration
ber. The adaptive weighting strategy can be formulated as follows:

dRλ(x)
dx

= −λ(t)I (3)

λ(t) = 5 · et − e−t

et + e−t (4)

e t ∈ [0, 1], it represents the ratio of the current iteration number to the total number of iterations. λ(t) is a
tion that controls the dynamic adjustment of the weight. By dynamically adjusting the weight of the domain
ifier loss during the training process, the DWGRL method encourages the model to prioritize domain-invariant
re extraction and domain adaptation as it gains experience from the training data. This approach enhances the
lity of the model training process and facilitates better generalization to different domains, leading to improved
tion performance in infrared ship object detection tasks.

. Multi-scale Feature Aggregation structure
arious single-stage object detection algorithms, including YOLOX[46], have recently been proposed to achieve

-precision detection of targets in visible images. However, their computational requirements make them less suit-
for deployment on edge devices with limited computing power, such as those used in intelligent ships. To address
eed for real-time and efficient detection on edge devices, we evaluated different single-stage object detection al-
hms. Among them, YOLOv3[47] emerged as a desired model that strikes an excellent balance between speed
accuracy, which is selected YOLOv3 as the baseline model for the infrared ship target detection. In the neck of
OLOv3 model, the FPN structure[48] is used to enhance the fusion of multi-scale features, aiming to improve
etection performance of the model for targets of different scales. However, as illustrated in Fig. 5, the detection
rmance may severely degrade due to the significant scale variation and the scarcity of detailed features of ship
ts in infrared images. To address this issue and bolster the model’s capability to effectively capture multi-scale
res, we devise the MFA-s module, which is integrated after each of the three effective feature layers. The pri-
objective of the MFA-s module is to aggregate contextual information from multi-scale features and expand the
tive field. It can enhance the model’s ability to detect targets of various scales, as illustrated in Fig. 4(b). The
-s module is designed with several specific objectives. Firstly, we leverage dilated convolutions with different

ion rates and a 3×3 kernel size to effectively associate local features from the preceding layer with a wider field
ew, significantly improving the model’s feature extraction ability for ship targets of various scales. To reduce
arameter size, we apply a 1×1 convolutional layer for dimensionality reduction before employing the dilated

8
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Fig. 5. Multi-scale objects in the dataset.

olutions. In addition, considering the distinct responses of infrared ship target features in different channels and
correlation, features from different branches along the channel dimension are concatenated. Subsequently, we

pute the response weight of the target in each channel using global average pooling and fully connected layers.
step helps to enhance infrared target features and mitigates the aliasing effect introduced during the fusion pro-
Finally, the fused feature map is multiplied by the computed response weight channel-wise, enabling the model

ioritize the extraction of effective features.

Loss Function
s outlined in Section 3.1, the IS-MLDA training process consists of two distinct stages: meta-training and meta-
g . During the meta-training stage, we tackle both the domain classification task and the object detection task.
CE represent the loss of the domain discriminator and Ldet tr denote the loss of the object detection task. For the

ain classification task, we optimize the domain discriminator using the cross-entropy loss function:

LCE(o, class) =
N∑

b=1

rb

−oclass + log
N∑

j=1

exp(o j)

 (5)

e, o represents the result of the domain discriminator, represents the domain class label, and class is the indicator
tion. The loss function for object detection during the meta-train stage is represented as follows:

Ldet tr = λboxLbox + λcon f Lcon f + λclsLcls (6)

e λbox , λcon f and λcls are weight coefficients of box coordinate loss, confidence loss and target classification loss,
ctively.
he total loss function of the meta-train stage can be represented as:

Lmeta train = λCE LCE + Ldet tr (7)

9
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e λCE is a weight coefficient of domain discriminator.
uring the meta-testing stage, it tests the infrared images in the meta-test set to evaluate the generalization perfor-

ce of model in unseen domains. The total loss function during the meta-training stage is represented by the loss
tion for object detection, which is given by:

Lmeta test = Ldet te = λboxLbox + λcon f Lcon f + λclsLcls (8)

lly, IS-MLDA calculates the loss function and performs gradient updates based on the parameters of the initial
ce model. The final loss function can be represented as:

L = Lmeta train + Lmeta test (9)

xperimental results and analysis

Datasets and Implementation Details

he proposed IS-MLDA is trained on three distinct infrared datasets. The infrared ship dataset uses three different
utions (384×288, 640×512, and 1280×1024) of infrared sensors to capture ship targets at sea and ports in different
es, perspectives, and time periods. Each ship in the dataset has been annotated with labels according to its target
ory. The label categories include liner, bulk carrier, warship, sailboat, canoe, container ship, and fishing boat.

ough these images feature the same ship class, their data distributions vary significantly. To simulate domain shift
s in real-world scenarios, we partitioned the dataset into three domains based on differences in data distribution
ssigned domain labels (domain id) to them. Specifically, domain id=[0, 1, 2]. To construct cross-domain object
tion tasks to verify the generalization ability of model, we choose two datasets as source domains and one as a
t domain (AB→C, AC→B, BC→A). We then divide the selected source domain datasets into training sets and
ets at a ratio of 8:2. The specific information of the dataset is shown in Table 1.
s shown in Fig. 6(a), we utilize t-Distributed Stochastic Neighbor Embedding (t-SNE) to reduce the dimension
ta distribution of distinct infrared sensors for visualization, in order to better illustrate the distribution disparities
een different infrared images. It is clear that the distribution of data from different infrared sensors differs signif-
ly. Moreover, we also observed considerable changes in the distribution of data from the same infrared sensor
to the influence of environmental factors. By leveraging t-SNE for data visualization, we gain valuable insights
the variations and disparities in data distribution, which further motivate the need for our proposed IS-MLDA ap-
ch. It enables us to effectively address the challenges associated with domain shift and improve the generalization
rmance of the model across different infrared domains.
he training of IS-MLDA takes a total of 200 epochs and adopts Adam optimizer. The batch size is 8 and the
l learning rate is 0.0001. The weight coefficient λCE is 0.5, and λbox, λcon f and λcls are all equal to 1. The method
is paper is implemented based on the Pytorch[49]. All experiments in this paper are carried out on a single
, and the GPU model is NVIDIA GTX 2080ti. Average Precision (AP) is a general evaluation metric for object
tion algorithms. Therefore, we choose the AP with an IOU threshold of 0.5 to evaluate the infrared image target
tion performance of the algorithm.

Evaluation Metric

P can be obtained from the Precision (P) and the Recall (R). The higher the average precision, the higher the
ct detection accuracy of the model. The calculation methods of accuracy rate Pand recall rate R are shown in the
tion (10,11):

Precision =
T P

T P + FP
(10)

Recall =
T P

T P + FN
(11)

e TP is the number of correct targets detected, FP is the number of false targets detected, and FN is the number
issed targets. Since high precision may have a large number of missed detections and high recall may have a large

10
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Table 1: Detailed information of the infrared ship datasets with data collected by different infrared sensors.

Images source Total number of ship classes Source Domain Number of image samples

Uncooled Thermal Infrared

7

A 3000

Uncooled Thermal Infrared B 3000

Uncooled Thermal Infrared C 3000

Table 2: Verification of the validity of DWGRL

Method Classification Accuracy (%) Time (ms)

Traditional GRL 94.15 1.5

DWGRL 99.68 1

ber of false detections, AP should be used to evaluate the object detection performance of the algorithm. The AP
lation formula is as follows:

AP =
∫ 1

0
P(R)dR (12)

ssuming that there are N categories of ship targets in the data, we can calculate the mean Average Precision
P) of all the objects to evaluate the detection performance of the model:

mAP =
∑N

i=1 APi

N
(13)

Quantitative and Qualitative Results
n this section, we conduct experiments to evaluate the generalization and detection performance of IS-MLDA on
us domains. The experimental details are as follows:
1) To assess IS-MLDA’s generalization and detection capabilities, we partition the images from the two source
ains into training sets and test sets in an 8:2 ratio. We then combine the test sets from both domains to form a
d domain, while the remaining domain is treated as an unseen domain. We compare the detection accuracy and
lity of IS-MLDA with state-of-the-art object detection algorithms on both the mixed domain and unseen domain

2) To evaluate IS-MLDA’s ability to detect multi-scale ship targets, we divide the images from the three source
ains into training sets and test sets in an 8:2 ratio. The test sets are used as a mixed domain, and we compare the
i-scale object detection accuracy of IS-MLDA with advanced object detection methods on the mixed domain.
3) Additionally, we conduct ablation experiments on IS-MLDA to investigate the contribution of each component
r method to the task of infrared ship object detection, following the experimental setup used in Experiment 1.
urthermore, to visually demonstrate the detection performance of our method, we provide visualization of the
tion results for all methods involved in the comparative experiments.

. Verification of the validity of DWGRL
he performance of the meta-learning algorithm is heavily influenced by the accuracy of the domain classifier,
plays a crucial role in preventing overfitting to the source domain. To rigorously assess the effectiveness of the
osed DWGRL on domain classifiers, we conducted a comprehensive classification task on images obtained from
different infrared sensors. The classification results were evaluated and compared between traditional GRL and
RL, as presented in Table 2.
he experimental results demonstrate that the introduction of DWGRL substantially improves the accuracy of the

ain classifier by an impressive 5%, thus effectively promoting domain-invariant feature learning. Furthermore,

11
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(a) Distribution difference of infrared images. Class 1, 2, and 3
represent domain A, B, and C respectively.

(b) The distribution of the data after feature alignment

. The distribution of domains. (a) Demonstrates the distribution differences of infrared images in different domains. (b) Illustrates the results
omain alignment using IS-MLDA.

RL exhibits superior real-time performance. The enhanced accuracy of the domain classifier achieved through
RL contributes to the overall success of the IS-MLDA approach, enabling the model to generalize effectively to

rent domains.

. Verification of ship object detection and generalization performance of IS-MLDA
n real-world engineering applications, variations in data distribution among infrared image domains caused by
uniformity discrepancies across various infrared sensors and water surface temperature can pose challenges for
rate ship detection. To comprehensively evaluate the generalization performance of our proposed method on
own domains, we conducted experiments using data collected from three different infrared sensors, which are
ed into three domains denoted as A, B, and C (as detailed in Table 1).
e randomly selected two domains as the source domains, and the remaining domain was treated as the unknown

ain. For evaluating detection performance, we divided the training and test sets in the two source domain images
an 8:2 ratio, and combined the test sets from both domains to form the mixed domain D. Notably, the training

of the two source domains were not merged. We utilized mean Average Precision (mAP) with an IOU threshold
5 as the evaluation metric for object detection results.
o assess the effectiveness of our proposed IS-MLDA method for infrared ship targets, we compared its perfor-

ce with state-of-the-art object detection models, including Faster R-CNN[50] and SSD[51]. The detailed detection
ts are summarized in Table 3.
he detection results of IS-MLDA on different unseen domains are significantly better than other traditional de-

on methods. In the three domains of A, B, and C, the detection results of our model are higher than those of the
line model YOLOv3(14.30%, 21.60%, 17.99%), Faster R-CNN (18.83%, 13.45%, 16.85%), and SSD (29.28%,
4%, 32.55%), YOLOX(2.06%, 4.09%, 1.91%). In the mixed domain D, although the detection accuracy of IS-
A is slightly lower than that of YOLOX, the SD reaches the minimum value of 0.99. Although our method
ved the best results, we should continue to focus on the degree of variation in the model evaluation results, rather
only considering the detection performance of the model. Therefore, we choose the standard deviation (SD) to
ate the stability of the model detection results. We can observe that compared with other methods, the SD value

e IS-MLDA reaches the minimum value of 0.99, which indicates that the detection results of our method achieve
inimum degree of fluctuation on unseen domains. Due to the phenomenon of overfitting, other object detection

rithms have achieved high accuracy in the mixed domain D, but the accuracy in the unseen domain has dropped
ficantly. This clearly proves that our proposed method can effectively improve the generalization and detection

12
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Fig. 7. Detection results of different methods on different target domains.

rmance of the model. Fig. 7 shows the detection results of different object detection methods on different target
ains, and the detection results of the proposed method are the last column. The detection results of other methods
nfrared images in different target domains have different degrees of missed detection, and it is almost difficult to
t small-scale targets in the sea. In contrast, IS-MLDA has better detection performance and stronger general-

on performance for images in different target domains. It detects almost all ship targets and has higher detection
racy for targets of different scales.
o further validate the superiority of IS-MLDA in addressing domain shift, we chose the SOTA domain adaptative

ct detection (DAOD) methods as our comparison methods, including DAF[52], SWDA[53], S-DAYOLO[54],
MLDG+YOLOv3[34]. From the Table 4, it can be seen that the proposed method achieves the highest detection
racy on datasets AC → B and AB → C. Moreover, compared to the currently advanced DAOD methods, IS-
A improves the detection accuracy by at least 0.21%, achieving high-precision infrared ship target detection.
ifically, SD reaches a minimum value of 0.99, indicating that the proposed method significantly overcomes the
ct of domain shift, effectively enhancing the model’s generalization ability. More importantly, there is no target
ain data in our training data. Even so, our model still has excellent detection performance on the target domain.
rding to our proposed learning approach, when a new infrared detector is added to the scene, it is not necessary
in the model with new data again, thus avoiding the complicated manual annotation and the process of needing

ge amount of data to drive the model.

. Verification of multi-scale object detection performance of IS-MLDA
n order to verify the detection ability of the model for multi-scale ship targets, we take the three domains as
ource domains, divide the test sets from the three source domain data respectively, and use them as the mixed
ain, and then verify the effectiveness of MFA-s on the mixed domain. We used AP with IOU threshold of 0.5 as
valuation metric.
s shown in Table 5, even without MFA-s, IS-MLDA outperforms other methods in detection accuracy on the
d domain. By adding the MFA-s module, the detection performance of IS-MLDA is further enhanced, and the
tion accuracy of objects of different scales is improved. Compared with the original IS-MLDA, the detection ac-

cy with MFA-s is improved by 8.14%, 1.92%, and 2.06% on small, medium, and large-scale targets, respectively.
ext we check if MFA-s can still effectively fuse multi-scale features of ship targets without meta-learning and

ain discriminator. We add the MFA-s module to the baseline model YOLOv3 to independently verify the effec-
ess of the MFA-s module. As shown in Table 6, without the effect of meta-learning and domain discriminator,
roposed MFA-s can effectively fuse the multi-scale features of the ship target, enhance the multi-scale object

13
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Fig. 8. Visualization of the detection results of different methods.

3: Detection results of infrared images by different object detection algorithms. The data of A, B and C domains are respectively from the
ollected by different infrared detectors, domain D is a mixed domain of partial data from the source domain. They have the same detection
ut different data distribution. AVG and SD represent the mean and standard deviation of each method respectively, in order to verify the
alization ability of the model on unseen domains, we only calculated AVG and SD on A, B and C. Time indicates the time for the model to
each image.

Unseen domain A (%) B (%) C (%) D (%)(mixed-domain) AVG SD Time (ms)

Faster R-CNN 75.43 79.6 78.03 86.19 77.98 2.11 0.42

SSD 64.97 60.71 62.23 68.42 62.64 2.15 0.016

YOLOX 90.78 86.94 91.45 95.27 89.72 2.43 0.030

YOLOv3 79.96 71.45 76.89 84.75 76.10 4.31 0.012

IS-MLDA(w/o MFA-s) 92.84 91.03 93.36 94.09 92.41 0.99 0.013

tion accuracy of the baseline model. Compared with other methods, our method achieves the best detection
racy on large-scale and medium-scale objects, and the detection accuracy of small-scale objects is close to that of
Ov5 model, which has advantages in small-scale object detection. Compared with the original YOLOv3 model,
etection accuracy is improved by 2%. At the same time, the AP values of different scales are also improved,

cially the detection accuracy of small-scale objects is increased by 4%. This proves once again that the MFA-s
ule can effectively fuse local features and global features, increase the receptive field of the model, and enhance
eature expression ability of the model. With the improvement of detection accuracy, there is no obvious loss of
tion time, which can meet the real-time requirements and provide corresponding technical support for multi-scale
t detection in the field of intelligent ship visual perception.
ig. 8 shows the detection results of different object detection algorithms. We can obviously see that object
tion algorithms such as YOLOX and YOLOv5 have different degrees of missed detection for small-scale object

infrared object with low contrast. The YOLOv3 model with MFA-s module detects almost all ship targets,
ces the detection accuracy between ship targets of different scales, and ensures the safety of ship navigation at

t.

14
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Table 4: Comparison Results with Different DAOD and DG Methods

Unseen domain A (%) B (%) C (%) D (%)(mixed-domain) AVG SD Time (ms)

DAF 84.03 81.50 85.65 86.34 83.72 2.09 0.462

SWDA 88.97 86.10 89.17 88.08 62.64 1.72 0.457

S-DAYOLO 92.87 90.73 93.01 93.74 92.20 1.27 0.012

MLDF+YOLOv3 89.06 87.13 89.78 92.53 89.30 1.12 0.013

IS-MLDA(w/o MFA-s) 92.84 91.03 93.36 94.49 92.41 0.99 0.013

5: Detection results of multi-scale targets by IS-MLDA. The training data comes from partial infrared images in domains A, B and C, and the
ata is the mixed test set of domains A, B and C. AP large, AP medium, and AP small is the detection accuracy of large-scale, medium-scale,

all-scale targets.

Method mAP0.5 AP large (%) AP medium (%) AP small (%) Time (ms)

Faster R-CNN 85.92 82.18 76.9 17.01 0.42

SSD 69.33 69.48 56.41 11.47 0.016

YOLOX 84.90 85.39 77.94 18.53 0.030

YOLOv5 85.76 84.13 78.73 19.67 0.015

YOLOv3 84.28 82.07 76.89 16.35 0.012

IS-MLDA(w/o MFA-s) 96.13 94.49 93.35 47.57 0.013

IS-MLDA 97.81 96.55 95.27 55.71 0.027

Table 6: Detection results of MFA-s on baseline model. The data used in the training and testing process are all infrared image data.

Method mAP0.5 AP large (%) AP middle (%) AP small (%) Time (ms)

Faster R-CNN 85.92 82.18 76.9 17.01 0.39

SSD 69.33 69.48 56.41 11.47 0.02

YOLOX 84.90 85.39 77.94 18.53 0.030

YOLOv5 85.76 84.13 78.73 19.67 0.015

YOLOv3 84.28 82.07 76.89 16.35 0.012

Ours (YOLOv3+MFA-s) 85.88 85.28 78.92 20.13 0.027

Ablation study
n order to better verify the contribution of each component in our method to the object detection task of infrared
es, we conduct the ablation study as follows. The result obtained using meta-learning on the baseline model is
ted by ”+ML”; The result obtained by combining meta-learning and domain discriminator is denoted by ”+DD”;
result with meta-learning, domain discriminator and MFA-s is denoted by ”+MFA-s”. We perform ablation study
d on the setup in Section 4.3.1, as shown in Table 7. Each method component effectively improves the detection
rmance of the model. Specifically, the meta-learning algorithm improved the detection accuracy of IS-MLDA

nseen domains by 13.20%. On the basis of meta-learning, we combine the domain discriminator to optimize the
ain-invariant features extracted by the model to avoid the overfitting of the model on the source domain. This
es that IS-MLDA performs well in overcoming the influence of domain shift on the deep learning model, can
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7: The results of ablative experiment. The data of A, B and C domains are respectively from the data collected by different infrared detectors,
in D is a mixed domain of partial data from the source domain. They have the same detection task but different data distribution. AVG and
present the mean and standard deviation of each method respectively, in order to verify the generalization ability of the model on unseen
ins, we only calculated AVG and SD on A, B and C. Params is the number of parameters of the model.Time indicates the time for the model
ect each image.

nseen domain A (%) B (%) C (%) D (%) (mixed domain) AVG SD Params (M) Time (s)

YOLOv3 79.96 71.45 76.89 84.75 76.1 4.31 61.5 0.012

IS-MLDA

+ML 89.06 87.13 89.78 92.53 89.3 1.12 61.5 0.013

+DD 92.84 91.03 93.36 94.09 92.41 0.99 61.5 0.013

+MFA-s 94.26 93.05 94.88 95.92 94.06 0.93 76.3 0.027

tively learn the generalization features, and has strong generalization and detection ability. Finally, we added
-s to the model. By enhancing the multi-scale features and receptive field of the model, the detection accuracy
rmance of the model was improved by 1.65%. In addition, the MFA-s module is added to enhance the feature

stness of different scale objects in the training process of meta-learning and domain adaptation, so as to extract
omain independent features of multi-scale objects.
n terms of model parameters, our baseline model YOLOv3 has 61.5M parameters, and the number of our domain
iminator and MFA-s parameters is 2.3M and 13M, respectively. The meta-learning algorithm and domain dis-
inator in IS-MLDA are only used in the training phase of the model, which means that our method can effectively
ove the detection and generalization ability of the model for multi-scale infrared ship targets without increasing
ge number of model parameters. In addition, the detection time of the model is close to the original YOLOv3,
h meets the engineering application.
o visually illustrate the outcomes after domain alignment, following the extraction of domain-invariant features
gh meta-learning and domain discriminator, t-SNE was employed for visualizing domain features, as shown in
6(b). From the figure, it is evident that features from different domains overlap, indicating that IS-MLDA can
tively extract common feature representations across diverse domains. In the feature space, it maps features from
rent domains to similar distributions, thereby enhancing the model’s robustness to variations between different
ains.

ONCLUSION

n this paper, we proposed a novel infrared ship object detection method IS-MLDA that leverages meta-learning
domain adaptation to tackle the domain shift problem. IS-MLDA consists of three key components: coordinated
ient optimization, domain discriminator, and the MFA-s module. Coordinated gradient optimization on both
-train and meta-test sets during training was designed to learn domain-invariant representations for infrared ship
ts. It can minimize the differences between source and target domains in the feature space, and enhance model
ralization capabilities. Domain discriminator was designed to mitigate overfitting on the source domain. It can
ide global supervision information during training and effectively filters out domain-specific information. This
help model generalize well to unseen domains. The MFA-s module was introduced to enhance the model receptive
and effectively extract and fuse multi-scale features of ships. By combining local and global features of different
s, the model’s feature expression ability was significantly improved, leading to better detection performance for
i-scale targets.
xperimental results demonstrated that IS-MLDA can effectively solve the domain shift problem caused by incon-

nt data distribution between different domains. It achieves significantly improved infrared ship target detection
racy with high efficiency. Specifically, the average mAP on the target domain was increased by 18%, SD reached
nimum of 0.93. The proposed method showed excellent generalization ability and can greatly improve naviga-
safe of intelligent ships, especially during nighttime. In future we will explore the integration of complementary
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mation from visible and infrared images. It will further improve the precision of ship target detection and enable 
ate object recognition under all-weather conditions.
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Highlights:
(1) The proposed IS-MLDG facilitates end-to-end detection of infrared ship targets without the
need for image preprocessing, while effectively extracting domain-invariant features to enhance
the  model's  generalization  ability  and  elevate  detection  performance  in  previously  unseen
domains.
(2) We pioneer the application of gradient-based meta-learning algorithms and domain adaptation
methods  in  infrared  ship  object  detection,  demonstrating  the  efficacy  of  combining  domain
generalization and adaptation to address the domain shift challenge.
(3) A multi-scale feature fusion module is designed to aggregate local and global features, which
enhanced the model's feature representation ability.
(4) We develop new datasets for ship detection and domain adaptation, simulating the domain shift
phenomenon using infrared ship images from different infrared sensors in real-world scenarios.
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