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## Abstract

Algorithmic Mechanism Design (AMD) is an interdisciplinary field that bridges economics and computer science and aims to design mechanisms for systems with self-interested agents. This study focuses on motivating truthful information disclosure while optimizing social goals. Traditional payment-based mechanisms cannot be effectively applied to some of these problems, but we can utilize approximate mechanisms to obtain truthfulness without recourse to payments.

One of the well-established problems in approximate mechanism design without money is the facility location problem. In this context, agents possess private positions along a line, and the goal is to determine the location of a public facility while motivating truthful disclosures and achieving optimal social outcomes.

This thesis presents contributions across three key dimensions of facility location problems: (1) Heterogeneous Two-Facility Location Problem: Addressing a discrete setting where agents occupy nodes on a line graph and possess private preferences for two facilities, the research introduces deterministic strategyproof mechanisms with improved approximation ratios, surpassing existing approaches. (2) Two-Facility Location with Candidate Positions: Investigating another variant, where agents have private positions and known preferences for two facilities, the study identifies deterministic strategy-proof mechanisms that achieve the best possible approximation ratios for social and maximum costs.
(3) Distributed Facility Location Problem: A set of agents with positions on the line of real numbers are partitioned into disjoint districts, we designed deterministic distributed mechanisms that satisfy various criteria of interest and achieve the best possible distortion bounds. The research analyzes two mechanism classes: Unrestricted, where agents directly provide truthful positions, and strategy-proof, designed to incentivize honesty. The study establishes tight bounds for various social objectives, including average social cost, max cost, and other fairness-inspired criteria.

In summary, approximate mechanism design without money addresses complex challenges in multi-agent systems, creating mechanisms that promote truthfulness and optimize societal objectives. This thesis introduces innovative mechanisms and provides comprehensive insights into facility location problems from three distinct perspectives.
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## Chapter 1

## Introduction

Algorithmic game theory (AGT) [Roughgarden, 2010] is a multidisciplinary area in the intersection of computer science and economics. Its central goal is to analyze and design algorithms when input is given from selfish, strategic agents. In problems considered in this area, the agents aim to maximize their own profit, possibly by misreporting their input, which may lead to system inefficiency. Typical objectives include the study of the existence of stable outcomes (known as equilibria), the analysis of system efficiency in these outcomes, and the design of mechanisms that lead to efficient equilibria that may also enjoy other properties. The focus of this thesis is on a particular class of interesting problems in AGT (known as facility location games) and the design of efficient mechanisms for them that have the property to incentivize the strategic agents report their input truthfully.

### 1.1 Algorithmic Mechanism Design

A subarea of AGT is that of Algorithmic Mechanism Design (AMD), where the main objective is to design mechanisms (define the rules of the game) for multi-
ple self-interested participants, ensuring that their actions lead to equilibra with good mechanism performance and no participant has incentive to deviate to affect the mechanism performance. Key goals include revenue maximization and social welfare maximization. In AMD we want strategyproofness in combination with approximately optimal system efficiency, rather than strategyproofness combined with other axioms as in classic Mechanism Design that has been studied in Economics. Moreover, it prioritizes computational efficiency, dismissing mechanisms that can't be efficiently implemented in polynomial time as unsuitable solutions.

As a result, we tend to exclude classical economic mechanisms, such as the Vickrey-Clark-Groves(VCG) Auction [Vickrey, 1961]. In this auction, the highest bidder receives the item but pays an amount equal to the second highest bidder, thus incentivizing honest bidding. It extends this principle to the case where there are multiple items seeking to optimize the total value of the players while requiring a fee that reflects the value of the forgoing allocation. However, despite the theoretical beauty of the VCG mechanism (it is an optimal mechanism which means the worst-case results from this mechanism are comparable to the best results for all mechanisms and can make sure each participant doesn't have any incentive to deviate), its general applicability is limited by practical factors. One of the most significant limitations is computational issues. For example, determining the optimal allocation in combinatorial auctions is known to be NP-hard, indicating immense computational complexity [Roughgarden, 2010]. While methods such as approximation algorithms can provide solutions to optimization problems, using such approximations introduces a potential drawback. It may compromise the strategyproofness of the mechanism, which means that
participants may not find it in their best interest to be completely honest [Nisan and Ronen, 1999]. Generally, AMD can be divided into two main parts, whether involving money [Nisan and Ronen, 1999] or not [Procaccia and Tennenholtz, 2013]. The field of mechanism design with money has permeated various domains, including combinatorial auctions [Sandholm, 2002, Dobzinski et al., 2006, Mu'Alem and Nisan, 2008, Assadi and Singla, 2020, Assadi et al., 2021], keyword search auctions [Aggarwal et al., 2006, Zhou et al., 2008], sponsored search auctions [Qin et al., 2015, Roberts et al., 2016] and social welfare maximization[Briest et al., 2005, Filos-Ratsikas et al., 2014, Filos-Ratsikas and Miltersen, 2014, Huang et al., 2019, Rahmattalabi et al., 2021, Banerjee et al., 2022].

Payments are easily challenged when it comes to social choice settings. For example, even if it is the same thing, different people will have different inner prices for it, and we need to have something else to quantify them. Or in elections, the introduction of money will cause corruption. In addition, Schummer and Vohra [2007] states that 'money cannot be used as a medium of compensation in many important contexts' because of ethical considerations (such as in political decision-making) or legal considerations (such as in organ donation). So, it is natural to ask whether it is possible to design some mechanisms that do not require payment; these mechanisms are called strategyproof in the social choice literature. Subsequently, approximate mechanism design without money has been applied in many different settings like in fair division [Cole et al., 2013, Amanatidis et al., 2017, 2023, Bei et al., 2020], voting [Aziz and Lam, 2021, Feldman et al., 2016, Filos-Ratsikas and Voudouris, 2021, Anshelevich et al., 2022], and applications in kidney exchange [Caragiannis et al., 2011, Ashlagi et al., 2015, McElfresh et al., 2019, Freedman et al., 2020].

### 1.2 Facility Location Problems and Games

The facility location problem (FLP) has been studied extensively in various different disciplines, including operations research, computational geometry, and approximation algorithms [Hochbaum, 1982, Williamson and Shmoys, 2011]. In its fundamental formulation, the facility location problem comprises a set of potential facility points and a set of demand points. The task is to choose a subset of facilities to open, aiming to minimize the total or max distance from each demand point to its nearest facility.

The facility location problem has also been studied from the perspective of game theory. When the objective is to decide where to place a single facility given single-peaked preferences of a set of agents (such as when the agents are positioned on a line and report their private positions), Moulin [1980] showed that the class of strategyproof mechanisms (i.e., those that incentivize the agents to report their positions truthfully) consists of generalized median rules, which choose to place the facility at the median of a set of points that includes the positions of the agents and a set of (possibly) empty positions.

More recently, Procaccia and Tennenholtz [2013] considered the single-facility location game on the line from the perspective of approximate mechanism design without money, aiming to identify strategyproof mechanisms that also achieve a good approximation of the social objective functions, such as the social cost (total distance of agents from the chosen facility location) or the maximum cost.

Procaccia and Tennenholtz showed that the optimal social cost can always be achieved by the Median mechanism, which is strategyproof and operates as follows: if the total number of all agents is odd, it selects the median location of the agents' positions; if the total number is even, it selects the left median of
all agents' positions. For the maximum cost, Procaccia and Tennenholtz showed that the deterministic strategyproof mechanism Two-Extreme is 2-approximate. This mechanism operates as follows: it selects the leftmost (or rightmost) agent's location to be the facility location. Procaccia and Tennenholtz also showed that the approximation ratio of any strategyproof deterministic mechanism for the maximum cost is at least 2 .

Procaccia and Tennenholtz also considered a randomized strategyproof mechanisms to get a better bound for the maximum cost. They showed that the mechanism which selects the leftmost agent's location with probability $1 / 4$, the rightmost agent's location with probability $1 / 4$, and their midpoint with probability $1 / 2$ achieves an upper bound of $3 / 2$, which is the best possible among all randomized mechanisms.

Alon et al. [2010] designed strategyproof mechanism for more general metrics (circles and general graphs) to extend this problem. Tang et al. [2020a] characterized group-strategyproof mechanisms for the single facility location game in strictly convex space and proved (almost) tight bound for the social cost of $n / 2$ and maximum cost of 2 .

Beyond the single-facility location game, many variants that consider multiple facilities, constrained spaces, or heterogeneous preferences have been studied. We discuss these below.

### 1.2.1 Two-facility Location Games

In the truthful two-facility location problem, the objective is to locate two facilities. The individual cost of an agent is equal to the distance from the closest facility. For the social cost, Procaccia and Tennenholtz [2013] showed a con-
stant lower bound of $3 / 2$ on the approximation ratio of all deterministic mechanisms and a linear upper bound of $n-2$ by using the Two-Extremes mechanism. Later, Lu et al. [2009] improved the deterministic lower bound from $3 / 2$ to 2 , proposed a randomized strategyproof mechanism with approximation ratio of $n / 2$ and proved the social cost approximation ratio of any strategyproof randomized mechanism is at least 1.045. Furthermore, Lu et al. [2010] showed an asymptotically linear lower bound of $\Omega(n)$ for deterministic mechanisms, before Fotakis and Tzamos [2014] finally showed that the exact bound is $n-2$. Lu et al. [2010] also proposed the randomized Proportional mechanism which is 4-approximate.

For the maximum cost objective, Procaccia and Tennenholtz [2013] showed that the Two-Extremes mechanism is 2-approximate and that the approximation of any deterministic strategyproof mechanism is at least 2 . Further, by using randomization, Procaccia and Tennenholtz proved that the approximation ratio of any randomized strategyproof mechanism is at least $3 / 2$ and designed a randomized strategyproof mechanism with approximation ratio of $5 / 3$.

### 1.2.2 Multiple facilities

Escoffier et al. [2011] focused on locating $n-1$ facilities in general metric spaces and trees by using deterministic and randomized strategyproof mechanisms with respect to the utilitarian and egalitarian objectives. As a result, they showed linear upper bounds and constant lower bounds.

Fotakis and Tzamos [2014] considered $k$-facility location games, where $n$ strategic agents report their locations in a metric space and a mechanism maps them to $k$ facilities. Their main result is an elegant characterization of deterministic strategyproof mechanisms with a bounded approximation ratio for 2-Facility

Location on the line. Then, they showed that for every $k \geq 3$, there do not exist any deterministic anonymous strategyproof mechanisms with a bounded approximation ratio for $k$-Facility location on the line, even for simple instances with $k+1$ agents. Moreover, building on the characterization for the line, they show that there do not exist any deterministic strategyproof mechanisms with a bounded approximation ratio for 2-Facility location and instances with $n \geq 3$ agents located in a star.

For any given concave cost functions, Fotakis and Tzamos [2016] showed that the randomized group strategyproof mechanism Equal-Cost achieves a bounded approximation ratio for all $k$ and $n$. In particular, its approximation ratio is at most 2 for the max cost and at most $n$ for the social cost. Their result implies an interesting separation between deterministic mechanisms, whose approximation ratio for max cost jumps from 2 to unbounded when $k$ increases from 2 to 3 , and randomized mechanisms, whose approximation ratio remains at most 2 for all $k$.

### 1.2.3 Obnoxious Facility Location

The obnoxious facility location problem is a classic research direction in the literature on algorithms and optimization which is first studied by Church and Garfinkel [1978]. They dealt with the problem of locating a point on a network so as to maximize the sum of its weighted distances to the nodes.Cheng et al. [2013b] studied this problem on a network (path, circle or tree). Ye et al. [2015] focus on designing strategyproof mechanisms on the real line with two objective functions (maximizing the sum of squares of distances and maximizing the sum of distances). Ibara and Nagamochi [2012] completely characterized the class of (group) strategyproof mechanisms with exactly two candidates in the gen-
eral metric and showed that there exists a 4-approximation group strategyproof mechanism in any metric space.

### 1.2.4 Heterogeneous Facility Location

A recent stream of papers have focused on heterogeneous facility location problems with multiple facilities (typically, two) that are different in nature (e.g., a school and a bar). As such, the agents care both for the location and the types of the facilities, aiming for the facilities they like the most to be as close to their position as possible. To give an example, a family would like to be closer to a school than to a bar, whereas a single person might want the opposite. Many settings have been proposed to model the different preferences the agents may have about the facilities.

Dual preferences. The first heterogeneous facility location model, combining elements from the classic single-facility location problem and the obnoxious single-facility location problem [Cheng et al., 2011, 2013a], was independently proposed and studied by Feigenbaum and Sethuraman [2015] and Zou and Li [2015]. In this setting, there are two facilities to be located on the real line, and the agents have dual preferences over the facilities; that is, an agent likes or dislikes a facility. The authors showed bounds on the approximation ratio of deterministic and randomized strategyproof mechanisms for different cases depending on whether the positions or the preferences of the agents are their private information (and can thus lie about them). Kyropoulou et al. [2019] considered an extension of this model, where the location space of the two facilities is a constrained region of the Euclidean space.

Approval preferences. Serafino and Ventre [2016] studied a discrete version, where the line is a discrete graph, the agents occupy nodes of the line (which is common knowledge) and have approval preferences over two facilities (that is, an agent either likes a facility or is indifferent about it), which can only be placed at different nodes of the line. Given facility locations, the cost of an agent is defined as the total distance from the facilities she approves. Serafino and Ventre presented bounds on the approximation ratio of deterministic and randomized mechanisms in terms of both social objectives of interest. In particular, for the social cost, they showed that the best possible approximation ratio of deterministic mechanisms is between $9 / 8$ and $n-1$, where $n$ is the number of agents. In contrast, they designed a randomized mechanism that always outputs a solution with minimum expected social cost. For the maximum cost objective, they showed that the best possible approximation ratio of deterministic mechanisms is between $3 / 2$ and 3 , and that of randomized mechanisms is between $4 / 3$ and $3 / 2$. Anastasiadis and Deligkas [2018] considered a model that combines dual and optional preferences, in the sense that the agents can like, dislike or be indifferent about a facility.

Chen et al. [2020] studied a continuous setting with agents that have approval preferences over the facilities. The authors consider two different cost functions of the agents, one that is equal to the distance from the closest facility that the agent approves, and one that is equal to the distance from the farthest such facility. Li et al. [2020] studied an extension of this setting in more general metrics (beyond the line), and designed mechanisms that improve some results of Chen et al.. Deligkas et al. [2023] considered a similar preference model, but with the difference that the goal is to locate just one of the facilities (and, more generally,
$k$ out of $m$ ), and not all of them.

Fractional preferences. Fong et al. [2018] proposed a fractional preference model for the facility location game with two facilities that serve the same purpose, where each agent, besides his location information, has also a fractional preference to indicate how well they prefer the facilities. The preference for each facility is in the range $[0,1]$ such that the sum of the preferences for all facilities is 1 . The utility of an agent is a function of the distance of the agent from the facilities multiplied by the preferences. Duan et al. [2021] later generalized the minimum distance setting by allowing for private fractional preferences over the two facilities.

### 1.2.5 Facility Location with Candidate Locations

Sui and Boutilier [2015] were among the first to consider truthful facility location problems with candidate locations (referred to as constrained facility location), with a focus on achieving approximate strategyproofness by bounding the incentives of the agents to manipulate; for multiple facilities, they considered only the homogeneous case where each agent's individual cost is the distance to the closest facility. Feldman et al. [2016] considered a candidate selection problem with a fixed set of candidates, a model which translates into a single-facility location problem where the facility can only be placed at a location from a given set of discrete candidate locations. They focused on the social cost objective and, among other results, proved that the MEDIAN mechanism that places the facility at the location closest to the position reported by the median agent, achieves an upper bound of 3 ; they also showed that this is the best possible bound among deterministic mechanisms.

Tang et al. [2020b] considered a setting with two facilities, which can be placed at locations chosen from a set of candidate ones, allowing the facilities to be placed even at the same location. The positions of the agents are assumed to be private information and an agent's individual cost is defined as her distance from the closest facility. They proved an upper bound of $2 n-3$ for the social cost objective and a tight bound of 3 for the maximum cost. They also considered the case of a single facility and the max cost objective, for which they showed a bound of 3 (extending the work of Feldman et al. [2016] who only focused on the social cost). Walsh [2021] considered a similar setting, where one or more facilities can only be placed at different subintervals of the line, and showed bounds on the approximation ratio of strategyproof mechanisms for many social objective functions, beyond the classic ones. Zhao et al. [2023] studied a slightly different setting, in which the agents have known approval preferences over the two different facilities and their individual costs are defined as their distance from the farthest facility among the ones they approve. For homogeneous agent preferences, they showed a tight bound of 3 for both the social cost and the max cost objectives, while for general, heterogeneous preferences, they showed an upper bound of $2 n+1$ for the social cost, and an upper bound of 9 for the maximum cost. Their results for general preferences were recently improved by Lotfi and Voudouris [2023] to 11 and 5 for the social cost and the max cost, respectively.

Xu et al. [2021] considered a setting where two facilities must be located so that there is a minimum distance between them (not at specific given candidate locations). They showed results for two types of individual costs. The first one is the total distance (assuming that the facilities play a different role, and thus the agents are interested in both of them) and showed that, for any minimum
distance requirement, the optimal solution for the social cost or the maximum cost can be attained by a strategyproof mechanism. The second one is the minimum distance (assuming that the facilities are of the same type, and thus the agents are interested only in their closest one), and showed that the approximation ratio of strategyproof mechanisms is unbounded. They also considered the case where the facility is obnoxious and showed a bound that depends on the minimum distance parameter.

Gai et al. [2022] considered the setting of obnoxious facility location games with candidate locations. For obnoxious single facility location games under social utility objective, they presented a tight bound of 3 . For obnoxious heterogeneous two-facility location games, they proved an upper bound of 2 and lower bound of $\frac{3}{2}$ for the social cost objective.

### 1.2.6 Distributed Facility Location

Filos-Ratsikas and Voudouris [2021] considered a distributed facility location setting in which the agents are partitioned into districts and a mechanism works in two steps: It first chooses a representative location for each district of agents, and then chooses one of the representatives as the final facility location. FilosRatsikas and Voudouris focused on the social cost objective and showed a tight bound of 3 among all possible deterministic mechanisms. Similar distributed settings were previously considered in the more general context of utilitarian and metric social choice [Filos-Ratsikas et al., 2020, Anshelevich et al., 2022], aiming to model settings where decisions are first made at a local level, among disjoint sets of agents, and then these decisions are aggregated into a collective outcome, such as in elections.

### 1.3 Structure of the Thesis

In chapter 3, we revisit the discrete heterogeneous two-facility location problem that was first considered by Serafino and Ventre [2016], in which there is a set of agents that occupy nodes of a line graph and have private approval preferences over two facilities. When the facilities are located at some nodes of the line, each agent suffers a cost that is equal to her total distance from the facilities she approves. The goal is to decide where to locate the two facilities so as to (a) incentivize the agents to truthfully report their preferences and (b) achieve a good approximation of the minimum total (social) cost or the maximum cost among all agents.

Contribution. For both objectives, we design deterministic strategyproof mechanisms with approximation ratios that significantly outperform the state of the art and complement these results with (almost) tight lower bounds. In particular, for the social cost, we show an upper bound of $17 / 4$ and a lower bound of $4 / 3$ (the lower bound is tight for instances with three agents). For the max cost, we show a tight bound of 2 . Our results have been published as [Kanellopoulos et al., 2023b].

In chapter 4, we study a truthful two-facility location problem in which a set of agents have private positions on the line of real numbers and known approval preferences over two facilities. Given the locations of the two facilities, the cost of an agent is the total distance from the facilities she approves. The goal is to decide where to place the facilities from a given finite set of candidate locations so as to (a) approximately optimize desired social objectives, and (b) incentivize the agents to truthfully report their private positions.

Contribution. We focus on the class of deterministic strategyproof mechanisms and pinpoint the ones with approximation ratio in terms of the social cost (i.e., the total cost of the agents) and the max cost. In particular, for the social cost of doubleton instances (in which all agents approve both facilities), we show that the best possible approximation ratio of strategyproof mechanisms is between $1+\sqrt{2}$ and 3 . For singleton instances (in which each agent approves one facility), we show a lower bound of 3 . Then, for general instances, we show an upper bound of 7 . For the max cost of doubleton instances, we show that the best possible approximation ratio is between 2 and 3 . We show a tight bound of 3 for singleton and general instances, respectively. Our results have been published as [Kanellopoulos et al., 2023a].

In chapter 5, we study the distributed facility location problem that was first considered by Filos-Ratsikas and Voudouris [2021], where a set of agents with positions on the line of real numbers are partitioned into disjoint districts, and the goal is to choose a point to satisfy certain criteria, such as optimize an objective function or avoid strategic behavior. A mechanism in our distributed setting works in two steps: For each district it chooses a point that is representative of the positions reported by the agents in the district, and then decides one of these representative points as the final output. We consider two classes of mechanisms: Unrestricted mechanisms which assume that the agents directly provide their true positions as input, and strategyproof mechanisms which deal with strategic agents and aim to incentivize them to truthfully report their positions.

Contribution. For both classes, we show tight bounds on the best possible approximation in terms of several minimization social objectives, including the average social cost and the max cost, as well as other fairness-inspired objectives that are
tailor-made for the distributed setting, in particular, the max-of-average and the average-of-max. Our results have been published as [Filos-Ratsikas et al., 2024].

### 1.4 List of Publications

My primary research interest lies in the intersection of Algorithmic Mechanism Design, specifically focusing on mechanisms for distributed and heterogeneous facility location problems without money. This research addresses the design and evaluation of mechanisms that encourage truthful reporting of information while optimizing social welfare objectives. Notable contributions in this field are detailed in a series of papers, where I explore strategic behavior in systems without payments, propose new approximate mechanisms, and provide thorough analyses on these mechanisms.

My contributions on these topics can be best summarized by the following papers ${ }^{1}$ :
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## Chapter 2

## Preliminaries

We consider facility location problems in this thesis. An instance $I$ of a facility location problem consists of a set $N$ of $n \geq 2$ agents and a set $F$ consisting of at most two facilities, $f_{1}$ and potentially $f_{2}$ as well. Each agent is associated with a position on a line (which can either be a discrete graph or continuous). When $|F|=2$, the agents may also have approval preferences $\mathbf{p}_{i} \in\{0,1\}^{|F|}$ over the two facilities: If $p_{i j}=1$, agent $i \in N$ approves facility $j \in\{1,2\}$. When $|F|=1$, we assume that $p_{i j} \mathrm{~s}^{\prime}$ are trivially set to 1 . Then, we denote by $N_{j}$ the set of agents that approve facility $f_{j}$ if $|F| \neq 1$, i.e., $i \in N_{j}$ if $p_{i j}=1$. Clearly, the two sets $N_{1}$ and $N_{2}$ need not be disjoint if there are agents that approve both facilities.

A feasible solution is $\mathbf{w}=\left(w_{j}\right)_{j \in|F|}$ determines the location $w_{j}$ of each facility $f_{j} \in F$. The locations can be chosen from a set of candidate locations; this set can either be finite (i.e., it consists of a given set of points or nodes on the line) or infinite (i.e., it consists of any point on the line of real numbers). When there are two facilities to be located, we also require that they are located at different points, that is, $w_{1} \neq w_{2}$. Given a feasible solution $\mathbf{w}$ for instance $I$, the cost of
any agent $i$ in instance $I$ is the (total) distance from her position to the location of the facility or facilities she approves, i.e.,

$$
\operatorname{cost}_{i}(\mathbf{w} \mid I)=\sum_{j \in F} p_{i j} \cdot d(i, j)
$$

where $d(x, y)=|x-y|$ denotes the distance between any two points $x$ and $y$ on the line, $|F|$ denotes the number of facilities in the setting, $|F|$ is at most 2 . Since the line is a special metric space, the distances satisfy the triangle inequality, which states that $d(x, y) \leq d(x, z)+d(z, y)$ for any three points $x, y$ and $z$ on the line, with the equality being true when $z \in[x, y]$.

A mechanism $M$ takes as input an instance $I$ (not only the reported private information, but also the public information), and outputs a feasible solution; we will denote by $M(I)$ the output of $M$ when given information about $I$ as input. To determine the quality of the solutions computed by mechanisms, we consider two natural objective social functions that have been considered extensively within the truthful facility location literature. Given an instance $I$, the social cost of a feasible solution $\mathbf{w}$ is the total cost of all the agents, i.e.,

$$
\mathrm{SC}(\mathbf{w} \mid I)=\sum_{i \in N} \operatorname{cost}_{i}(\mathbf{w} \mid I)
$$

The max cost of $\mathbf{w}$ is the maximum cost among all agents, i.e.,

$$
\mathrm{MC}(\mathbf{w} \mid I)=\max _{i \in N} \operatorname{cost}_{i}(\mathbf{w} \mid I)
$$

Let $\mathrm{SC}^{*}(I)=\min _{w} \mathrm{SC}(w \mid I)$ be the minimum possible social cost for instance $I$, achieved by any feasible solution. Similarly, let $\mathrm{MC}^{*}(I)=\min _{w} \mathrm{MC}(w \mid I)$ be the minimum possible maximum cost for $I$.

For any social objective $f \in\{\mathrm{SC}, \mathrm{MC}\}$, the $f$-approximation ratio of a mechanism $M$ is the worst-case ratio (over all possible instances) between the objective value of the solution computed by $M$ over the minimum possible objective value among all feasible solutions, i.e.,

$$
\rho(M)=\sup _{I} \frac{f(M(I) \mid I)}{f^{*}(I)} .
$$

A mechanism $M$ is said to be strategyproof if the solution $M(I)$ it returns when given as input any instance $I$ is such that there is no agent $i$ with incentive to misreport their private information (it will be the preference $\mathbf{p}_{i}^{\prime}$ or location $\mathbf{x}_{i}^{\prime}$ ) to decrease her individual cost, that is,

$$
\operatorname{cost}_{i}(M(I) \mid I) \leq \operatorname{cost}_{i}\left(M\left(\mathbf{x}_{i}^{\prime} / \mathbf{p}_{i}^{\prime}, I_{-i}\right) \mid I\right),
$$

where $I_{-i}$ is any instance in which all agents besides $i$ report the same private information as in $I$.

In this thesis we will consider different types of facility location problems with different assumptions about the private information of the agents and how the mechanisms can operate. We will refine the basic definitions presented in the following chapters. In all cases, our goals are to (a) design mechanisms with an as low $f$-approximation ratio as possible (close to 1 ), and (b) incentivise the agents truthfully report their private information.

## Chapter 3

## On Discrete Truthful Heterogeneous

## Two-Facility Location

### 3.1 Definitions and notation

We consider the discrete two-facility location problem in this chapter.
Besides the basic condition in chapter 2, the instance $I$ in this chapter consists of a line graph with $m \geq n$ nodes. Hence, each agent occupies a node $x_{i}$ of the line, such that different agents occupy different nodes. We define $y_{j}$ is the position of the leftmost median agent in $N_{j}$. The position profile x consists not only of the position of agents but also of the possible empty nodes. The position profile is assumed to be common knowledge and each agent $i$ also has private approval preference. As $\mathbf{x}$ and $\mathbf{p}$ include all the information related to an instance, we denote $I=(\mathbf{x}, \mathbf{p})$.

Given a feasible solution $\mathbf{w}=\left(w_{1}, w_{2}\right)$, the cost of any agent $i$ in instance $I$ is her total distance from the facilities she approves, i.e.,

$$
\operatorname{cost}_{i}(\mathbf{w} \mid I)=\sum_{j \in\{1,2\}} p_{i j} \cdot d(i, j)
$$

A mechanism $M$ is said to be strategyproof in this chapter if the solution $M(I)$ it computes when given as input the instance $I=(\mathbf{x}, \mathbf{p})$ is such that no agent $i$ has incentive to report a false preference $\mathbf{p}_{i}^{\prime} \neq \mathbf{p}_{i}$

$$
\operatorname{cost}_{i}(M(I) \mid I) \leq \operatorname{cost}_{i}\left(M\left(\mathbf{x},\left(\mathbf{p}_{i}^{\prime}, \mathbf{p}_{-i}\right)\right) \mid I\right)
$$

where $\left(\mathbf{p}_{i}^{\prime}, \mathbf{p}_{-i}\right)$ is the preference profile according to which agent $i$ 's preference is $\mathbf{p}_{i}^{\prime}$, while the preference of any other agent is the same as in $\mathbf{p}$.

### 3.2 Overview of Contribution

The main technical difficulty in designing deterministic strategyproof mechanisms with low approximation ratio in terms of the social cost is the constraint of locating the two facilities at different nodes. If each agent approves only a single facility, then locating each facility to the median agent among those that approve it would be a strategyproof mechanism with minimum social cost. However, in general, there might exist agents that approve both facilities, in which case the medians for the two facilities could coincide, and any choice of how to break this tie could lead to some agent having incentive to misreport.

The upper bounds shown by Serafino and Ventre for the social and the maximum cost both follow by the same deterministic mechanism, named TwoExTREMES, which works along the lines of the mechanism considered by Procaccia
and Tennenholtz [2013] for homogeneous 2-facility location. TwoExtremes locates one of the facilities at the node occupied by the leftmost agent among those that approve it, and the other facility at the node occupied by the rightmost agent among those that approve it; in case of a collision, one of the facilities is moved a node to the left or the right. There are two main reasons for the deficiency of TwoExtremes: (i) the boundary agents (leftmost and rightmost) among those that approve a facility may be rather far away from the median such agent, whose node would be the ideal location for the facility, and (ii), it does not exploit the available information about the position of the agents in any way. Our improved mechanisms take care of these two reasons: We place the facilities closer to median agents (without breaking strategyproofness), and exploit the information about the agent positions of the agents.

For the social cost, we design the Fixed-or-Median-Nearest-Empty (FMNE) mechanism with an approximation ratio of at most $17 / 4=4.25$. The mechanism switches between two cases based on the structure of the line: If there are no empty nodes, it fixes the locations of the facilities to be the two central nodes of the line; otherwise, if there are empty nodes, it locates one of the facilities at the position of the median agent among those that approve it, and the other facility at one of the nearest empty nodes to the median agent among those that approve it. We complement this result with an improved lower bound of $4 / 3$ on the approximation ratio of all mechanisms, which follows by two instances with only three agents and no empty nodes. Motivated by this lower bound construction, we then focus on instances with three agents, and design the 3agent Priority-Dictatorship mechanism that achieves the best-possible bound of $4 / 3$.

|  | Lower bound | Upper bound |
| :---: | :---: | :---: |
| Social cost | $4 / 3^{\star}(9 / 8)$ | $17 / 4(n-1)$ |
| Maximum cost | $2(3 / 2)$ | $2(3)$ |

Table 3.1: An overview of our bounds on the approximation ratio of deterministic strategyproof mechanisms for the social cost and the maximum cost. The bounds in parentheses are the previously best known ones shown by Serafino and Ventre [2016]. The lower bound of $4 / 3$ marked with $a \star$ is tight for instances with three agents.

For the maximum cost, we design a parameterized class of mechanisms $\alpha$ -Left-Right ( $\alpha-\mathrm{LR}$ ), each member of which partitions the line into two parts, from the first node to node $\alpha$, and from node $\alpha+1$ to the last node. Then, the decision about the locations of the facilities is based on the preferences of the agents included in the two parts. We show that all mechanisms of the class are strategyproof, and there are members with approximation ratio at most 2 . In particular, when the size $m$ of the line is an even number, the bound is achieved by $m / 2-\mathrm{LR}$, and when $m$ is odd, it is achieved by $(m+1) / 2-L R$. Finally, we show a tight lower bound of 2 on the approximation ratio of all strategyproof mechanisms, using a construction involving a sequence of five instances with three agents and no empty nodes.

An overview of our bounds, and how they compare to the previously best ones shown by Serafino and Ventre [2016], is given in Table 3.1.

### 3.3 Social cost: A general constant upper bound

We start with the social cost objective. For general instances with $n$ agents, we design the strategyproof mechanism Fixed-or-Median-Nearest-Empty (FMNE) with approximation ratio $17 / 4$, thus greatly improving upon the previous bound of $n-1$ of Serafino and Ventre [2016]. Our mechanism exploits the known information about the position profile, and distinguishes between two cases depending on whether the given instance contains empty nodes or not. If

```
Mechanism 1: Fixed-or-Median-Nearest-Empty (FMNE)
    Input: Instance \(I\) with \(n\) agents ;
    Output: Feasible solution \(\mathbf{w}=\left(w_{1}, w_{2}\right)\);
    if there are no empty nodes then // Fixed part
        \(w_{1} \leftarrow\lfloor n / 2\rfloor ;\)
        \(w_{2} \leftarrow\lfloor n / 2\rfloor+1\);
    else // Median-Nearest-Empty part
        for \(j \in\{1,2\}\) do
            \(y_{j} \leftarrow\) position of the leftmost median agent in \(N_{j}\);
        \(w_{1} \leftarrow y_{1}\);
        \(w_{2} \leftarrow\) nearest empty node to \(y_{2}\), breaking ties in favor of the rightmost
        such empty node;
```

there are no empty nodes, FMNE locates the facilities next to each other at central nodes of the line (in particular, nodes $\lfloor n / 2\rfloor$ and $\lfloor n / 2\rfloor+1$ ); this is the FIXED part of the mechanism. If there are empty nodes, FMNE locates facility 1 at the node occupied by the median agent among those that approve facility 1 , and facility 2 at the empty node that is nearest to the node occupied by the median agent among those that approve facility 2; this is the Median-Nearest-Empty part of the mechanism. See Mechanism 1.

## Theorem 3.3.1. FMNE is strategyproof.

Proof. Consider an arbitrary instance $I$. The mechanism is clearly strategyproof if there are no empty nodes in $I$ as the locations of the facilities are fixed and independent of the preferences of the agents. So, it remains to consider the case where $I$ contains empty nodes. Let $i$ be an arbitrary agent. We switch between the following three cases:

Agent $i$ approves only facility $1\left(i \in N_{1} \backslash N_{2}\right)$. Suppose without loss of generality that $x_{i} \leq y_{1}$. Any misreport of agent $i$ can only lead to a median $y_{1}^{\prime}$ among the agents that approve facility 1 which is farther away from $x_{i}$. In particular, if $i$ misreports that she approves only facility 2 , then $y_{1}^{\prime} \geq y_{1}$, whereas
if $i$ misreports that she approves both facilities, then $y_{1}^{\prime}=y_{1}$.
Agent $i$ approves only facility $2\left(i \in N_{2} \backslash N_{1}\right)$. Suppose without loss of generality that facility 2 is positioned at some empty node $e$ with $x_{e}>y_{2}$. Denote by $y_{2}^{\prime}$ the median node occupied by the agents that approve facility 2 when $i$ misreports.

- If agent $i$ misreports that she approves both facilities, then $y_{2}^{\prime}=y_{2}$, and hence the position of facility 2 as well as the cost of agent $i$ remain the same.
- If $x_{i} \leq y_{2}$ and agent $i$ misreports that she only approves facility 1 , then $y_{2}^{\prime} \geq y_{2}$. As a result, either $e$ continues to be the nearest empty node to $y_{2}^{\prime}$ and the cost of $i$ remains exactly the same, or another empty node $e^{\prime}$ with $x_{e^{\prime}}>x_{e}$ becomes the nearest empty node to $y_{2}^{\prime}$, and the cost of $i$ strictly increases.
- If $x_{i}>y_{2}$ and agent $i$ misreports that she only approves facility 1 , then $y_{2}^{\prime} \leq y_{2}$. As a result, either $e$ continues to be the nearest empty node to $y_{2}^{\prime}$, or another empty node $e$ with $x_{e^{\prime}}<y_{2}<x_{e}$ becomes the nearest empty node to $y_{2}^{\prime}$. In any case, the cost of $i$ does not decrease.

Agent $i$ approves both facilities $\left(i \in N_{1} \cap N_{2}\right)$. Since the cost of agent $i$ is the sum of costs she derives from the two facilities and we decide where to locate each facility independently from the other facility, the same arguments for the previous two cases show that no possible misreport can lead to a strictly lower cost.

To argue about the approximation ratio of FMNE, we will distinguish between instances with and without empty nodes. In our proofs, we exploit the following lower bounds on the optimal social cost; we include the proof for completeness.

Here, $\mathbf{1}\{X\}$ is equal to 1 if the event $X$ is true, and 0 otherwise.
Lemma 3.3.2 ([Serafino and Ventre, 2016]). For any instance I in which there are $n_{j}$ agents that approve facility $j \in\{1,2\}$, it holds that

$$
\begin{aligned}
\mathrm{SC}^{*}(I) & \geq \frac{1}{4}\left(n_{1}^{2}+n_{2}^{2}-\mathbf{1}\left\{n_{1} \text { odd }\right\}-\mathbf{1}\left\{n_{2} \text { odd }\right\}\right) \\
& \geq \frac{1}{4}\left(n_{1}^{2}+n_{2}^{2}-2\right)
\end{aligned}
$$

Proof. We argue about each facility $j \in\{1,2\}$ independently. When $n_{j}$ is odd, the optimal allocation can, at best, have facility $j$ at one of these $n_{j}$ nodes and have two agents at distance $i$, for $i \in\left\{1, \ldots, \frac{n_{j}-1}{2}\right\}$ from $j$; the total cost due to facility $j$ is then $\frac{n_{j}^{2}-1}{4}$. When $n_{j}$ is even, the optimal allocation can, at best, place facility $j$ facility at one of the $n_{j}$ nodes and have two agents at distance $i$, for $i \in\left\{1, \ldots, \frac{n_{j}}{2}-1\right\}$, and an agent at distance $\frac{n_{j}}{2}$; the total cost due to facility $j$ in this case is then $\frac{n_{j}^{2}}{4}$.

For instances without empty nodes and $n \geq 5$, we will show that the approximation ratio of FMNE (in particular, its FIXED part) is at most 3; note that for $n \leq 4$, the TwoExtremes mechanism of Serafino and Ventre [2016] is 3approximate.

Theorem 3.3.3. For any instance with $n \geq 5$ agents and no empty nodes, the SC-approximation ratio of FMNE is at most 3.

Proof. Consider an instance $I$ and recall that $N_{j}$ denotes the set of agents that approve facility $j$. Let $n_{1}=\left|N_{1}\right|, n_{2}=\left|N_{2}\right|$, and $b=\left|N_{1} \cap N_{2}\right|$; clearly, it holds that $n=n_{1}+n_{2}-b$.

We first consider the case where $n$ is even, i.e., $n \geq 6$. For any agent $i$, with $i \in$ $\{1, \ldots, n\}$, the maximum distance of $i$ to a facility is $|n / 2+1-i|$. Furthermore,
each of the $b$ agents that approve both facilities faces an added cost of at most $n / 2$ due to the distance to the agent's nearest facility. Therefore, the total cost of the solution $\mathbf{w}$ computed by the mechanism is bounded by

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w} \mid I) & \leq 2 \sum_{i=1}^{n / 2} i+b \cdot \frac{n}{2} \\
& =\frac{n}{2} \cdot\left(\frac{n}{2}+1\right)+b \cdot \frac{n}{2} \\
& =\frac{n_{1}^{2}+n_{2}^{2}+b^{2}+2 n_{1} n_{2}-2 b n_{1}-2 b n_{2}+2 n_{1}+2 n_{2}-2 b}{4} \\
& +\frac{b n_{1}+b n_{2}-b^{2}}{2} \\
& \leq \frac{n_{1}^{2}+n_{2}^{2}+2 n_{1} n_{2}+2 n_{1}+2 n_{2}}{4}
\end{aligned}
$$

where the second equality holds since $n=n_{1}+n_{2}-b$, while the last inequality holds since $b \geq 0$.

By Lemma 3.3.2, $\mathrm{SC}^{*}(I) \geq \frac{1}{4}\left(n_{1}^{2}+n_{2}^{2}-2\right)$, and thus the approximation ratio is bounded by

$$
\frac{\mathrm{SC}(\mathbf{w} \mid I)}{\mathrm{SC}^{*}(I)} \leq \frac{n_{1}^{2}+n_{2}^{2}+2 n_{1} n_{2}+2 n_{1}+2 n_{2}}{n_{1}^{2}+n_{2}^{2}-2}
$$

To prove the claim, it suffices to show that, when $n_{1}+n_{2} \geq 6$, it holds that $n_{1}^{2}+n_{2}^{2}+2 n_{1} n_{2}+2 n_{1}+2 n_{2} \leq 3 n_{1}^{2}+3 n_{2}^{2}-6$, i.e., $\left(n_{1}-n_{2}\right)^{2}+n_{1}^{2}+n_{2}^{2} \geq$ $2 n_{1}+2 n_{2}+6$. Observe that, when $n_{1}+n_{2} \geq 6$, it holds that $n_{1}^{2}+n_{2}^{2} \geq$ $3\left(n_{1}+n_{2}\right) \geq 2 n_{1}+2 n_{2}+6$; the claim follows.

We now consider the case where $n \geq 5$ is odd; the analysis is slightly more involved, but follows along similar lines. Observe that the maximum distance of any agent $i$ positioned at some of the first $(n-1) / 2$ nodes from a facility (in particular, facility 2$)$ is $(n+1) / 2-i$, while the maximum distance of any agent $i$
positioned at some of the last $(n+1) / 2$ nodes from a facility (in this case, facility $1)$ is $i-(n-1) / 2$. Furthermore, each of the $b$ agents that approve both facilities faces an added cost of at most $(n-1) / 2$. So, the total cost of the solution $\mathbf{w}$ computed by the mechanism is bounded by

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w} \mid I) & \leq \sum_{i=1}^{(n-1) / 2} i+\sum_{i=1}^{(n+1) / 2} i+b \cdot \frac{n-1}{2} \\
& =\frac{(n+1)^{2}}{4}+b \cdot \frac{n-1}{2} \\
& =\frac{n_{1}^{2}+n_{2}^{2}+b^{2}+2 n_{1} n_{2}-2 b n_{1}-2 b n_{2}+2 n_{1}+2 n_{2}-2 b+1}{4} \\
& +\frac{b n_{1}+b n_{2}-b^{2}-b}{2} \\
& =\frac{n_{1}^{2}+n_{2}^{2}+2 n_{1} n_{2}+2 n_{1}+2 n_{2}+1-b^{2}-4 b}{4}
\end{aligned}
$$

where, again, the second equality holds since $n=n_{1}+n_{2}-b$.
By Lemma 3.3.2, $\mathrm{SC}^{*}(I) \geq \frac{1}{4}\left(n_{1}^{2}+n_{2}^{2}-\mathbf{1}\left\{n_{1}\right.\right.$ odd $\}-\mathbf{1}\left\{n_{2}\right.$ odd $\left.\}\right)$, and thus the approximation ratio is bounded by

$$
\frac{\mathrm{SC}(\mathbf{w} \mid I)}{\mathrm{SC}^{*}(I)} \leq \frac{n_{1}^{2}+n_{2}^{2}+2 n_{1} n_{2}+2 n_{1}+2 n_{2}+1-b^{2}-4 b}{n_{1}^{2}+n_{2}^{2}-1\left\{n_{1} \text { odd }\right\}-1\left\{n_{2} \text { odd }\right\}}
$$

To prove the claim it suffices to show that $\left(n_{1}-n_{2}\right)^{2}+n_{1}^{2}+n_{2}^{2}+b^{2}+4 b \geq$ $2 n_{1}+2 n_{1}+1+3\left(\mathbf{1}\left\{n_{1}\right.\right.$ odd $\}+\mathbf{1}\left\{n_{2}\right.$ odd $\left.\}\right)$. If $b \geq 1$, then $n_{1}+n_{2} \geq 6$, and the claim follows since $\left(n_{1}-n_{2}\right)^{2}+n_{1}^{2}+n_{2}^{2} \geq 2\left(n_{1}+n_{2}+1\right)$ holds in this case. Otherwise, when $b=0$, then exactly one of $n_{1}, n_{2}$ is odd and it suffices to show that $\left(n_{1}-n_{2}\right)^{2}+n_{1}^{2}+n_{2}^{2} \geq 2 n_{1}+2 n_{2}+4$. Since $\left(n_{1}-n_{2}\right)^{2} \geq 1$, this always holds if $n_{1}+n_{2} \geq 5$.

For instances with at least one empty node, we will show that the approximation ratio of FMNE (in particular, its Median-Nearest-Empty part) is $17 / 4$ for
any $n \geq 6$; observe that the TwoExtremes mechanism of Serafino and Ventre [2016] achieves an approximation ratio of at most 4 when $n \leq 5$. Our proof for the approximation ratio of FMNE in this case relies on the following technical lemma.

Lemma 3.3.4. Let $f(x, y)=\frac{y^{2}+4 x y+2 y+1}{x^{2}+y^{2}-2}$. For non-negative integers $x, y$ such that $x+y \geq 6$, it holds $f(x, y) \leq 13 / 4$.

Proof. First, observe that $f(x, y)$ can be written as $f(x, y)=1+\frac{-x^{2}+4 x y+2 y+3}{x^{2}+y^{2}-2}$. It suffices to limit our attention to the values of $x, y$ for which $f(x, y)>3$, i.e., to these $x, y$ such that $\frac{-x^{2}+4 x y+2 y+3}{x^{2}+y^{2}-2}>2$. By rearranging, we obtain $-x^{2}+4 x y+$ $2 y+3>2 x^{2}+2 y^{2}-4$, and, therefore, $-x^{2}+2 y+7>2(x-y)^{2}$.

Let $y=x+k$ for some integer $k$ and rewrite the last inequality as $-x^{2}+2 x+$ $7>2\left(k^{2}-k\right)$. Clearly, for $x \geq 4$ the inequality never holds as the left-hand-side term is negative and the right-hand-side term is always non-negative. Hence, we obtain that $f(x \geq 4, y)<13 / 4$. For the remaining values of $x$, i.e., when $x \in\{0,1,2,3\}$, recall that $x+y \geq 6$, i.e., $2 x+k \geq 6$. When $x=0$, it must be $k \geq 6$ and the inequality does not hold, as $7<60$. When $x=1$, we have $k \geq 4$ and, again, the inequality does not hold, as $8<24$. For $x=2$, we obtain $k \geq 2$ and the inequality becomes $7>2\left(k^{2}-k\right)$, which holds only when $k=2$; in this case, $f(2,4)=19 / 6<13 / 4$. Finally, for $x=3$, we have that $k \geq 0$ and the inequality becomes $4>2\left(k^{2}-k\right)$ which holds for $k \in\{0,1\}$. The proof follows by observing that $\max \{f(3,3), f(3,4)\}=\max \{13 / 4,73 / 23\} \leq 13 / 4$.

We are now ready to prove the bound for instances with empty nodes.
Theorem 3.3.5. For any instance with $n \geq 6$ and at least one empty node, the SC-approximation ratio of FMNE is at most $17 / 4$.

Proof. Consider any instance $I$. We first argue a bit about the optimal social cost of $I$. A solution that minimizes the social cost locates each facility $j \in\{1,2\}$ to the node $y_{j}$ occupied by a median agent in $N_{j}$. However, this solution might not be feasible if $y_{1}=y_{2}$, and so the optimal social cost can only be larger. We have that

$$
\begin{equation*}
\mathrm{SC}^{*}(I) \geq \sum_{i \in N_{1}} d\left(x_{i}, y_{1}\right)+\sum_{i \in N_{2}} d\left(x_{i}, y_{2}\right) \tag{3.1}
\end{equation*}
$$

Now, let us focus on the social cost of the solution w computed by the mechanism. Let $e$ be the empty node where facility 2 is located; without loss of generality, we can assume that $x_{e}>y_{2}$. Combined with the fact that facility 1 is located at $y_{1}$, we have that $\mathbf{w}=\left(y_{1}, x_{e}\right)$, and

$$
\mathrm{SC}(\mathbf{w} \mid I)=\sum_{i \in N_{1}} d\left(x_{i}, y_{1}\right)+\sum_{i \in N_{2}} d\left(x_{i}, x_{e}\right)
$$

The first term appears in the lower bound of the optimal social cost given by Inequality (3.1), so all we need to do is bound the second term of the above expression.

We partition the set $N_{2}$ into three sets $L, M$ and $R$ depending on the positions of the agents in $N_{2}$ compared to $y_{2}$ and $x_{e}$, as follows:

- $L=\left\{i \in N_{2}: x_{i} \leq y_{2}\right\} ;$
- $M=\left\{i \in N_{2}: x_{i} \in\left(y_{2}, x_{e}\right)\right\}$;
- $R=\left\{i \in N_{2}: x_{i}>x_{e}\right\}$.

By the definition of median, we have that $|L| \geq|M|+|R|$; in particular, this is an equality if $n_{2}=\left|N_{2}\right|$ is even, and a strict inequality if $n_{2}$ is odd (as $L$ also
includes the median agent in this case). Observe that

- For every agent $i \in M$, there exists a unique agent in $j \in L$ such that

$$
\begin{aligned}
d\left(x_{j}, x_{e}\right) & =d\left(x_{j}, x_{i}\right)+d\left(x_{i}, x_{e}\right) \\
& =d\left(x_{j}, y_{2}\right)+d\left(x_{i}, y_{2}\right)+d\left(x_{i}, x_{e}\right)
\end{aligned}
$$

- For every agent $i \in R$, there exists a unique agent $j \in L$ such that

$$
\begin{aligned}
d\left(x_{j}, x_{e}\right)+d\left(x_{i}, x_{e}\right) & =d\left(x_{j}, y_{2}\right)+d\left(y_{2}, x_{e}\right)+d\left(x_{i}, x_{e}\right) \\
& =d\left(x_{j}, y_{2}\right)+d\left(x_{i}, y_{2}\right)
\end{aligned}
$$

Hence, we have that

$$
\begin{aligned}
\sum_{i \in N_{2}} d\left(x_{i}, x_{e}\right) & =\sum_{i \in L} d\left(x_{i}, x_{e}\right)+\sum_{i \in M} d\left(x_{i}, x_{e}\right)+\sum_{i \in R} d\left(x_{i}, x_{e}\right) \\
& \leq \sum_{i \in N_{2}} d\left(x_{i}, y_{2}\right)+d\left(y_{2}, x_{e}\right) \mathbf{1}\left\{n_{2} \text { odd }\right\}+2 \cdot \sum_{i \in M} d\left(x_{i}, x_{e}\right)
\end{aligned}
$$

Next, we will bound the second and third terms of the above expression. Since each agent occupies a different node, we can upper-bound the total distance of the agents in $M$ as follows:

$$
\begin{aligned}
& d\left(y_{2}, x_{e}\right) 1\left\{n_{2} \text { odd }\right\}+2 \cdot \sum_{i \in M} d\left(x_{i}, x_{e}\right) \\
& \leq d\left(y_{2}, x_{e}\right) \mathbf{1}\left\{n_{2} \text { odd }\right\}+2 \cdot\left(d\left(y_{2}, x_{e}\right)-1+d\left(y_{2}, x_{e}\right)-2+\ldots+d\left(y_{2}, x_{e}\right)-|M|\right) \\
& =-|M|^{2}+\left(2 d\left(y_{2}, x_{e}\right)-1\right)|M|+d\left(y_{2}, x_{e}\right) \mathbf{1}\left\{n_{2} \text { odd }\right\}
\end{aligned}
$$

Now observe that $d\left(y_{2}, x_{e}\right)>|M|$ (since all agents in $M$ are between $y_{2}$ and $e$ );
thus, the last expression in the above derivation is an increasing function in terms of $|M|$. It is clearly also an increasing function in terms of $d\left(y_{2}, x_{e}\right)$. Since $|M| \leq$ $\frac{1}{2}\left(n_{2}-\mathbf{1}\left\{n_{2}\right.\right.$ odd $\left.\}\right)$ and $d\left(y_{2}, x_{e}\right) \leq n_{1}+1+|M| \leq n_{1}+1+\frac{1}{2}\left(n_{2}-\mathbf{1}\left\{n_{2}\right.\right.$ odd $\left.\}\right)$, by doing calculations and also using the fact that $\mathbf{1}\left\{n_{2}\right.$ odd $\} \leq 1$, we obtain

$$
d\left(y_{2}, x_{e}\right) \mathbf{1}\left\{n_{2} \text { odd }\right\}+2 \cdot \sum_{i \in M} d\left(x_{i}, x_{e}\right) \leq \frac{1}{4}\left(n_{2}^{2}+4 n_{1} n_{2}+2 n_{2}+1\right)
$$

By putting everything together, we have

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w} \mid I) & \leq \sum_{i \in N_{1}} d\left(x_{i}, y_{1}\right)+\sum_{i \in N_{2}} d\left(x_{i}, y_{2}\right)+\frac{1}{4}\left(n_{2}^{2}+4 n_{1} n_{2}+2 n_{2}+1\right) \\
& \leq \mathrm{SC}^{*}(I)+\frac{1}{4}\left(n_{2}^{2}+4 n_{1} n_{2}+2 n_{2}+1\right)
\end{aligned}
$$

By Lemma 3.3.2, we have $\mathrm{SC}^{*}(I) \geq \frac{1}{4}\left(n_{1}^{2}+n_{2}^{2}-2\right)$, and thus the approximation ratio is bounded by

$$
\frac{\mathrm{SC}(\mathbf{w} \mid I)}{\mathrm{SC}^{*}(I)} \leq 1+\frac{n_{2}^{2}+4 n_{1} n_{2}+2 n_{2}+1}{n_{1}^{2}+n_{2}^{2}-2}
$$

The bound of $17 / 4$ follows by applying Lemma 3.3.4 with $x=n_{1}$ and $y=n_{2}$.
We conclude this section by showing that our analysis of the approximation ratio of FMNE is tight.

Lemma 3.3.6. There exists an instance with $n \geq 5$ and no empty nodes such that the SC-approximation ratio of FMNE is at least 3 , and an instance with $n \geq 6$ and at least one empty node such that the SC-approximation ratio of FMNE is at least 17/4.

Proof. For the Fixed part of FMNE consider the following instance $I_{1}$ with 5 agents and no empty nodes. The first two agents approve only facility 2 , and
the last three agents approve only facility 1 . The mechanism outputs the solution $(2,3)$, that is, it locates facility 1 at the second node and facility 2 at the third node. The social cost of this solution is $\mathrm{SC}\left((2,3) \mid I_{1}\right)=9$. However, an optimal solution is $(4,2)$ with social cost $\mathrm{SC}^{*}\left(I_{1}\right)=3$, leading to an approximation ratio of 3 .

For the Median-Nearest-Empty part of FMNE consider the following instance $I_{2}$ with 6 agents and one empty node. The first three nodes are occupied by agents that approve only facility 2 , the next three nodes are occupied by agents that approve only facility 1 , and the last node is empty. The mechanism outputs the solution $(5,7)$, that is it locates facility 1 at node 5 and facility 2 at the empty node. This solution has social cost $\mathrm{SC}\left((5,7) \mid I_{2}\right)=17$. In contrast, an optimal solution is $(5,2)$ with $\mathrm{SC}^{*}\left(I_{2}\right)=4$, leading to an approximation ratio of 17/4.

### 3.4 Social cost: A tight bound for instances with three agents

In this section, we restrict to instances with three agents (and possibly many empty nodes). We show a tight bound of $4 / 3$ on the approximation ratio of strategyproof mechanisms. In particular, we present a rather simple instance without empty nodes showing that the approximation ratio of any strategyproof mechanism is at least $4 / 3$; this improves upon the previous lower bound of $9 / 8$ shown by Serafino and Ventre [2016]. We complement this result by designing a mechanism that achieves the bound of $4 / 3$ when given as input any instance with three agents.

Theorem 3.4.1. The SC-approximation ratio of any strategyproof mechanism is at least $4 / 3$.

Proof. We consider two instances with three agents and no empty nodes. In the first instance $I_{1}$, all agents approve both facilities. Clearly, any mechanism must locate a facility to the first or the third node (or, perhaps, both). Without loss of generality, suppose the mechanism locates facility 2 at the third node.

In the second instance $I_{2}$, the first two agents approve both facilities, while the third agent approves only facility 2 (that is, the only difference between $I_{1}$ and $I_{2}$ is the preference of the third agent). Since facility 2 is located at the third node in $I_{1}$, the same must happen in $I_{2}$; otherwise, agent 3 would have cost at least 1 in $I_{2}$ and incentive to misreport that she approves both facilities, thus changing $I_{2}$ to $I_{1}$, and decreasing her cost to 0 . However, both possible feasible solutions $w_{1}=(1,3)$ and $w_{2}=(2,3)$ have social cost 4 in $I_{2}$, whereas an optimal solution (such as $w^{*}=(1,2)$ ) has social cost 3 ; the theorem follows.

Next, we design the 3 -agent mechanism Priority-Dictatorship, which is strategyproof and has an approximation ratio of at most $4 / 3$. Consider any instance with three agents; for convenience, we call the agents $\ell, c$, and $r$ and let $x_{\ell}<x_{c}<x_{r}$. Without loss of generality, we assume that $c$ is closer to $r$ than to $\ell$, that is, $x_{r}-x_{c} \leq x_{c}-x_{\ell}$. Our mechanism gives priority to the central agent over the right agent, and does not take into account the preference of the left agent at all. In particular, the mechanism locates at $x_{c}$ one of the facilities that agent $c$ approves, and decides the location of the other facility based on the preference of agent $r$. See Mechanism 2 for a formal description. We first show that the mechanism is strategyproof.

Theorem 3.4.2. Priority-Dictatorship is strategyproof.
Proof. Consider any instance with three agents $\ell, c$ and $r$ such that $x_{\ell}<x_{c}<x_{r}$. Since the preference of agent $\ell$ is not taken into account, $\ell$ cannot affect the

```
Mechanism 2: Priority-Dictatorship
    Input: Instance \(I\) with three agents \(\ell, c\), and \(r\) such that \(x_{\ell}<x_{c}<x_{r}\);
    Output: Feasible solution w ;
    if \(c \in N_{1} \backslash N_{2}\) then
        if \(r \in N_{2}\) then
            \(\mathbf{w} \leftarrow\left(x_{c}, x_{r}\right) ;\)
        else
            \(\mathbf{w} \leftarrow\left(x_{c}, x_{\ell}\right) ;\)
    else if \(c \in N_{2} \backslash N_{1}\) then
        if \(r \in N_{1}\) then
        \(\mathbf{w} \leftarrow\left(x_{r}, x_{c}\right) ;\)
        else
            \(\mathbf{w} \leftarrow\left(x_{\ell}, x_{c}\right) ;\)
    else
        if \(r \in N_{2}\) then
            \(\mathbf{w} \leftarrow\left(x_{c}, x_{c}+1\right) ;\)
        else
            \(\mathbf{w} \leftarrow\left(x_{c}+1, x_{c}\right) ;\)
```

outcome and thus has no incentive to misreport. In addition, the mechanism always locates at $x_{c}$ one of the facilities that $c$ approves, and if $c$ approves both facilities, the other facility is located at $x_{c}+1$; hence, the cost of $c$ is always minimized. Finally, to see why agent $r$ also has no incentive to misreport, it suffices to observe that in all cases (where the preference of agent $c$ is fixed) the location of the facility that $r$ approves is either independent of her preference, or is closer to her position than if she misreports. As an example, if $c \in N_{1} \backslash N_{2}$, facility 1 is located at $x_{c}$ independently from the report of $r$, and facility 2 is located at $x_{r}$ if $r$ approves it. Hence, agent $r$ minimizes her cost by being truthful. The same holds for the remaining two cases.

Next, we show the upper bound of $4 / 3$ on the approximation ratio of the mechanism.

Theorem 3.4.3. For instances with three agents, the SC-approximation ratio of Priority-Dictatorship is at most $4 / 3$.

Proof. Consider any instance $I$ with three agents $\ell, c$ and $r$. We distinguish between the three cases considered by the mechanism.

- If $c \in N_{1} \backslash N_{2}, c$ is a median agent for facility 1 .
- If $r \in N_{2}$, the outcome is $\left(x_{c}, x_{r}\right)$, and the approximation ratio is 1 as $r$ is a median agent for facility 2 .
- If $r \in N_{1} \backslash N_{2}$, the outcome is ( $x_{c}, x_{\ell}$ ), and the approximation ratio is again 1 as either $\ell$ is a median agent for facility 2 , or all agents approve only facility 1.
- If $c \in N_{2} \backslash N_{1}$, due to symmetry to the above case, the approximation ratio is again 1 .
- If $c \in N_{1} \cap N_{2}, c$ is a median agent for both facilities. The approximation ratio is 1 in the following cases: (a) $c$ is the unique median for both facilities, which happens when $\ell$ and $r$ approve the same set of facilities; (b) $r$ is a median for the facility located at $x_{c}+1$ (so that this facility is located in-between median agents), which happens when $\ell$ and $r$ approve a single (different) facility, or when $\ell \in N_{1} \backslash N_{2}$ and $r \in N_{1} \cap N_{2}$. So, we can consider the remaining three cases. Let $\alpha=x_{c}-x_{\ell} \geq 1$ and $\beta=x_{r}-x_{c} \geq 1$.
- $\ell \in N_{1} \cap N_{2}, c \in N_{1} \cap N_{2}, r \in N_{2} \backslash N_{1}$. One possible optimal solution is $\left(x_{\ell}, x_{c}\right)$ with social cost $2 \alpha+\beta$. The solution $\left(x_{c}, x_{c}+1\right)$ computed by the mechanism has social cost $2 \alpha+\beta+1$. Hence, the approximation ratio is $\frac{2 \alpha+\beta+1}{2 \alpha+\beta}=1+\frac{1}{2 \alpha+\beta}$. As this is a non-increasing function in terms of $\alpha$ and $\beta$, it attains its maximum value of $4 / 3$ for $\alpha=\beta=1$.
$-\ell \in N_{2} \backslash N_{1}, c \in N_{1} \cap N_{2}, r \in N_{1} \cap N_{2}$. One possible optimal solution is $\left(x_{r}, x_{c}\right)$ with social cost $\alpha+2 \beta$. The solution $\left(x_{c}, x_{c}+1\right)$ computed by
the mechanism has social $\operatorname{cost} \alpha+2 \beta+1$. Hence, the approximation ratio is $\frac{\alpha+2 \beta+1}{\alpha+2 \beta}=1+\frac{1}{\alpha+2 \beta}$. This is again a non-increasing function in terms of $\alpha$ and $\beta$, and thus attains its maximum value of $4 / 3$ for $\alpha=\beta=1$.
- $\ell \in N_{1} \cap N_{2}, c \in N_{1} \cap N_{2}, r \in N_{1} \backslash N_{2}$. One possible optimal solution is $\left(x_{c}, x_{\ell}\right)$ with social cost $2 \alpha+\beta$. The solution $\left(x_{c}+1, x_{c}\right)$ computed by the mechanism has social cost $2 \alpha+\beta+1$. Hence, the approximation ratio is $\frac{2 \alpha+\beta+1}{2 \alpha+\beta}=1+\frac{1}{2 \alpha+\beta}$, which is maximized once again to $4 / 3$ for $\alpha=\beta=1$.

The proof is now complete.

### 3.5 Maximum cost

We now turn our attention to the maximum cost. For this objective, Serafino and Ventre [2016] showed an upper bound of 3 on the approximation ratio of the TwoExtemes mechanism, and a lower bound of $3 / 2$ on the approximation ratio of any strategyproof mechanism. We improve both bounds, by showing a tight bound of 2 .

### 3.5.1 Improving the upper bound

To achieve the improved upper bound of 2 , we consider a class of mechanisms that use only the part of the line that is occupied, from the first to the last occupied node, with possible empty nodes in-between; with some abuse of notation, we denote by $m$ the size of exactly this part of the line. These mechanisms, termed $\alpha$-Left-Right, are parameterized by an integer $\alpha \in\{1, \ldots, m-1\}$, and their general idea is as follows: They partition the line into two parts depending

```
Mechanism 3: \(\alpha\)-Left-Right
    Input: Instance \(I\) with \(n\) agents;
    Output: Feasible solution \(\mathbf{w}=\left(w_{1}, w_{2}\right)\);
    \(L \leftarrow\) left part of line from node 1 to node \(\alpha\);
    \(N(L) \leftarrow\) agents that occupy nodes in \(L\);
    \(R \leftarrow\) right part of line from node \(\alpha+1\) to node \(m\);
    \(N(R) \leftarrow\) agents that occupy nodes in \(R\);
    // (case 1): Each part includes agents that approve only one, different
    facility
    if \(\exists X, Y \in\{L, R\}: N_{1}=N(X)\) and \(N_{2}=N(Y)\) then
        \(w_{1} \leftarrow\) median node of line defined by \(N(X)\) (ties in favor of nodes
        farther from \(\alpha\) );
        \(w_{2} \leftarrow\) median node of line defined by \(N(Y)\) (ties in favor of nodes
        farther from \(\alpha\) );
    // (case 2): One part includes agents that approve only one facility
    else if \(\exists \ell \in\{1,2\}, X \in\{L, R\}: N_{\ell} \subseteq N(X)\) then
        if \(N_{\ell}\) is empty then
                \(X \leftarrow L ;\)
            \(w_{\ell} \leftarrow\) median node of line defined by \(N(X)\) (ties in favor of nodes
            farther from \(\alpha\) );
            \(w_{3-\ell} \leftarrow \beta \in\{\alpha, \alpha+1\} \backslash X ;\)
    // (case 3): Both parts include agents from \(N_{1}\) and \(N_{2}\)
    else
        \(w_{1} \leftarrow\) rightmost node of \(L\);
        \(w_{2} \leftarrow\) leftmost node of \(R\);
```

on the value of $\alpha$, and then decide where to locate the facilities based on the preferences of the agents occupying nodes in these two parts. See Mechanism 3 for a formal description. We first show that every $\alpha$-Left-Right is strategyproof.

Theorem 3.5.1. For any $\alpha \in\{1, \ldots, m-1\}$, mechanism $\alpha-L R$ is strategyproof.

Proof. Consider any instance. We distinguish between the three cases considered by the mechanism.

True preferences are as in case 1. The mechanism locates facility 1 at the median node of the line defined by $N(X)$, and facility 2 at the median node of the line defined by $N(Y)$. It suffices to show that any agent $i \in N_{1}$ has no incentive to deviate; the case $i \in N_{2}$ is symmetric. If $i$ is the unique agent in
$N(X)$, then she occupies the median node of the line defined by $N(X)$, where facility 1 is located, and thus has zero cost. So, we can assume that there is some agent in $N(X) \backslash\{i\}$. If agent $i$ misreports by approving either just facility 2 or both facilities, then we transition to case 2 with $N_{1} \subseteq N(X)$, meaning that the location of facility 1 remains the median of the line defined by $N(X)$. So, agent $i$ cannot decrease her cost, and has no incentive to deviate.

True preferences are as in case 2. Suppose that $N_{1} \subseteq N(L)$, while $N_{2}$ has agents in both $L$ and $R$; all other cases that fall under case 2 are symmetric. So, the mechanism locates facility 1 at the median node of the line defined by $N(L)$, and facility 2 at the leftmost node of $R$. Consider any agent $i$, and switch between all possible preferences of $i$ :

- $i \in N_{1}$. Since all agents in $N(R)$ approve only facility 2 , we can never transition to case 3 when $i$ misreports. Also, agent $i$ is indifferent between cases 1 and case 2 if she only approves facility 1 , and prefers case 2 to case 1 if she approves both facilities (since her position is closer to the leftmost node of $R$ than to the median node of $N(R)$. So, agent $i$ has no incentive to misreport.
- $i \in\left(N_{2} \backslash N_{1}\right) \cap N(L)$. Similarly to the above case, we can never transition to case 3 when $i$ misreports. Now, $i$ strictly prefers case 2 to case 1 , as she wants facility 2 to be located at the leftmost node of $R$, so her cost is minimized, and has no incentive to misreport.
- $i \in\left(N_{2} \backslash N_{1}\right) \cap N(R)$. Note that $i$ approves only facility 2 . If she misreports that she approves both facilities, then we transition to case 3 , where the location of facility 2 remains the same. If she misreports that she approves
only facility 1 , then either the outcome remains the same if there is another agent in $N(R)$, or we transition to a symmetric case of case 2 , where $N_{2} \subseteq$ $N(L)$ (while $N_{1}$ has agents in both $L$ and $R$ ), thus changing the location of facility 2 from the leftmost node of $R$ to the median node of the line defined by $N(L)$. As this would increase the cost of agent $i$, she has no incentive to misreport.

True preferences are as in case 3. Since each of $N(L)$ and $N(R)$ contains agents from both $N_{1}$ and $N_{2}$, the mechanism locates facility 1 at the rightmost node of $L$, and facility 2 at the leftmost node of $R$. Consider any agent $i \in$ $N_{\ell} \cap N(X)$, where $\ell \in\{1,2\}$ and $X \in\{L, R\}$. Observe that if for each facility $j \in\{1,2\}$ there exists some agent in $N(X) \backslash\{i\}$ that approves $j$, then agent $i$ cannot affect the outcome; no matter what $i$ reports, we are still in case 3 . So, we can assume that for some $j \in\{1,2\}$, all agents in $N(X) \backslash\{i\}$ approve only facility $j$. Since we are in case 3 , we can also assume that $j \neq \ell$ (of course, agent $i$ might also approve $j$ ). To change the case considered by the mechanism, $i$ must completely agree with the other agents in $N(X)$ and report that she approves only facility $j$. This leads to a symmetric case of case 2 , where $N_{\ell} \subseteq N(\{L, R\} \backslash$ $X)$ (and $N_{j}$ contains agents in both $L$ and $R$ ), and hence facility $\ell$ is located at the median node of the line defined by $N(\{L, R\} \backslash X)$ and facility $j$ is still located at either $\alpha$ or $\alpha+1$. Clearly, the cost of agent $i$ can only increase as facility $\ell$ has moved farther away.

Next, we focus on the approximation ratio of $\alpha$-LR mechanisms for the max cost. We distinguish between cases where the size $m$ of the line is an even or odd number, and show that there are values of $\alpha$ such that $\alpha$-LR achieves an approximation ratio of at most 2 . Before we do this, we prove a lemma providing
lower bounds on the optimal max cost of a given instance, which we will use extensively.

Lemma 3.5.2. Let $I$ be an instance. The following are true:
(a) If there are two agents positioned at $x$ and $y>x$, and $q \in\{0,1,2\}$ is the number of facilities they both approve, then

$$
\operatorname{MC}^{*}(I) \geq q \cdot \frac{y-x}{2}
$$

(b) If there is an agent positioned at $x$ that approves both facilities, an agent positioned at $y>x$ that approves facility 1, and an agent positioned at $z>y$ that approves facility 2, then

$$
\operatorname{MC}^{*}(I) \geq\left\lceil\frac{y+z-2 x}{3}\right\rceil
$$

Proof. To show the two properties, we use the fact that the optimal cost for an instance is at least the optimal cost when we restrict to any subset of agents and any subset of facilities, in which case we aim to balance the cost of all the agents involved. We have:
(a) We begin with the case $q=1$ as the claim holds trivially when $q=0$. Clearly, if we place the facility before $x$ or after $y$, the claim holds. So, let us assume that we place the facility at node $a$ such that $x \leq a \leq y$. The cost of the agent at node $x$ is then (at least) $a-x$, while the cost of the agent at node $y$ is (at least) $y-a$. The claim follows since it cannot be that both $a-x$ and $y-a$ are strictly less than $\frac{y-x}{2}$.

When $q=2$, the claim follows if at least one facility is placed before $x$ or after $y$. Let us assume that we place the facilities at nodes $a$ and $b$ such that
$x \leq \min \{a, b\}<\max \{a, b\} \leq y$. The cost of the agent at node $x$ is then $a+b-2 x$, while the cost of the agent at node $y$ is $2 y-a-b$. The claim follows since it cannot be that both $a+b-2 x$ and $2 y-a-b$ are strictly less than $y-x$.
(b) In this case, we want to locate facility 1 at some node $a \in[x, y]$ and facility 2 at some node $b \in[x, z]$, such that the maximum cost among the three agents is minimized. The cost of the agent at node $x$ is then $a+b-2 x$, the cost of the agent at $y$ is $y-a$, while the cost of the agent at $z$ is $z-b$. As the sum of costs equals $y+z-2 x$, it cannot be the case that all three costs are strictly less than $\frac{y+z-2 x}{3}$. The claim follows since any cost must be an integer.

We are now ready to bound the approximation ratio of particular $\alpha$-LR mechanisms. We start with instances where $m$ is an even number, for which we use $\alpha=m / 2$; that is, we partition the line into two parts of equal size.

Theorem 3.5.3. When $m$ is even, the MC-approximation ratio of $m / 2-L R$ is at most 2 .

Proof. Consider any instance $I$. We distinguish between the three cases considered by the mechanism.

Case 1. Since the agents in $N(X)$ approve only facility 1 and the agents in $N(Y)$ approve only facility 2 , locating facility 1 at the median node of the line defined by $N(X)$, and facility 2 at the median node of the line defined by $N(Y)$ is the optimal solution.

Case 2. Suppose that $N_{1} \subseteq N(L)$ and that $N_{2}$ contains agents in both $N(L)$ and $N(R)$; this is one of the symmetric instances captured by case 2 . The mechanism locates facility 1 at the median node $y_{L}$ (with $1 \leq y_{L} \leq\left\lfloor\frac{m+2}{4}\right\rfloor$ ) of the line defined by $N(L)$, and facility 2 at node $\frac{m}{2}+1$ (the leftmost node of $R$ ). We distinguish
between the following cases depending on the preferences of the agents with the maximum cost for the solution $\mathbf{w}$ computed by the mechanism.

- The cost of the mechanism is equal to the cost of an agent that approves a single facility. As all agents that approve facility 1 are in $N(L)$, and facility 1 is located at the median of the line defined by $N(L)$, the cost of any agent that approves only facility 1 can be at most $\max \left\{\left\lfloor\frac{m+2}{4}\right\rfloor-1, \frac{m}{2}-\right.$ $\left.\left\lfloor\frac{m+2}{4}\right\rfloor\right\} \leq \frac{m}{4}$. Since facility 2 is located at node $\frac{m}{2}+1$, the cost of any agent that approves only facility 2 can be at most $\frac{m}{2}+1-1=\frac{m}{2}$. Hence, $\mathrm{MC}(\mathbf{w} \mid I) \leq \frac{m}{2}$. As $N_{2}$ contains at least one agent in $N(L)$, there exists at least one agent at a node $x \leq \frac{m}{2}$ that approves facility 2 . By applying Lemma 3.5.2(a) with $x$ and $y=m$, we have that $\mathrm{MC}^{*}(I) \geq \frac{m-x}{2} \geq \frac{m}{4}$, yielding that the approximation ratio is at most 2 .
- The cost of the mechanism is equal to the cost of an agent that approves both facilities. Since we are in case 2 with $N_{1} \subseteq N_{L}$, let $x \leq m / 2$ be the position of the agent $i$ that approves both facilities and has the maximum cost among all such agents. The cost of agent $i$, and thus of the mechanism, is $\operatorname{MC}(\mathbf{w} \mid I)=\left|x-y_{L}\right|+\frac{m}{2}+1-x$.

If $x>y_{L}$, we have $\operatorname{MC}(\mathbf{w} \mid I)=\frac{m}{2}+1-y_{L} \leq \frac{m}{2}$. As in the case where the cost is due to an agent that approves a single facility, we have $\mathrm{MC}^{*}(I) \geq \frac{m}{4}$, and thus the approximation ratio is at most 2 .

Otherwise, if $x \leq y_{L}$, we have $\operatorname{MC}(\mathbf{w} \mid I)=\frac{m}{2}+1+y_{L}-2 x \leq$ $\frac{3(m+2)}{4}-2 x$. Since agent $i$ and the agent at node $m$ both approve facility 2 , by Lemma 3.5.2(a), we have that $\mathrm{MC}^{*}(I) \geq \frac{m-x}{2}$. Hence, the approximation ratio is at most $\frac{3 m+6-8 x}{2 m-2 x}$. As this is a non-increasing function in terms of $x$, it attains its maximum value of $\frac{3 m-2}{2 m-2}$ for $x=1$. For every $m \geq 2$, it
holds that $\frac{3 m-2}{2 m-2} \leq 2$.

Case 3. Recall that the mechanism locates facility 1 at $\frac{m}{2}$ (rightmost node of $L$ ), and facility 2 at $\frac{m}{2}+1$ (leftmost node of $R$ ). Without loss of generality, we can assume that the agent at node 1 approves facility 1 (and possibly also facility 2 ). We switch between the following two subcases:

- The cost of the mechanism is equal to the cost of an agent that approves a single facility. Then, $\mathrm{MC}(\mathbf{w} \mid I) \leq \frac{m}{2}$ (the distance between node 1 and node $\frac{m}{2}+1$ ). As we are in case 3 , there exists an agent at some node $y \geq \frac{m}{2}+1$ that approves facility 1 , and by our assumption that the agent at node 1 approves facility 1 , Lemma 3.5.2(a) gives $\mathrm{MC}^{*}(I) \geq \frac{y-1}{2} \geq \frac{m}{4}$. So, the approximation ratio is at most 2 .
- The cost of the mechanism is equal to the cost of an agent that approves both facilities. Without loss of generality, let $x \leq m / 2$ be the position of the agent $i$ that has the maximum cost among all agents that approve both facilities. Then, $\mathrm{MC}(\mathbf{w} \mid I)=\frac{m}{2}-x+\frac{m}{2}+1-x=m+1-2 x$. As the agent at node $m$ approves some facility that is also approved by $i$, by Lemma 3.5.2(a), we get $\mathrm{MC}^{*}(I) \geq \frac{m-x}{2}$. The approximation ratio is $2 \cdot \frac{m+1-2 x}{m-x}$, which is a non-increasing function in terms of $x$, and attains its maximum value of 2 for $x=1$.

In any case, the approximation ratio of the mechanism is 2 , and the theorem follows.

For instances with odd $m$, we use $\alpha=(m+1) / 2$. The proof of the following theorem is similar in structure with the previous theorem for even $m$, but is slightly more complicated.

Theorem 3.5.4. When $m$ is odd, the MC-approximation ratio of $(m+1) / 2-L R$ is at most 2 .

Proof. Consider any instance $I$. We distinguish between the three cases considered by the mechanism.

Case 1. Since the agents in $N(X)$ approve only facility 1 , and the agents in $N(Y)$ approve only facility 2 , locating facility 1 at the median node of the line defined by $N(X)$, and facility 2 at the median node of the line defined by $N(Y)$ is the optimal outcome.

Case 2. Suppose that $N_{1} \subseteq N(L)$ and that $N_{2}$ contains agents in both $N(L)$ and $N(R)$; this is one of the symmetric instances captured by case 2 . The mechanism locates facility 1 at the median node $y_{L}$ (with $1 \leq y_{L} \leq\left\lfloor\frac{m+3}{4}\right\rfloor$ ) of the line defined by $N(L)$, and facility 2 at node $\frac{m+1}{2}+1=\frac{m+3}{2}$ (the leftmost node of $R$ ). We distinguish between the following cases depending on the preferences of the agents with the maximum cost for the solution $\mathbf{w}$ computed by the mechanism.

- The cost of the mechanism is equal to the cost of an agent that approves a single facility. As all agents that approve facility 1 are in $N(L)$, and facility 1 is located at the median of the line defined by $N(L)$, the cost of any agent that approves only facility 1 can be at most $\max \left\{\left\lfloor\frac{m+3}{4}\right\rfloor-\right.$ $\left.1, \frac{m+1}{2}-\left\lfloor\frac{m+3}{4}\right\rfloor\right\} \leq \frac{m+1}{4}$. Let $x \leq \frac{m+1}{2}$ be the position of the leftmost agent that approves facility 2 . Since the agent at node $m$ also approves facility 2 , by Lemma $3.5 .2(\mathrm{a})$, we have that $\mathrm{MC}^{*}(I) \geq \frac{m-x}{2}$. We now distinguish between two subcases, based on the value of $x$.

If $x=\frac{m+1}{2}$, the maximum cost among agents that approve facility 2 is at most $m-\frac{m+3}{2}=\frac{m-3}{2}$, and thus $\mathrm{MC}(\mathbf{w} \mid I) \leq \max \left\{\frac{m+1}{4}, \frac{m-3}{2}\right\}$. Since
$\mathrm{MC}^{*}(I) \geq \frac{m-1}{4}$, the approximation ratio is at most 2.
Otherwise, if $x \leq \frac{m-1}{2}$, the maximum cost among agents that approve facility 2 is a most $\frac{m+3}{2}-1=\frac{m+1}{2}$, and thus $\operatorname{MC}(\mathbf{w} \mid I) \leq \max \left\{\frac{m+1}{4}, \frac{m+1}{2}\right\}=$ $\frac{m+1}{2}$. Since $\mathrm{MC}^{*}(I) \geq \frac{m-x}{2} \geq \frac{m+1}{4}$, the approximation ratio is again at most 2.

- The cost of the mechanism is equal to the cost of an agent that approves both facilities. Since we are in case 2 with $N_{1} \subseteq N_{L}$, let $x \leq \frac{m+1}{2}$ be the position of the agent $i$ that approves both facilities and has the maximum cost among all such agents. The cost of agent $i$, and thus of the mechanism, is $\operatorname{MC}(\mathbf{w} \mid I)=\left|x-y_{L}\right|+\frac{m+3}{2}-x$.

If $x \leq y_{L}$, then since $y_{L} \leq \frac{m+3}{4}$, we have that $\operatorname{MC}(\mathbf{w} \mid I)=\frac{m+3}{2}+y_{L}-2 x \leq$ $\frac{3(m+3)}{4}-2 x$. As node $m$ is occupied by an agent that approves facility 2 , by Lemma 3.5.2(a), we have that $\mathrm{MC}^{*}(I) \geq \frac{m-x}{2}$, and thus the approximation ratio is $\frac{3 m+9-8 x}{2 m-2 x}$. This is a non-increasing function of $x \geq 1$, and attains its maximum value of $\frac{3 m+1}{2 m-2}$ for $x=1$. For every $m \geq 5$, it holds that $\frac{3 m+1}{2 m-2} \leq 2$. When $m=3$, for $x \leq y_{L}$ to be true, it has to be the case that $x=y_{L}=1$; so, the cost of agent $i$ for w is 2 , while $\mathrm{MC}^{*}(I) \geq 1$, leading to an approximation ratio of at most 2 .

Otherwise, if $x>y_{L}$, for $y_{L}=1$ to be possible, it would have to be the case that $m=3$ and $x=2$; then, the cost of agent $i$ is 2 , while $\mathrm{MC}^{*}(I) \geq 1$, and so the approximation ratio is at most 2 . Hence, assume that $y_{L} \geq 2$. Then, we have $\operatorname{MC}(\mathbf{w} \mid I)=\frac{m+3}{2}-y_{L} \leq \frac{m-1}{2}$. Since $x \leq \frac{m+1}{2}$ and the agent at node $m$ approves facility 2 , by Lemma 3.5.2(a), we have that $\mathrm{MC}^{*}(I) \geq \frac{m-1}{4}$, and the approximation ratio is at most 2 .

Case 3. Recall that in this case the mechanism locates facility 1 at $\frac{m+1}{2}$, and facility 2 at $\frac{m+3}{2}$. Without loss of generality, we assume that the agent at node 1 approves facility 1 (and possibly also facility 2 ). We switch between two subcases:

- The cost of the mechanism is equal to the cost of an agent that approves a single facility. Then, $M C(\mathbf{w} \mid I) \leq \frac{m+3}{2}-1=\frac{m+1}{2}$. As we are in case 3 , there exists an agent at some node $y \geq \frac{m+3}{2}$ that approves facility 1 , and by our assumption that the agent at node 1 approves facility 1 , Lemma 3.5.2(a) gives $\mathrm{MC}^{*}(I) \geq \frac{y-1}{2} \geq \frac{m+1}{4}$, and the approximation ratio is at most 2 .
- The cost of the mechanism is equal to the cost of an agent that approves both facilities. Without loss of generality, let $x \leq \frac{m+1}{2}$ be the position of the agent $i$ that has the maximum cost among agents that approve both facilities. Then, $\mathrm{MC}(\mathbf{w} \mid I)=\frac{m+1}{2}-x+\frac{m+3}{2}-x=m-2 x+2$. Since we are in case 3 , in $N(R)$, there exists an agent that approves facility 1 and an agent that approves facility 2 . Consider the following two subcases: If there is an agent $j$ at some node $y \geq \frac{m+3}{2}$ that approves both facilities, then, by Lemma 3.5.2(a), $\mathrm{MC}^{*}(I) \geq y-x \geq \frac{m+3}{2}-x$, and the approximation ratio is at most $2 \cdot \frac{m-2 x+2}{m-2 x+3} \leq 2$.

Otherwise, if there is no agent in $N(R)$ that approves both facilities, suppose that the agent at node $m$ approves facility 2 , and there exists an agent at some node $y \in\left[\frac{m+3}{2}, m\right)$ that approves facility 1 . If $x=1$, then $\mathrm{MC}(\mathbf{w} \mid I) \leq m$ and, by Lemma 3.5.2(b), $\mathrm{MC}^{*}(I) \geq\left\lceil\frac{y+m-2}{3}\right\rceil \geq\left\lceil\frac{m}{2}-\frac{1}{6}\right\rceil=\frac{m+1}{2}$; hence, the approximation ratio is at most 2 . If $x \geq 2$, it suffices to use the bound $\mathrm{MC}^{*}(I) \geq \frac{m-x}{2}$ implied by Lemma 3.5.2(a), to get an upper bound of 2 . $\frac{m-2 x+2}{m-x}$ on the approximation ratio. This is a non-increasing function of $x$,
and thus attains its maximum value of 2 for $x=2$.

In any case, the approximation ratio is at most 2 , and the proof is complete.

### 3.5.2 A tight lower bound

We conclude the presentation of our technical results with a tight lower bound of 2 on the approximation ratio of any strategyproof mechanism with respect to the maximum cost objective.

Theorem 3.5.5. The MC-approximation ratio of any strategyproof mechanism is at least 2 .

Proof. Suppose that there exists a strategyproof mechanism $M$ with approximation ratio strictly smaller than 2 . We will reach a contradiction by examining a series of instances, all of which involve three agents and no empty nodes; see also Figure 3.1.

We begin with instance $I_{1}$, in which the first and third agents approve only facility 1 , while the second agent approves only facility 2 . Clearly, $M$ must return either $(2,3)$ or $(2,1)$ as $\operatorname{MC}\left((2,3) \mid I_{1}\right)=\operatorname{MC}\left((2,1) \mid I_{1}\right)=1$; any solution where facility 1 is not placed at the second node has maximum cost 2 , and returning such a solution would contradict the assumption that the approximation ratio of $M$ is strictly smaller than 2 . Without loss of generality, let us assume that $M$ returns the solution $(2,3)$.

Next, consider instance $I_{2}$, in which the first agent approves only facility 1 , while the remaining agents approve only facility $2 . M$ must output either $(2,3)$ or $(1,3)$ due to strategyproofness. Indeed, any solution where facility 2 is not placed at the third node leads to a cost of at least 1 for the third agent. But then, that agent would misreport that she only approves facility 1 , thus leading
to instance $I_{1}$, and obtain a cost of 0 for the resulting solution $(2,3)$.
If $M$ returns $(2,3)$ for instance $I_{2}$, consider instance $I_{3}$, in which the first agent approves both facilities, while the other two agents approve facility $2 . M$ must return the optimal solution $(1,2)$ with $\mathrm{MC}\left((1,2) \mid I_{3}\right)=1$, since any other solution leads to a maximum cost of at least 2 . In this case, however, the first agent in $I_{2}$ would misreport that she approves both facilities to reduce her cost from 1 to 0 ; this contradicts the assumption that $M$ is strategyproof.

Otherwise, when $M$ returns $(1,3)$ for $I_{2}$, consider instance $I_{4}$, in which the first agent approves only facility 1 , the second agent approves both facilities, and the last agent approves only facility 2 . There are two optimal solutions in $I_{4}$, $(2,3)$ and $(1,2)$, with $\mathrm{MC}\left((2,3) \mid I_{4}\right)=\mathrm{MC}\left((1,2) \mid I_{4}\right)=1$; any other solution has maximum cost 2 . Out of these solutions, $(1,2)$ would give the second agent in $I_{2}$ incentive to misreport that she approves both facilities to reduce her cost from 1 to 0 . Hence, $M$ must return $(2,3)$ when given as input $I_{4}$. To conclude the proof, consider instance $I_{5}$, in which the first two agents approve both facilities, while the third agent approves only facility 2 . The optimal solution is $(1,2)$ with $\operatorname{MC}\left((1,2) \mid I_{5}\right)=1$; any other solution has maximum cost of at least 2 . But then, the first agent in $I_{4}$ has incentive to misreport that she approves both facilities to reduce her cost from 1 to 0 ; this again contradicts the fact that $M$ is strategyproof.

(e) Instance $I_{4}: M$ must return either $(1,2)$ or $(2,3)$ since it (f) Instance $I_{5}: M$ cannot return ( 1,2 ) due to case (e); hence, is better than 2-approximate. It cannot, however, return $(1,2) \quad$ it is (at least) 2-approximate. due to case (c).

Figure 3.1: The instances used in the proof of Theorem 3.5.5. Each instance has 3 agents and no empty nodes. The agent preferences appear below each node, while the facility assignment appears above the nodes. A black font denotes the mechanism's assignment, while a red font denotes an optimal but excluded assignment. Blue arrows denote how instances are related when a single agent's preferences change.

## Chapter 4

# Heterogeneous Two-Facility Location 

## with Candidate Locations

### 4.1 Definitions and notation

We consider the two-facility location problem with candidate locations in this chapter.

Besides the private position profile $\mathbf{x}$ and known approval preference profile $\mathbf{p}$,there is a set of $m \geq 2$ candidate locations $C$ where the facilities can be located in this chapter. To be concise, we denote an instance using the tuple $I=(\mathbf{x}, \mathbf{p}, C)$.

A feasible solution in this chapter is a pair $\mathbf{w}=\left(w_{1}, w_{2}\right) \in C^{2}$ of candidate locations with $w_{1} \neq w_{2}$, where the two facilities can be placed; that is, for each $j \in[2], F_{j}$ is placed at $w_{j}$. Given a feasible solution $\mathbf{w}$, the cost of any agent $i$ in instance $I$ is her total distance from the facilities she approves, i.e.,

$$
\operatorname{cost}_{i}(\mathbf{w} \mid I)=\sum_{j \in\{1,2\}} p_{i j} \cdot d\left(x_{i}, w_{j}\right)
$$

A mechanism is said to be strategyproof if the solution $M(I)$ it returns when given as input any instance $I=(\mathbf{x}, \mathbf{p}, C)$ is such that there is no agent $i$ with incentive to misreport a position $x_{i}^{\prime} \neq x_{i}$ to decrease her individual cost, that is,

$$
\operatorname{cost}_{i}(M(I) \mid I) \leq \operatorname{cost}_{i}\left(M\left(\left(x_{i}^{\prime}, \mathbf{x}\right), \mathbf{p}, C\right) \mid I\right)
$$

where $\left(x_{i}^{\prime}, \mathbf{x}_{-i}\right)$ is the position profile obtained by $\mathbf{x}$ when only agent $i$ reports a different position $x_{i}^{\prime}$.

Finally, let us introduce some further notation and terminology that will be useful. Any agent that approves both facilities belongs to the intersection $N_{1} \cap N_{2}$ and has a doubleton preference. Any agent that approves one facility belongs to either $N_{1} \backslash N_{2}$ or $N_{2} \backslash N_{1}$ and has a singleton preference. Besides general instances (with agents that have any type of approval preferences), we will also pay particular attention to the following two classes of instances:

- Doubleton: All agents have a doubleton preference, that is, $N_{1} \cap N_{2}=N$;
- Singleton: All agents have a singleton preference, that is, $N_{1} \cap N_{2}=\varnothing$.

We will also denote by $m_{j}, \ell_{j}$, and $r_{j}$ the median ${ }^{1}$, leftmost, and rightmost, respectively, agent in $N_{j}$. In addition, for any agent $i$ we denote by $t(i)$ and $s(i)$ the closest and the second closest, respectively, candidate location to $i$.

[^1]|  | Social cost | Max cost |
| :---: | :---: | :---: |
| Doubleton | $[1+\sqrt{2}, 3]$ | $[2,3]$ |
| Singleton | 3 | 3 |
| General | $[3,7]$ | 3 |

Table 4.1: An overview of the bounds that we show in this paper on the approximation ratio of deterministic strategyproof mechanisms for the different combinations of social objectives functions (social cost and max cost) and agent preferences (doubleton, singleton, or general).

### 4.2 Overview of contribution

Our goal is to design mechanisms that take as input the positions reported by the agents, and, using also the available information about the preferences of the agents, decide where to place the two facilities, so that (a) a social objective function is (approximately) optimized, and (b) the agents are incentivized to truthfully report their positions. As in previous work, we consider the wellknown social cost (the total individual cost of the agents) and the max cost (the maximum individual cost over all agents) as our social objective functions. We treat separately the class of instances in which all agents approve both facilities (to which we refer as doubleton), the class of instances in which all agents approve one facility (to which we refer as singleton), and the general class of all possible instances. For all possible combinations of objectives and types of preferences, we design deterministic strategyproof mechanisms with small, constant approximation ratios. An overview of our results is given in Table 4.1.

In Section 4.3 we consider the social cost and show the following results:

- For doubleton instances (in which all agents approve both facilities), we show that the best possible approximation ratio of strategyproof mechanisms is between $1+\sqrt{2}$ and 3 . Our upper bound follows by a mechanism, which places the facilities at the two candidate locations closest to the median agent; this is the natural extension of the Median mechanism which
achieves the best possible approximation ratio of 3 for the single-facility location problem [Feldman et al., 2016]. These results can be found in Section 4.3.1.
- For singleton instances (in which each agent approves one facility), we first observe that no strategyproof mechanism can achieve an approximation ratio better than 3; this follows from the fact that the problem is now a generalization of the single-facility location problem. The main technical difficulty, which does not allow us to simply treat a singleton instance as two separate single-facility location problems (one for each facility), is that the facilities cannot be placed at the same location. We circumvent this difficulty and show a tight upper bound of 3 by considering a mechanism that places each facility at the available candidate location closest to the median agent among those that approve it. To decide the order in which the facilities are placed, we first perform a voting step that allows the agents that approve each facility to decide if they prefer the closest or second-closest candidate location to the respective median agent; this is necessary since just blindly choosing the order of placing the facilities leads to a mechanism with a rather large approximation ratio. These results are presented in Section 4.3.2.
- For general instances, we show an upper bound of 7 by considering a mechanism which switches between two cases depending on the cardinalities of the sets of agents with different preferences. In particular, when there is a large number of agents that approve both facilities, we run the simple median mechanism we used for doubleton instances by ignoring the other agents. Otherwise, we run a mechanism that places the facility that is approved by most agents at the location closest to the median of the agents that approve
only it, while the other facility is placed at the available location that is closest to the median of the agents that approve it. These results are presented in Section 4.3.3. Our bound of 7 for general instances significantly improves upon the bound of 22 that Lotfi and Voudouris [2023] showed via a reduction between the model in which the individual cost of an agent is the distance to the farthest facility among the ones she approves and our model (in which the individual cost of an agent is the distance to all the facilities she approves).

In Section 4.4, we turn our attention to the max cost objective and show the following results:

- For doubleton instances, we show that the best possible approximation ratio is between 2 and 3. Our upper bound follows by a simple mechanism that places the facilities at the available candidate locations closest to the leftmost agent; see Section 4.4.1.
- For singleton instances, we show a tight bound of 3 by considering a mechanism that places the two facilities at the candidate locations closest to some agents among those that approve. The main difficulty here is to decide which agents to pick. In particular, after placing the first facility at the candidate location closest to one of the agents that approve it (such as the leftmost), we then need to dynamically decide whether the second facility can be placed closer to the leftmost or rightmost among the agents that approve it, or neither of them. This again is done by a voting-like procedure that is used to decide the order of the agents that approve the second facility relative to the two candidate locations that are closest to where the first facility has been placed.
- For general instances, we show a tight bound of 3 by splitting the class of all instances into those that consist of at least one agent that approves both facilities (in which case we employ the mechanism for doubleton instances) and the remaining instances which are singleton (and we employ the corresponding mechanism).

Finally, in Section 4.5, we consider a slightly simpler model in which the two facilities are allowed to be placed at the same candidate location. For this model, we manage to show improved, tight bounds on the approximation ratio of deterministic mechanisms for doubleton and general instances for both the social and the max cost (the problem is not interesting for singleton instances). This is possible because we can now avoid possible misreports by agents with doubleton preferences, which in turn allows us to consider a class of mechanisms that is not strategyproof when the facilities are constrained to be placed at different locations.

### 4.3 Social cost

In this section we will focus on the social cost. We will show that the best possible approximation ratio of strategyproof mechanisms is between $1+\sqrt{2}$ and 3 for doubleton instances, exactly 3 for singleton instances, and between 3 and 7 for general instances.

### 4.3.1 Doubleton instances

We start with the case of doubleton instances in which all agents approve both facilities. Recall that for the single-facility location problem, Feldman et al. [2016] showed that the best possible approximation ratio of 3 is achieved by the Me-

DIAN mechanism, which places the facility at the candidate location closest to the position reported by the median agent $m$. We can generalize this mechanism by placing the two facilities at the two candidate locations that are closest to the position reported by $m$; that is, $F_{1}$ is placed at $w_{1}=t(m)$ and $F_{2}$ is placed at $w_{2}=s(m)$; see Mechanism 4. It is not hard to show that this is a strategyproof mechanism; the median agent minimizes her cost and any other agent would have to become the median agent to manipulate the outcome which could only lead to placing the facilities farther away. We next show that the mechanism achieves an approximation ratio of at most 3 , but cannot do better; we remark that this result has also been independently shown by Gai et al. [2024] when all agents are of type-II in their model.

```
Mechanism 4: MEDIAN
    Input: Reported positions of agents with doubleton preferences;
    Output: Facility locations \(\mathbf{w}=\left(w_{1}, w_{2}\right)\);
    \(m \leftarrow\) median agent in \(N_{1} \cap N_{2}\);
    \(w_{1} \leftarrow t(m) ;\)
    \(w_{2} \leftarrow s(m) ;\)
```

Theorem 4.3.1. For doubleton instances, the approximation ratio of the MEDIAN mechanism is at most 3 , and this is tight.

Proof. Let $\mathbf{0}=\left(o_{1}, o_{2}\right)$ be an optimal solution. Since the position of the median agent minimizes the total distance of all agents, we have that

$$
\sum_{i \in N} d(i, m) \leq \sum_{i \in N} d(i, x)
$$

for any point $x$ of the line (including $o_{1}$ and $o_{2}$ ), and thus

$$
2 \sum_{i \in N} d(i, m) \leq \sum_{i \in N} d\left(i, o_{1}\right)+\sum_{i \in N} d\left(i, o_{2}\right)=\mathrm{SC}(\mathbf{o})
$$

Also, since $t(m)$ and $s(m)$ are the two closest candidate locations to $m$, we have that $d(m, t(m)) \leq d(m, x)$ for any candidate location $x$, and there exists $o \in$ $\left\{o_{1}, o_{2}\right\}$ such that $d(m, s(m)) \leq d(m, o)$; let $\tilde{o} \in\left\{o_{1}, o_{2}\right\} \backslash\{o\}$. Therefore, using these facts and the triangle inequality, we obtain

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w}) & =\sum_{i \in N}(d(i, t(m))+d(i, s(m))) \\
& \leq 2 \sum_{i \in N} d(i, m)+\sum_{i \in N} d(m, t(m))+\sum_{i \in N} d(m, s(m)) \\
& \leq \mathrm{SC}(\mathbf{o})+\sum_{i \in N} d(m, \tilde{o})+\sum_{i \in N} d(m, o) \\
& \leq \operatorname{SC}(\mathbf{o})+2 \sum_{i \in N} d(i, m)+\sum_{i \in N} d(i, \tilde{o})+\sum_{i \in N} d(i, o) \\
& \leq 3 \cdot \operatorname{SC}(\mathbf{o}) .
\end{aligned}
$$

The analysis of the mechanism is tight due to the following instance: There are four candidate locations at $0, \varepsilon, 1-\varepsilon$, and 1 , for some infinitesimal $\varepsilon>0$. There are also two agents positioned at $1 / 2-\varepsilon$ and 1 , respectively. Let the first agent be the median one (in case the second agent is the median, there is a symmetric instance). Then, the two facilities are placed at 0 and $\varepsilon$ for a social cost of approximately 3 , whereas the optimal solution is to place the facilities at $1-\varepsilon$ and 1 for a social cost of approximately 1 , leading to a lower bound of nearly 3.

We next show a lower bound of $1+\sqrt{2}$ on the approximation ratio of any strategyproof mechanism.

Theorem 4.3.2. For doubleton instances, the approximation ratio of any strategyproof mechanism is at least $1+\sqrt{2}-\delta$, for any $\delta>0$.

Proof. Let $\varepsilon>0$ be an infinitesimal. We will consider instances with four candidate locations, two in the $\varepsilon$-neighborhood of 0 (for example, $-\varepsilon$ and $\varepsilon$ ) and two in the $\varepsilon$-neighborhood of 2 (for example, $2-\varepsilon$ and $2+\varepsilon$ ). To simplify the calculations in the remainder of the proof, we will assume that there can be candidate locations at the same point of the line, so that we have two candidate locations at 0 and two at 2 .

First, consider the following generic instance $I$ with the aforementioned candidate locations: There is at least one agent at 0 , at least one agent at 2 , while each remaining agent is arbitrarily located at a location from $\{0,1-\varepsilon, 1+\varepsilon, 2\}$. We make the following observation: Any solution returned by a strategyproof mechanism when given as input $I$ must also be returned when given as input any of the following two instances:

- $J_{1}$ : Same as $I$ with the difference that an agent $j_{1}$ has been moved from 0 to $1-\varepsilon$.
- $J_{2}$ : Same as $I$ with the difference that an agent $j_{2}$ has been moved from 2 to $1+\varepsilon$.

Suppose towards a contradiction that this is not true for $J_{1}$; similar arguments can be used for $J_{2}$. We consider the following cases:

- Both facilities are placed at 2 in $I$. If this is not done in $J_{1}$, then $j_{1}$ can misreport her position as $1-\varepsilon$ in $I$ so that the instance becomes $J_{1}$ and at least one facility moves to her true position 0 .
- Both facilities are placed at 0 in $I$. If this is not done in $J_{1}$, then $j_{1}$ can misreport her position as 0 in $J_{1}$ so that the instance becomes $I$ and both facilities move to 0 which is closer to her true position $1-\varepsilon$, a contradiction.


Figure 4.1: The instances used in the proof of the lower bound of $1+\sqrt{2}$ in terms of the social cost for doubleton instances (Theorem 4.3.2). Set $A$ consists of $\alpha n$ agents and set $B$ consists of $(1-\alpha) n$ agents; all of them approve both facilities. Rectangles represent candidate locations; recall that we assume that there are two candidate locations arbitrarily close to 0 and two candidate locations arbitrarily close to 2 .

- One facility is placed at 0 and the other is placed at 2 in $I$. Observe that it cannot be the case that both facilities are placed at 0 in $J_{1}$ since that would mean that $j_{1}$ can misreport her position in $I$ as $1-\varepsilon$ so that the instance becomes $J_{1}$ and both facilities move to her true position 0 . So, the only possibility of having a different solution in $I$ and $J_{1}$ is that both facilities are placed at 2 in $J_{1}$. But then, $j_{1}$ can misreport her true position as 0 in $J_{1}$ so that the instance becomes $I$ and one of the facilities moves to 0 which is closer to her true position.

Hence, the same solution must be computed by the mechanism when given $I$ or $J_{1}$ as input.

Now, consider an arbitrary strategyproof mechanism and let $\alpha=\sqrt{2}-1$; note that $\alpha$ is such that $\frac{1+\alpha}{1-\alpha}=\frac{1}{\alpha}=1+\sqrt{2}$. Let $I_{1}$ be the following instance with the aforementioned candidate locations: $\alpha n$ agents are at 0 and $(1-\alpha) n$ agents are at 2. See Figure 4.1a. We consider the following cases depending on the solution returned by the mechanism when given $I_{1}$ as input:

Case 1: The mechanism places both facilities at 0 . We consider the sequence of instances obtained by moving one by one the $\alpha n$ agents that are positioned at 0 in $I_{1}$ to $1-\varepsilon$; see Figure 4.1b. By the observation above, the mechanism must return the same solution for any two consecutive instances of this sequence (essentially, the first one is of type $I$ and the second one is of type $J_{1}$ ), which means that the mechanism must eventually return the same solution for all of them. Therefore, the mechanism must place both facilities at 0 in the last instance of this sequence, where $\alpha n$ agents are at $1-\varepsilon$ and the remaining $(1-\alpha) n$ agents are at 2 . This solution has social cost $2 \alpha n+4(1-\alpha) n=2(2-\alpha) n$. However, the solution that places both facilities at 2 has social cost $2 \alpha n$, leading to an approximation ratio of $\frac{2}{\alpha}-1>1+\sqrt{2}$.

Case 2: The mechanism places both facilities at 2 . Similarly to Case 1 above, we now consider the sequence of instances obtained by moving one by one the $(1-\alpha) n$ agents that are positioned at 2 in $I_{1}$ to $1+\varepsilon$; see Figure 4.1c. Again, by the observation above, the mechanism must return the same solution for any two consecutive instances of this sequence (the first one is of type $I$ and the second one is of type $J_{2}$ ), which means that the mechanism must eventually return the same solution for all of them. Therefore, the mechanism must place both facilities at 2 in the last instance of this sequence, where $\alpha n$ agents are at 0 and the remaining $(1-\alpha) n$ agents are at $1+\varepsilon$. This solution has social cost $4 \alpha n+2(1-\alpha) n=2(1+\alpha) n$. However, the solution that places both facilities at 0 has social cost $2(1-\alpha) n$, leading to an approximation ratio of $\frac{1+\alpha}{1-\alpha}=1+\sqrt{2}$.

Case 3: The mechanism places one facility at 0 and the other at 2 . We consider the same sequence of instances as in Case 1. This results in that the mechanism must place one facility at 0 and the other at 2 when given as input the instance
where $\alpha n$ agents are at $1-\varepsilon$ while the remaining $(1-\alpha) n$ agents are at 2 . This solution has social cost $2 \alpha n+2(1-\alpha) n=2 n$. However, the solution that places both facilities at 2 has social cost $2 \alpha n$, leading to an approximation ratio of $\frac{1}{\alpha}=1+\sqrt{2}$.

### 4.3.2 Singleton instances

It is not hard to observe that our two-facility problem with singleton instances is more general than the single-facility location problem studied by Feldman et al. [2016]; indeed, there are singleton instances in which all agents approve the same facility, and thus the location of the other facility does not affect the social cost nor the approximation ratio. Consequently, we cannot hope to achieve an approximation ratio better than 3 . For completeness, we include here a slightly different proof of the lower bound of 3 for all strategyproof mechanisms with instances that involve agents that approve different facilities. Recall that, for singleton instances, $N_{1} \cap N_{2}=\varnothing$.

Theorem 4.3.3. For singleton instances, the approximation ratio of any strategyproof mechanism is at least $3-\delta$, for any $\delta>0$.

Proof. Let $\varepsilon>0$ be an infinitesimal and consider an instance $I_{1}$ with two candidate locations at -1 and 1 , and two agents positioned at $\varepsilon>0$ such that one of them approves $F_{1}$ while the other approves $F_{2}$; see Figure 4.2a. There are two possible solutions, $(-1,1)$ or $(1,-1)$. Without loss of generality, suppose that $(1,-1)$ is the solution chosen by an arbitrary strategyproof mechanism.

Next, consider instance $I_{2}$, which is the same as $I_{1}$, with the only difference that the agent that approves $F_{2}$ is moved from $\varepsilon$ to 1 ; see Figure 4.2 b . To maintain strategyproofness, the solution $(1,-1)$ must be returned in $I_{2}$ as well; otherwise,


Figure 4.2: The two instances used in the proof of the lower bound of 3 in terms of the social cost for the general case (Theorem 4.3.3). Agent $i$ approves $F_{1}$ and agent $j$ approves $F_{2}$. Rectangles represent candidate locations.
the moving agent would have decreased her cost in $I_{1}$ from $1+\varepsilon$ to $1-\varepsilon$. This solution has social cost $1-\varepsilon+2=3-\varepsilon$, whereas the other solution $(-1,1)$ has social cost just $1+\varepsilon$, leading to a lower bound of $3-\delta$, for any $\delta>0$.

Since there is an adaptation of the Median mechanism that achieves an approximation ratio of 3 for doubleton instances (see Theorem 4.3.1), one might wonder if there is a variant that can do so for singleton instances as well. In particular, the natural extension of Median is to place $F_{1}$ at the candidate location closest to the (leftmost) median agent $m_{1}$ of $N_{1}$, and $F_{2}$ at the available candidate location closest to the (leftmost) median agent $m_{2}$ of $N_{2}$. While this seems like a good idea at first glance, the following example shows that it fails to achieve the desired approximation ratio bound.

Example 4.3.4. Consider an instance with two candidate locations at 0 and 2 . For some $x \geq 1$, there are $2 x+1$ agents that approve only $F_{1}$ such that $x+1$ of them are located at $1-\varepsilon$ and the other $x$ are located at 2 . There are also $2 x+1$ agents that approve only $F_{2}$ and are all located at 0 . According to the definition of the mechanism, $F_{1}$ is placed at 0 (which is the candidate location closest to the median agent in $N_{1}$ ), and then $F_{2}$ is placed at 2 as 0 is now occupied and 2 is available. This solution has social cost approximately $(x+2 x)+4 x=7 x$, whereas the solution that places $F_{1}$ at 2 and $F_{2}$ at 0 has social cost approximately
$x$, leading to an approximation ratio of nearly 7 .

The issue with the aforementioned variant of the Median mechanism is the order in which it decides to place the facilities. If it were to place $F_{2}$ first and $F_{1}$ second then it would have made the optimal choice in the example. However, there is a symmetric example that would again lead to a lower bound of approximately 7 . So, the mechanism needs to be able to dynamically determine the order in which it places $F_{1}$ and $F_{2}$. This brings us to the following idea: We will again place each facility one after the other at the closest candidate location to the median among the agents that approve it. However, the facility that is placed first (and thus has priority in case the median agents of $N_{1}$ and $N_{2}$ are closer to the same candidate location) is the one with stronger majority in terms of the number of agents that approve it who are closer to the top choice of the median agent rather than her second choice; ties are broken in favor of the facility that is approved by most agents, which is assumed to be $F_{1}$ without loss of generality. We refer to this mechanism as Proportional-Majority-Median; see Mechanism 5 for a more formal description.

```
Mechanism 5: Proportional-Majority-Median
    Input: Reported positions of agents with singleton preferences;
    Output: Facility locations \(\mathbf{w}=\left(w_{1}, w_{2}\right)\);
    for \(j \in[2]\) do
        \(m_{j} \leftarrow\) median agent in \(N_{j}\);
        \(S_{j} \leftarrow\) set of agents in \(N_{j}\) (weakly) closer to \(t\left(m_{j}\right)\) than to \(s\left(m_{j}\right)\);
    if \(2\left|S_{1}\right|-\left|N_{1}\right| \geq 2\left|S_{2}\right|-\left|N_{2}\right|\) then
        \(j \leftarrow 1\);
    else
        \(j \leftarrow 2 ;\)
    \(w_{j} \leftarrow t\left(m_{j}\right)\);
    if \(t\left(m_{3-j}\right)\) is available then
        \(w_{3-j} \leftarrow t\left(m_{3-j}\right)\);
    else
        \(w_{3-j} \leftarrow s\left(m_{3-j}\right) ;\)
```

We first show that this mechanism is strategyproof; it is not hard to observe that this must be true as the mechanism is a composition of variants of two simple strategyproof mechanisms (median plus majority voting).

Theorem 4.3.5. Proportional-Majority-Median is strategyproof.
Proof. Clearly, if $t\left(m_{1}\right) \neq t\left(m_{2}\right)$ then no agent has incentive to deviate as then the facilities are placed at $t\left(m_{1}\right)$ and $t\left(m_{2}\right)$ independently of whether $2\left|S_{j}\right|-$ $\left|N_{j}\right| \geq 2\left|S_{3-j}\right|-\left|N_{3-j}\right|$ or not for $j \in[2]$. So, it suffices to consider the case where $t\left(m_{1}\right)=t\left(m_{2}\right)$ and $2\left|S_{j}\right|-\left|N_{j}\right| \geq 2\left|S_{3-j}\right|-\left|N_{3-j}\right|$ for some $j \in[2]$, leading to $w_{j}=t\left(m_{j}\right)$ and $w_{3-j}=s\left(m_{3-j}\right)$, solving ties in favor of $F_{1}$.

- $m_{j}$ and any agent $i \in N_{j}$ that is closer to $t\left(m_{j}\right)$ than to $s\left(m_{j}\right)$ have no incentive to deviate as $t\left(m_{j}\right)$ is the best choice for them.
- Any agent $i \in N_{j}$ that is closer to $s\left(m_{j}\right)$ than to $t\left(m_{j}\right)$ has no incentive to deviate, as going closer to $t\left(m_{j}\right)$ can only increase the quantity $2\left|S_{j}\right|-\left|N_{j}\right|$ and cannot change the outcome.
- $m_{3-j}$ and any agent $i \in N_{3-j}$ that is closer to $t\left(m_{3-j}\right)$ than to $s\left(m_{3-j}\right)$ have no incentive to deviate as moving closer to $s\left(m_{3-j}\right)$ would decrease the quantity $2\left|S_{3-j}\right|-\left|N_{3-j}\right|$ and would not change the outcome.
- Any agent $i \in N_{3-j}$ that is closer to $s\left(m_{3-j}\right)$ than to $t\left(m_{3-j}\right)$ has no incentive to deviate as $s\left(m_{3-j}\right)$ is the best choice for her.

So, the mechanism is strategyproof.

Next, we show the upper bound of 3 on the approximation ratio.

Theorem 4.3.6. The approximation ratio of Proportional-Majority-Median is at most 3 .

Proof. Let $\mathbf{o}=\left(o_{1}, o_{2}\right)$ be an optimal solution; without loss of generality, we can assume that $w_{1}<w_{2}$ and $o_{1}<o_{2}$. We consider the following two cases:

Case 1: $t\left(m_{1}\right) \neq t\left(m_{2}\right)$. Then, we have that $w_{1}=t\left(m_{1}\right)$ and $w_{2}=t\left(m_{2}\right)$. By the properties of the median, for any $j \in[2]$, we have that

$$
\sum_{i \in N_{j}} d\left(i, m_{j}\right) \leq \sum_{i \in N_{j}} d(i, x)
$$

for any point $x$ of the line, including $o_{j}$. Also, by the definition of $t\left(m_{j}\right)$, we have that $d\left(m_{j}, t\left(m_{j}\right)\right) \leq d\left(m_{j}, x\right)$ for any candidate location $x$, again including $o_{j}$. Therefore, using these facts and the triangle inequality, we obtain

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w}) & =\sum_{j \in[2]} \sum_{i \in N_{j}} d\left(i, t\left(m_{j}\right)\right) \\
& \leq \sum_{j \in[2]} \sum_{i \in N_{j}} d\left(i, m_{j}\right)+\sum_{j \in[2]} \sum_{i \in N_{j}} d\left(m_{j}, t\left(m_{j}\right)\right) \\
& \leq \sum_{j \in[2]} \sum_{i \in N_{j}} d\left(i, m_{j}\right)+\sum_{j \in[2]} \sum_{i \in N_{j}} d\left(m_{j}, o_{j}\right) \\
& \leq 2 \cdot \sum_{j \in[2]} \sum_{i \in N_{j}} d\left(i, m_{j}\right)+\sum_{j \in[2]} \sum_{i \in N_{j}} d\left(i, o_{j}\right) \\
& \leq 3 \cdot \sum_{j \in[2]} \sum_{i \in N_{j}} d\left(i, o_{j}\right) \\
& =3 \cdot \operatorname{SC}(\mathbf{o}) .
\end{aligned}
$$

Case 2: $t\left(m_{1}\right)=t\left(m_{2}\right)$. We can without loss of generality focus on the case where $2\left|S_{1}\right|-\left|N_{1}\right| \geq 2\left|S_{2}\right|-\left|N_{2}\right|$; the case where the inequality is the other way around can be handled using similar arguments. So, $w_{1}=t\left(m_{1}\right)$ and $w_{2}=$ $s\left(m_{2}\right)$. Note that $\left|S_{1}\right| \geq\left|N_{1}\right| / 2$ and $\left|S_{2}\right| \geq\left|N_{2}\right| / 2$. If $m_{2}$ is closer to $s\left(m_{2}\right)$ than to $o_{2}$, then we can repeat the arguments of Case 1 to obtain an upper bound
of 3 . So, it suffices to focus on the case where $m_{2}$ is closer to $o_{2}$ than to $s\left(m_{2}\right)$, which means that $o_{2}=t\left(m_{2}\right)$, and thus $o_{1}<w_{1}=o_{2}<w_{2}$. Now, observe the following:

- Since $m_{1}$ is closer to $w_{1}$ than to $o_{1}$, we can move the agents in $S_{1}$ at $\frac{o_{1}+w_{1}}{2}$ and the remaining $\left|N_{1}\right|-\left|S_{1}\right|$ agents at $o_{1}$. Doing this, the approximation ratio cannot decrease (as we move towards $o_{1}$ and either towards $w_{1}$ at the same rate or away from $w_{1}$ ), $m_{1}$ remains the median agent of $N_{1}$ since $\left|S_{1}\right| \geq$ $\left|N_{1}\right| / 2$, and it is still true that $t\left(m_{1}\right)=w_{1}$.
- We have that $m_{2}$ is closer to $o_{2}$ than to $w_{2}$. If $m_{2} \leq o_{2}$, then we can move the agents of $N_{2}$ as follows: each agent in $S_{2}$ is moved at $o_{2}$ and the remaining $\left|N_{2}\right|-\left|S_{2}\right|$ agents of $N_{2}$ (who are closer to $w_{2}$ than to $o_{2}$ ) at $\frac{o_{2}+w_{2}}{2}$. Doing this, the approximation ratio cannot decrease, $m_{2}$ remains the median agent of $N_{2}$ as $\left|S_{2}\right| \geq\left|N_{2}\right| / 2$, and clearly, it is still true that $s\left(m_{2}\right)=w_{2}$.

If $m_{2}>o_{2}$, then we can move the agents of $N_{2}$ as follows: $\left|N_{2}\right| / 2$ agents at $o_{2},\left|S_{2}\right|-\left|N_{2}\right| / 2$ agents at $m_{2}$, and the remaining $\left|N_{2}\right|-\left|S_{2}\right|$ agents (who are closer to $w_{2}$ than to $o_{2}$ ) at $\frac{o_{2}+w_{2}}{2}$. Doing this, the approximation ratio cannot decrease, $m_{2}$ remains the median agent of $N_{2}$ as $\left|S_{2}\right| \geq\left|N_{2}\right| / 2$, and clearly, it is still true that $s\left(m_{2}\right)=w_{2}$.

It is not hard to observe that the first case $\left(m_{2} \leq o_{2}\right)$ is worse in terms of approximation ratio than the second case $\left(m_{2}>o_{2}\right)$ as more agents are exactly at their optimal location. So, it suffices to consider this one.

Based on the above, in the worst case, we have

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w}) & =\left(\left|N_{1}\right|-\left|S_{1}\right|\right)\left(w_{1}-o_{1}\right)+\left|S_{1}\right| \frac{w_{1}-o_{1}}{2} \\
& +\left|S_{2}\right|\left(w_{2}-o_{2}\right)+\left(\left|N_{2}\right|-\left|S_{2}\right|\right) \frac{w_{2}-o_{2}}{2}
\end{aligned}
$$

and

$$
\mathrm{SC}(\mathbf{o})=\left|S_{1}\right| \frac{w_{1}-o_{1}}{2}+\left(\left|N_{2}\right|-\left|S_{2}\right|\right) \frac{w_{2}-o_{2}}{2}
$$

Hence,

$$
\begin{aligned}
\frac{\mathrm{SC}(\mathbf{w})}{\mathrm{SC}(\mathbf{o})} & =1+2 \cdot \frac{\left(\left|N_{1}\right|-\left|S_{1}\right|\right)\left(w_{1}-o_{1}\right)+\left|S_{2}\right|\left(w_{2}-o_{2}\right)}{\left|S_{1}\right|\left(w_{1}-o_{1}\right)+\left(\left|N_{2}\right|-\left|S_{2}\right|\right)\left(w_{2}-o_{2}\right)} \\
& \leq 1+2 \cdot \frac{\left|N_{1}\right|-\left|S_{1}\right|+\left|S_{2}\right|}{\left|S_{1}\right|+\left|N_{2}\right|-\left|S_{2}\right|} \\
& \leq 3
\end{aligned}
$$

where the last inequality holds as $2\left|S_{1}\right|-\left|N_{1}\right| \geq 2\left|S_{2}\right|-\left|N_{2}\right|$ and the first inequality follows since $\left|S_{1}\right| \geq\left|N_{1}\right| / 2,\left|S_{2}\right| \geq\left|N_{2}\right| / 2$, and $w_{2}-o_{2} \leq o_{2}-o_{1}=$ $w_{1}-o_{1}$; the last is true as $s\left(m_{2}\right)=w_{2}$ and thus $m_{2}$, who is located at $o_{2}=w_{1}$ in this worst-case instance, is closer to $w_{2}$ than to $o_{1}$.

### 4.3.3 General instances

To tackle the general case, we consider the following mechanism. Let $j^{*}=$ $\arg \max _{j \in[2]}\left|N_{j} \backslash N_{3-j}\right|$.

- If $\left|N_{1} \cap N_{2}\right| \geq\left|N_{j^{*}} \backslash N_{3-j^{*}}\right|$, then run the MEDIAN mechanism with input the agents of $N_{1} \cap N_{2}$ (ignoring all other agents).
- Otherwise, choose $w_{j^{*}}$ to be the candidate location closest to the median $m_{j^{*}}$
of $N_{j^{*}} \backslash N_{3-j^{*}}$ (we slightly abuse notation here as $m_{j^{*}}$ would normally be the median of $N_{j^{*}}$, and $w_{3-j^{*}}$ to be the available candidate location closest to the median $m_{3-j^{*}}$ of $N_{3-j^{*}}$; we refer to this mechanism as AlternateMedian.

Note that Median was shown to be strategyproof in Section 4.3.1. As for Alternate-Median, it is strategyproof since agents in $N_{j^{*}} \backslash N_{3-j^{*}}$ have no incentive to misreport and affect the choice of $m_{j^{*}}$ and $w_{j^{*}}$, while agents in $N_{3-j^{*}}$ cannot affect the choice of $w_{j^{*}}$ and have no incentive to misreport and affect the choice of $m_{3-j^{*}}$ and $w_{3-j^{*}}$; any misreport can only push the median, and the corresponding nearest location, farther away. Since the two cases are independent (the cardinalities of the sets of agents with different approval preferences are known), the mechanism combining Median and Alternate-Median is strategyproof.

We will bound the approximation ratio of the mechanism with the following two theorems which bound the approximation ratio of the mechanism in the two cases. Without loss of generality, to simplify our notation, let $j^{*}=1$.

Theorem 4.3.7. For general instances with $\left|N_{1} \cap N_{2}\right| \geq\left|N_{1} \backslash N_{2}\right|$, the approximation ratio of MEDIAN (mechanism 4) is at most 7 .

Proof. By Theorem 4.3.1, we have that

$$
\sum_{i \in N_{1} \cap N_{2}} \sum_{j \in[2]} d\left(i, w_{j}\right) \leq 3 \cdot \sum_{i \in N_{1} \cap N_{2}} \sum_{j \in[2]} d\left(i, o_{j}\right) .
$$

For the agents in $N_{1} \backslash N_{2}$, by the triangle inequality and since $\left|N_{1} \backslash N_{2}\right| \leq$
$\left|N_{1} \cap N_{2}\right|$, we have

$$
\begin{aligned}
\sum_{i \in N_{1} \backslash N_{2}} d\left(i, w_{1}\right) & \leq \sum_{i \in N_{1} \backslash N_{2}} d\left(i, o_{1}\right)+\left|N_{1} \backslash N_{2}\right| \cdot d\left(w_{1}, o_{1}\right) \\
& \leq \sum_{i \in N_{1} \backslash N_{2}} d\left(i, o_{1}\right)+\sum_{i \in N_{1} \cap N_{2}} d\left(w_{1}, o_{1}\right) \\
& \leq \sum_{i \in N_{1} \backslash N_{2}} d\left(i, o_{1}\right)+\sum_{i \in N_{1} \cap N_{2}}\left(d\left(i, w_{1}\right)+d\left(i, o_{1}\right)\right)
\end{aligned}
$$

Similarly, for the agents in $N_{2} \backslash N_{1}$, since $\left|N_{2} \backslash N_{1}\right| \leq\left|N_{1} \backslash N_{2}\right| \leq\left|N_{1} \cap N_{2}\right|$, we have

$$
\sum_{i \in N_{2} \backslash N_{1}} d\left(i, w_{2}\right) \leq \sum_{i \in N_{2} \backslash N_{1}} d\left(i, o_{2}\right)+\sum_{i \in N_{1} \cap N_{2}}\left(d\left(i, w_{2}\right)+d\left(i, o_{2}\right)\right)
$$

By combining these, we have

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w}) & \leq 3 \cdot \mathrm{SC}(\mathbf{o})+\sum_{i \in N_{1} \cap N_{2}} \sum_{j \in[2]}\left(d\left(i, w_{j}\right)+d\left(i, o_{j}\right)\right) \\
& \leq 3 \cdot \mathrm{SC}(\mathbf{o})+4 \cdot \sum_{i \in N_{1} \cap N_{2}} \sum_{j \in[2]} d\left(i, o_{j}\right) \\
& \leq 7 \cdot \operatorname{SC}(\mathbf{o})
\end{aligned}
$$

Therefore, the approximation ratio is at most 7 .

Theorem 4.3.8. For general instances with $\left|N_{1} \cap N_{2}\right| \leq\left|N_{1} \backslash N_{2}\right|$, the approximation ratio of Alternate-Median is at most 7 .

Proof. We consider the following cases:
Case 1: $t\left(m_{1}\right) \neq t\left(m_{2}\right)$. Then, we have that $w_{1}=t\left(m_{1}\right)$ and $w_{2}=t\left(m_{2}\right)$. By
the properties of the median, we have that

$$
\sum_{i \in N_{1} \backslash N_{2}} d\left(i, m_{1}\right) \leq \sum_{i \in N_{1} \backslash N_{2}} d(i, x)
$$

and

$$
\sum_{i \in N_{2}} d\left(i, m_{2}\right) \leq \sum_{i \in N_{2}} d(i, x)
$$

for any point $x$ of the line, including $o_{1}$ and $o_{2}$. Also, by the definition of $t\left(m_{j}\right)$ for $j \in[2]$, we have that $d\left(m_{j}, w_{j}\right) \leq d\left(m_{j}, x\right)$ for any candidate location $x$, including $o_{j}$. Therefore, using these facts and the triangle inequality, we bound the contribution of the different types of agents to the social cost of $w$. In particular, for the agents of $N_{1} \backslash N_{2}$, we have

$$
\begin{aligned}
\sum_{i \in N_{1} \backslash N_{2}} d\left(i, w_{1}\right) & \leq \sum_{i \in N_{1} \backslash N_{2}}\left(d\left(i, m_{1}\right)+d\left(m_{1}, w_{1}\right)\right) \\
& \leq \sum_{i \in N_{1} \backslash N_{2}}\left(d\left(i, m_{1}\right)+d\left(m_{1}, o_{1}\right)\right) \\
& \leq \sum_{i \in N_{1} \backslash N_{2}}\left(2 \cdot d\left(i, m_{1}\right)+d\left(i, o_{1}\right)\right) \\
& \leq 3 \cdot \sum_{i \in N_{1} \backslash N_{2}} d\left(i, o_{1}\right)
\end{aligned}
$$

Similarly, for the agents of $N_{2}$, we have

$$
\sum_{i \in N_{2}} d\left(i, w_{2}\right) \leq 3 \cdot \sum_{i \in N_{2}} d\left(i, o_{2}\right)
$$

For the agents of $N_{1} \cap N_{2}$ in terms of $w_{1}$, using the triangle inequality, we obtain

$$
\sum_{i \in N_{1} \cap N_{2}} d\left(i, w_{1}\right) \leq \sum_{i \in N_{1} \cap N_{2}} d\left(i, o_{1}\right)+\left|N_{1} \cap N_{2}\right| \cdot d\left(w_{1}, o_{1}\right)
$$

$$
\begin{aligned}
& \leq \sum_{i \in N_{1} \cap N_{2}} d\left(i, o_{1}\right)+\sum_{i \in N_{1} \backslash N_{2}} d\left(w_{1}, o_{1}\right) \\
& =\sum_{i \in N_{1} \cap N_{2}} d\left(i, o_{1}\right)+\sum_{i \in N_{1} \backslash N_{2}}\left(d\left(i, w_{1}\right)+d\left(i, o_{1}\right)\right) \\
& \leq \sum_{i \in N_{1} \cap N_{2}} d\left(i, o_{1}\right)+4 \cdot \sum_{i \in N_{1} \backslash N_{2}} d\left(i, o_{1}\right)
\end{aligned}
$$

By putting everything together, we obtain an upper bound of 7 .
Case 2: $t\left(m_{1}\right)=t\left(m_{2}\right)$. In this case, we have that $w_{1}=t\left(m_{1}\right)=t\left(m_{2}\right)$ and $w_{2}=s\left(m_{2}\right)$. Clearly, if $d\left(m_{2}, w_{2}\right) \leq d\left(m_{2}, o_{2}\right)$, we get an upper bound of 7 , similarly to Case 1 . So, we can assume that $d\left(m_{2}, w_{2}\right)>d\left(m_{2}, o_{2}\right)$, which combined with the fact that $w_{2}=s\left(m_{2}\right)$, implies that $o_{2}=t\left(m_{2}\right)=w_{1}$. For the agents in $N_{1} \backslash N_{2}$, since $w_{1}=t\left(m_{1}\right)$, we have a 3 -approximation guarantee (using the same arguments as above):

$$
\sum_{i \in N_{1} \backslash N_{2}} d\left(i, w_{1}\right) \leq 3 \cdot \sum_{i \in N_{1} \backslash N_{2}} d\left(i, o_{1}\right)
$$

For the agents in $N_{1} \cap N_{2}$ in terms of $w_{1}$, similarly to Case 1, we have

$$
\begin{aligned}
\sum_{i \in N_{1} \cap N_{2}} d\left(i, w_{1}\right) & \leq \sum_{i \in N_{1} \cap N_{2}}\left(d\left(i, o_{1}\right)+d\left(o_{1}, w_{1}\right)\right) \\
& =\sum_{i \in N_{1} \cap N_{2}} d\left(i, o_{1}\right)+\left|N_{1} \cap N_{2}\right| \cdot d\left(o_{1}, w_{1}\right)
\end{aligned}
$$

For the agents in $N_{2}=\left(N_{2} \backslash N_{1}\right) \cup\left(N_{1} \cap N_{2}\right)$ in terms of $w_{2}$, since $d\left(m_{2}, w_{2}\right) \leq$ $d\left(m_{2}, o_{1}\right), w_{1}=o_{2}$, and $m_{2}$ minimizes the total distance of the agents in $N_{2}$ from any other point of the line, by the triangle inequality, we have

$$
\sum_{i \in N_{2}} d\left(i, w_{2}\right) \leq \sum_{i \in N_{2}}\left(d\left(i, m_{2}\right)+d\left(m_{2}, w_{2}\right)\right)
$$

$$
\begin{aligned}
& \leq \sum_{i \in N_{2}}\left(d\left(i, m_{2}\right)+d\left(m_{2}, o_{1}\right)\right) \\
& \leq \sum_{i \in N_{2}}\left(d\left(i, m_{2}\right)+d\left(m_{2}, o_{2}\right)+d\left(o_{1}, o_{2}\right)\right) \\
& \leq \sum_{i \in N_{2}}\left(2 d\left(i, m_{2}\right)+d\left(i, o_{2}\right)+d\left(o_{1}, w_{1}\right)\right) \\
& \leq 3 \cdot \sum_{i \in N_{2}} d\left(i, o_{2}\right)+\left|N_{2}\right| \cdot d\left(o_{1}, w_{1}\right)
\end{aligned}
$$

So, by putting everything together and using the fact that $\left|N_{2}\right|=\left|N_{2} \backslash N_{1}\right|+$ $\left|N_{2} \cap N_{1}\right|$, we have

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w}) \leq & 3 \cdot \sum_{i \in N_{1} \backslash N_{2}} d\left(i, o_{1}\right)+3 \cdot \sum_{i \in N_{2}} d\left(i, o_{2}\right)+\sum_{i \in N_{1} \cap N_{2}} d\left(i, o_{1}\right) \\
& +\left|N_{1} \cap N_{2}\right| \cdot d\left(o_{1}, w_{1}\right)+\left|N_{2}\right| \cdot d\left(o_{1}, w_{1}\right) \\
\leq & 3 \cdot \operatorname{SC}(\mathbf{o})+\left(\left|N_{2} \backslash N_{1}\right|+2 \cdot\left|N_{1} \cap N_{2}\right|\right) \cdot d\left(o_{1}, w_{1}\right)
\end{aligned}
$$

Since $w_{1}=t\left(m_{1}\right)$, half of the agents in $N_{1} \backslash N_{2}$ suffer a cost of at least $d\left(o_{1}, w_{1}\right) / 2$ in the optimal solution. Also, all the agents of $N_{1} \cap N_{2}$ suffer a cost of at least $d\left(o_{1}, o_{2}\right) / 2=d\left(o_{1}, w_{1}\right) / 2$, and thus

$$
\mathrm{SC}(\mathbf{o}) \geq\left(\frac{\left|N_{1} \backslash N_{2}\right|}{4}+\frac{\left|N_{1} \cap N_{2}\right|}{2}\right) d\left(o_{1}, w_{1}\right)
$$

Hence, since $\left|N_{2} \backslash N_{1}\right| \leq\left|N_{1} \backslash N_{2}\right|$, the approximation ratio is at most

$$
3+4 \cdot \frac{\left|N_{2} \backslash N_{1}\right|+2\left|N_{1} \cap N_{2}\right|}{\left|N_{1} \backslash N_{2}\right|+2\left|N_{1} \cap N_{2}\right|} \leq 7
$$

Consequently, the approximation ratio is overall at most 7 .
Using Theorem 4.3.7 and Theorem 4.3.8, we obtain the following result.

Corollary 4.3.9. For general instances, there is a strategyproof mechanism with approximation ratio at most 7 .

### 4.4 Max cost

In this section, we turn our attention to the max cost objective for which we show that the best possible approximation ratio of strategyproof mechanisms is between 2 and 3 for doubleton instances, and exactly 3 for singleton and general preferences.

### 4.4.1 Doubleton instances

For the upper bound, we consider a simple mechanism that places both facilities at the candidate locations that are closest to the leftmost agent $\ell$. We refer to this mechanism as Leftmost; see Mechanism 6. It is not hard to show that this mechanism is strategyproof and that it achieves an approximation ratio of 3 .

```
Mechanism 6: LeftMOST
    Input: Reported positions of agents;
    Output: Facility locations \(\mathbf{w}=\left(w_{1}, w_{2}\right)\);
    \(\ell \leftarrow\) leftmost agent in \(N_{1} \cap N_{2}\);
    \(w_{1} \leftarrow t(\ell)\);
    \(w_{2} \leftarrow s(\ell) ;\)
```

Theorem 4.4.1. For doubleton instances, Leftmost is strategyproof and achieves an approximation ratio of at most 3 .

Proof. For the strategyproofness of the mechanism, consider any agent $i$; recall that $i$ approves both facilities. To affect the outcome, agent $i$ would have report a position that lies at the left of $\ell$. However, changing the leftmost agent position
can only lead to placing the facilities at locations farther away from $i$, and hence $i$ has no incentive to misreport.

For the approximation ratio, let $\mathbf{o}=\left(o_{1}, o_{2}\right)$ be an optimal solution. Clearly, there exist $x \in\left\{o_{1}, o_{2}\right\}$ and $y \in\left\{o_{1}, o_{2}\right\} \backslash\{x\}$ such that $d\left(\ell, w_{1}\right) \leq d(\ell, x)$ and $d\left(\ell, w_{2}\right) \leq d(\ell, y)$. Let $i$ be the (rightmost) agent who determines the max cost of the mechanism. Using the triangle inequality, we have

$$
\begin{aligned}
\mathrm{MC}(\mathbf{w}) & =d\left(i, w_{1}\right)+d\left(i, w_{2}\right) \\
& \leq\left(d(i, x)+d(\ell, x)+d\left(\ell, w_{1}\right)\right)+\left(d(i, y)+d(\ell, y)+d\left(\ell, w_{2}\right)\right) \\
& \leq 3 \max _{j \in N}(d(j, x)+d(j, y)) \\
& =3 \cdot \operatorname{MC}(\mathbf{o}) .
\end{aligned}
$$

Therefore, the approximation ratio is at most 3 .

We next show a slightly weaker lower bound of 2 on the approximation ratio of any strategyproof mechanism.

Theorem 4.4.2. For doubleton instances, the approximation ratio of any deterministic strategyproof mechanism is at least $2-\delta$, for any $\delta>0$.

Proof. Consider the following instance $I_{1}$ : There are three candidate locations at $-1,0$, and 1 and two agents (that approve both facilities) positioned at $-\varepsilon$ and $\varepsilon$, respectively, for some infinitesimal $\varepsilon>0$. Since there are two facilities to be located, at least one of them must be placed at -1 or 1 ; see Figure 4.3a. Without loss of generality, let us assume that a facility is placed at 1.

Now, consider the instance $I_{2}$, which is the same as $I_{1}$ with the only difference that the agent at $-\varepsilon$ has been moved to -1 ; see Figure 4.3 b. To maintain strate-


Figure 4.3: The two instances used in the proof of the lower bound of 2 in terms of the max cost for doubleton instances (Theorem 4.4.2). Both agents $i$ and $j$ approve both facilities. Rectangles represent candidate locations
gyproofness, a facility must be placed at 1 in $I_{2}$ as well; otherwise, the agent at $-\varepsilon$ in $I_{1}$ would misreport her location as -1 to affect the outcome and decrease her cost. So, in $I_{2}$, any strategyproof mechanism either places one facility at -1 and one facility at 1 , for a max cost of 2 , or one facility at 0 and one facility at 1 , for a max cost of 3 . However, placing one facility at -1 and one facility at 0 leads to max cost $1+\varepsilon$, and thus an approximation ratio of at least $2-\delta$, for any $\delta>0$.

### 4.4.2 Singleton instances

As argued at the beginning of Section 4.3.2, instances in which all agents approve one of the facilities are equivalent to having just this one facility to place. Consequently, by the work of Tang et al. [2020b], we cannot hope to achieve an approximation ratio better than 3 for singleton instances. For completeness, we include a simple proof of this lower bound here.

Theorem 4.4.3. For singleton instances, the approximation ratio of any strategyproof mechanism is at least $3-\delta$, for any $\delta>0$.

Proof. Consider the following instance $I_{1}$ : There are two candidate locations at -1 and 1 and two agents approving only $F_{1}$ positioned at $-\varepsilon$ and $\varepsilon$, respectively, for some infinitesimal $\varepsilon>0$; see Figure 4.4a. Without loss of generality, we can


Figure 4.4: The two instances used in the proof of the lower bound of 3 in terms of the max cost for singleton instances (Theorem 4.4.3). Both agents $i$ and $j$ approve facility $F_{1}$. Rectangles represent candidate locations.
assume that $F_{1}$ is placed at 1 and $F_{2}$ at -1 .
Now, consider the instance $I_{2}$, which is the same as $I_{1}$ with the only difference that the agent at $-\varepsilon$ has been moved to -2 ; see Figure 4.4b. To maintain strategyproofness, $F_{1}$ must be placed at 1 in $I_{2}$ as well; otherwise, the agent at $-\varepsilon$ in $I_{1}$ would misreport her position as -2 to decrease her cost from $1+\varepsilon$ to $1-\varepsilon$. This leads to a max cost of 3 , when a max cost of $1+\varepsilon$ is possible by placing $F_{1}$ at -1 . Therefore, the approximation ratio is at least $3-\delta$, for any $\delta>0$.

A first idea towards an upper bound could be to place $F_{1}$ at the closest candidate location to the leftmost agent $\ell_{1}$ of $N_{1}$, and $F_{2}$ at the closest available candidate location to an agent of $N_{2}$, such as the leftmost agent $\ell_{2}$ or the rightmost agent $r_{2}$. While these mechanisms are clearly strategyproof, it is not hard to observe that they cannot achieve a good enough approximation ratio.

Example 4.4.4. If we place $F_{1}$ at $t\left(\ell_{1}\right)$ and $F_{2}$ at $t\left(r_{2}\right)$ or $s\left(r_{2}\right)$ depending on availability, then consider the following instance: There are three candidate locations at 0,2 , and 6 . There is an agent $\ell_{1}$ that approves $F_{1}$ at $1+\varepsilon$, an agent $\ell_{2}$ that approves $F_{2}$ at 1 , and another agent $r_{2}$ that approves $F_{2}$ at $3+\varepsilon$, for some infinitesimal $\varepsilon>0$. So, we place $F_{1}$ at 2 and $F_{2}$ at 6 for a max cost of 5 (determined by $r_{2}$ ). On the other hand, we could place $F_{1}$ at 0 and $F_{2}$ at 2 for a max cost of approximately 1 , leading to an approximation ratio of 5 . Clearly, if
we chose $\ell_{2}$ instead of $r_{2}$ to determine the location of $F_{2}$, there is a symmetric instance leading again to the same lower bound.

The above example illustrates that it is not always a good idea to choose a priori $\ell_{2}$ or $r_{2}$ to determine where to place $F_{2}$, especially when the closest candidate location to them might not be available after placing $F_{1}$. Instead, we need to carefully decide whether $\ell_{2}$ or $r_{2}$ or neither of them is the best one to choose where to place $F_{2}$. We make this decision as follows: We "ask" $\ell_{2}$ and $r_{2}$ to "vote" over two candidate locations; the candidate location $L$ that is the closest at the left of $t\left(\ell_{1}\right)$ (where $F_{1}$ is placed) and the candidate location $R$ that is the closest at the right of $t\left(\ell_{1}\right)$. If $\ell_{2}$ and $r_{2}$ "agree", then they are both on the same side of the midpoint of the interval defined by $L$ and $R$, and thus depending on whether they are on the left side (agree on $L$ ) or the right side (agree on $R$ ), we allow $r_{2}$ or $\ell_{2}$, respectively, to make the choice of where to place $F_{2}$. If they "disagree", they are on different sides of the interval's midpoint, so neither $\ell_{2}$ nor $r_{2}$ should make a choice of where to place $F_{2}$; in this case, the closest of $L$ and $R$ to $t\left(\ell_{1}\right)$ is a good candidate location to place $F_{2}$. This idea is formalized in Mechanism 7, which we call Vote-for-Priority.

We first show that Vote-for-Priority is strategyproof.

Theorem 4.4.5. For singleton instances, Vote-For-Priority is strategyproof.
Proof. Observe that no agent in $N_{1}$ has incentive to misreport as facility $F_{1}$ is located at the closest candidate location to $\ell_{1}$; indeed, $\ell_{1}$ is content while no agent would like to misreport to become the leftmost agent of $N_{1}$ as then $F_{1}$ will either remain at the same location or could be moved farther away. For the agents of $N_{2}$, we consider each case separately depending on which is the true profile. Denote by $w_{2}$ the location of $F_{2}$ when the agents report their positions

```
Mechanism 7: Vote-FOR-Priority
    Input: Reported positions of agents with singleton preferences;
    Output: Facility locations \(\mathbf{w}=\left(w_{1}, w_{2}\right)\);
    \(\ell_{1} \leftarrow\) leftmost agent in \(N_{1}\);
    \(\ell_{2} \leftarrow\) leftmost agent in \(N_{2}\);
    \(r_{2} \leftarrow\) rightmost agent in \(N_{2}\);
    \(w_{1} \leftarrow t\left(\ell_{1}\right)\);
    \(L \leftarrow\) closest candidate location at the left of \(w_{1}\);
    \(R \leftarrow\) closest candidate location at the right of \(w_{1}\);
    // (case 1) \(\ell_{2}\) and \(r_{2}\) agree that \(L\) is closer, so \(r_{2}\) gets to choose
    if \(\ell_{2}\) and \(r_{2}\) are both closer to \(L\) than to \(R\) then
        if \(t\left(r_{2}\right)\) is available then
            \(w_{2} \leftarrow t\left(r_{2}\right) ;\)
        else
            \(w_{2} \leftarrow s\left(r_{2}\right) ;\)
    \(/ /\) (case 2) \(\ell_{2}\) and \(r_{2}\) agree that \(R\) is closer, so \(\ell_{2}\) gets to choose
    else if \(\ell_{2}\) and \(r_{2}\) are both closer to \(R\) than to \(L\) then
        if \(t\left(\ell_{2}\right)\) is available then
            \(w_{2} \leftarrow t\left(\ell_{2}\right) ;\)
        else
            \(w_{2} \leftarrow s\left(\ell_{2}\right) ;\)
    \(/ /\) (case 3) \(\ell_{2}\) and \(r_{2}\) disagree, so choose the closest of \(L\) and \(R\) to \(w_{1}\)
    else
        \(w_{2} \leftarrow \arg \min _{x \in\{L, R\}}\left\{\left|w_{1}-x\right|\right\} ;\)
```

truthfully.
(Case 1) Clearly, $r_{2}$ has no incentive to deviate. Consider an agent $i \in N_{2}$, other than $r_{2}$, that deviates and misreports a position $g$.

- If $g \leq r_{2}$, then the location $F_{2}$ is still $w_{2}$.
- If $g \in\left(r_{2}, \frac{L+R}{2}\right]$, agent $i$ becomes the rightmost agent but we are still in Case 1. So, the location of $F_{2}$ becomes the closest available location to $g$, which is either $w_{2}$ or some candidate location at the right of $w_{2}$. This means that the cost of $i$ either remains the same or increases, and thus $i$ has no incentive to misreport such a position.
- If $g>\frac{L+R}{2}$, agent $i$ becomes the rightmost agent and the location of $F_{2}$ is
determined by Case 3, i.e., becomes $y=\arg \min _{x \in\{L, R\}}\left\{\left|w_{1}-x\right|\right\}$. Since the true rightmost agent $r_{2}$ is closer to $L$ than to $R$, it holds that $w_{2} \leq L \leq y$. This again means that the cost of $i$ either remains the same or increases, and thus $i$ has no incentive to misreport such a position.
(Case 2) This is symmetric to Case 1.
(Case 3) Observe that any deviation that still leads to Case 3 does not affect the outcome of the mechanism as $w_{2}=\arg \min _{x \in\{L, R\}}\left\{\left|w_{1}-x\right|\right\}$. Hence, no agent $i \in N_{2} \backslash\left\{\ell_{2}, r_{2}\right\}$ can affect the outcome as any possible misreported position can either be at the left of $\ell_{2}$ or the right of $r_{2}$, which means that we are still in Case 3 . Now, let us assume that $r_{2}$ misreports so that the location of $F_{2}$ is determined by Case 1. Since, in that case, all agents are closer to $L$ than to $R$, and there are no other available candidate locations in the interval $[L, R]$ (since $w_{1}$ is occupied by $\left.F_{1}\right), F_{2}$ can only be placed at some location $y \leq L$, which is clearly not better for $r_{2}$. A symmetric argument for $\ell_{2}$ shows that again no agent can misreport.

Next, we show that Vote-for-Priority achieves an approximation ratio of at most 3 .

Theorem 4.4.6. For singleton instances, the approximation ratio of Vote-for-Priority is at most 3.

Proof. If the max cost of the mechanism is due to an agent $i \in N_{1}$, the choice $w_{1}=t\left(\ell_{1}\right)$ implies that $d\left(\ell_{1}, w_{1}\right) \leq d\left(\ell_{1}, o_{1}\right)$, and thus, by the triangle inequality, we have that

$$
\begin{aligned}
\mathrm{MC}(\mathbf{w}) & =d\left(i, w_{1}\right) \\
& \leq d\left(i, o_{1}\right)+d\left(\ell_{1}, o_{1}\right)+d\left(\ell_{1}, w_{1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq d\left(i, o_{1}\right)+2 \cdot d\left(\ell_{1}, o_{1}\right) \\
& \leq 3 \cdot \operatorname{MC}(\mathbf{o})
\end{aligned}
$$

So, we now focus on the case where the max cost of the mechanism is determined by an agent in $N_{2}$ and we may assume that $w_{2} \neq o_{2}$ as otherwise the claim holds trivially. Due to the symmetry of Case 1 and Case 2, it suffices to bound the approximation ratio in Case 1 and in Case 3. In any of these cases, if there is an agent of $N_{2}$ that is closer to $w_{2}$ than to $o_{2}$, then, similarly to above, by applying the triangle inequality, we can again show that the approximation ratio is at most 3. Thus, we will assume that all agents of $N_{2}$ are closer to $o_{2}$ than to $w_{2}$, which means that $w_{1}=o_{2}$. To see that, note that, in Case $1, o_{2}$ has to be unavailable as it must hold $t\left(r_{2}\right)=o_{2}$, while in Case $3, w_{2}$ is the closest candidate location among $L$ and $R$ to $w_{1}$ (and thus $\ell_{2}$ cannot be at the left of $L$ if $L$ is chosen and $r_{2}$ cannot be at the right of $R$ if $R$ is chosen). Due to this, $o_{1}$ cannot be $w_{1}$ and we have the following two possibilities:

- If $o_{1} \leq L$, then $d\left(\ell_{1}, o_{1}\right) \geq d\left(\ell_{1}, L\right)$.
- If $o_{1} \geq R$, then $d\left(\ell_{1}, o_{1}\right) \geq d\left(\ell_{1}, R\right)$.
(Case 1) Since $t\left(r_{2}\right)=w_{1}=o_{2}$ and $w_{2}$ is the closest available candidate location to $r_{2}$, it has to be the case that $w_{2}=L$. Let $i \in\left\{\ell_{2}, r_{2}\right\}$ be the agent of $N_{2}$ that gives the max cost.
- If $o_{1} \leq L$, then due to the triangle inequality, and the facts that $o_{2}=w_{1}$ and $d\left(\ell_{1}, o_{1}\right) \geq d\left(\ell_{1}, L\right)$, we have

$$
\mathrm{MC}(\mathbf{w})=d(i, L) \leq d\left(i, o_{2}\right)+d\left(\ell_{1}, o_{2}\right)+d\left(\ell_{1}, L\right)
$$

$$
\begin{aligned}
& =d\left(i, o_{2}\right)+d\left(\ell_{1}, w_{1}\right)+d\left(\ell_{1}, L\right) \\
& \leq d\left(i, o_{2}\right)+d\left(\ell_{1}, o_{1}\right)+d\left(\ell_{1}, o_{1}\right) \\
& \leq 3 \cdot \operatorname{MC}(\mathbf{o})
\end{aligned}
$$

- If $o_{1} \geq R$, then due to the triangle inequality, and the facts that $o_{2}=w_{1}$, $d(i, L) \leq d(i, R)$ and $d\left(\ell_{1}, o_{1}\right) \geq d\left(\ell_{1}, R\right)$, we have

$$
\begin{aligned}
\mathrm{MC}(\mathbf{w})=d(i, L) \leq d(i, R) & \leq d\left(i, o_{2}\right)+d\left(\ell_{1}, o_{2}\right)+d\left(\ell_{1}, R\right) \\
& =d\left(i, o_{2}\right)+d\left(\ell_{1}, w_{1}\right)+d\left(\ell_{1}, R\right) \\
& \leq d\left(i, o_{2}\right)+d\left(\ell_{1}, o_{1}\right)+d\left(\ell_{1}, o_{1}\right) \\
& \leq 3 \cdot \operatorname{MC}(\mathbf{o})
\end{aligned}
$$

(Case 3) Without loss of generality, let us assume that $w_{2}=R$; the case where $w_{2}=L$ is symmetric. So, $d\left(R, w_{1}\right)=d\left(R, o_{2}\right) \leq d\left(L, o_{2}\right)=d\left(L, w_{1}\right)$. Since $r_{2} \leq R$, the max cost of the mechanism is determined by agent $\ell_{2}$.

- If $o_{1} \geq R$, then due to the triangle inequality, and the facts that $w_{1}=o_{2}$ and $d\left(\ell_{1}, o_{1}\right) \geq d\left(\ell_{1}, R\right)$, we have

$$
\begin{aligned}
\operatorname{MC}(\mathbf{w})=d\left(\ell_{2}, R\right) & \leq d\left(\ell_{2}, o_{2}\right)+d\left(\ell_{1}, o_{2}\right)+d\left(\ell_{1}, R\right) \\
& =d\left(\ell_{2}, o_{2}\right)+d\left(\ell_{1}, w_{1}\right)+d\left(\ell_{1}, R\right) \\
& \leq d\left(\ell_{2}, o_{2}\right)+d\left(\ell_{1}, o_{1}\right)+d\left(\ell_{1}, o_{1}\right) \\
& \leq 3 \cdot \operatorname{MC}(\mathbf{o})
\end{aligned}
$$

- If $o_{1} \leq L$, then due to the triangle inequality, and the facts that $d\left(R, o_{2}\right) \leq$
$d\left(L, o_{2}\right), w_{1}=o_{2}$ and $d\left(\ell_{1}, o_{1}\right) \geq d\left(\ell_{1}, L\right)$, we have

$$
\begin{aligned}
\mathrm{MC}(\mathbf{w})=d\left(\ell_{2}, R\right) & \leq d\left(\ell_{2}, o_{2}\right)+d\left(R, o_{2}\right) \\
& \leq d\left(\ell_{2}, o_{2}\right)+d\left(L, o_{2}\right) \\
& \leq d\left(\ell_{2}, o_{2}\right)+d\left(\ell_{1}, o_{2}\right)+d\left(\ell_{1}, L\right) \\
& =d\left(\ell_{2}, o_{2}\right)+d\left(\ell_{1}, w_{1}\right)+d\left(\ell_{1}, L\right) \\
& \leq d\left(\ell_{2}, o_{2}\right)+d\left(\ell_{1}, o_{1}\right)+d\left(\ell_{1}, o_{1}\right) \\
& \leq 3 \cdot \operatorname{MC}(\mathbf{o}) .
\end{aligned}
$$

This completes the proof.

### 4.4.3 General instances

To tackle the general case, we consider a mechanism that runs Leftmost in case the instance consists of at least one agent with doubleton preference, and Vote-for-Priority in case the instance is singleton. It is not hard to observe that Leftmost is strategyproof even when there are agents with singleton preference; its decision is fully determined by the leftmost agent with doubleton preference and the input of any other agent is ignored. Hence, the mechanism is overall strategyproof. We will now show that Leftmost still achieves an approximation ratio of at most 3 when it is applied, which will allow us to show an overall bound of 3 .

Theorem 4.4.7. For instances with at least one agent with doubleton preference, the approximation ratio of Leftmost is at most 3 .

Proof. We consider cases depending on the preference of the agent $i$ that determines the max cost of the mechanism. Let $\ell$ be the leftmost agent in $N_{1} \cap N_{2}$,
and recall that $w_{1}=t(\ell)$ and $w_{2}=s(\ell)$.
(Case 1) The max cost is determined by an agent $i \in N_{1} \backslash N_{2}$. Then, by the triangle inequality and since $d\left(\ell, w_{1}\right) \leq d\left(\ell, o_{2}\right)$, we have

$$
\begin{aligned}
\mathrm{MC}(\mathbf{w})=d\left(i, w_{1}\right) & \leq d\left(i, o_{1}\right)+d\left(\ell, o_{1}\right)+d\left(\ell, w_{1}\right) \\
& \leq d\left(i, o_{1}\right)+d\left(\ell, o_{1}\right)+d\left(\ell, o_{2}\right) \\
& \leq 2 \cdot \operatorname{MC}(\mathbf{o}) .
\end{aligned}
$$

(Case 2) The max cost is determined by an agent $i \in N_{2} \backslash N_{1}$. Since $w_{2}=s(\ell)$, there exists $x \in\left\{o_{1}, o_{2}\right\}$ such that $d\left(\ell, w_{2}\right) \leq d(\ell, x) \leq M C(\mathbf{o})$. Hence, by the triangle inequality, we have

$$
\mathrm{MC}(\mathbf{w})=d\left(i, w_{2}\right) \leq d\left(i, o_{2}\right)+d\left(\ell, o_{2}\right)+d\left(\ell, w_{2}\right) \leq 3 \cdot \mathrm{MC}(\mathbf{o}) .
$$

(Case 3) The max cost is determined by an agent $i \in N_{1} \cap N_{2}$. Then, following the proof of Theorem 4.4.1 for doubleton instances, we can show an upper bound of 3 .

By combining Theorem 4.4.7 and Theorem 4.4.6, we obtain the following result.

Corollary 4.4.8. For general instances, there is a strategyproof mechanism with approximation ratio at most 3 .

### 4.5 Allowing same facility locations

In this last section we explore the simpler model in which the two facilities can be placed at the same candidate location. We show tight bounds on the approximation ratio of deterministic mechanisms for doubleton and general instances (we

|  | Social cost | Max cost |
| :---: | :---: | :---: |
| Doubleton | $1+\sqrt{2}$ | 2 |
| General | 3 | 3 |

Table 4.2: Overview of the tight bounds for the model where the two facilities are allowed to be placed at the same candidate location.
will not consider singleton instances separately as the approximation ratio turns out to be exactly the same as for general instances). Our results for this model are summarized in Table 4.2.

All the mechanisms we will consider in this section place the facilities at the closest locations to some fixed agents that approve them. In particular, given the positions reported by the agents, for some $q_{j} \in[n]$, we place each facility $F_{j}$ at $t\left(i_{j}\right)$, where $i_{j}$ is the $q_{j}$-th ordered agent in $N_{j}$. It is not hard to verify that all such mechanisms are strategyproof. Indeed, to change the outcome of the mechanism, an agent in $N_{j}$ would have to report a position that changes the $q_{j}$-th ordered agent in $N_{j}$, but this would mean that the facilities that this agent approves might move farther away from the true position of the agent.

Before we continue we remark that the fact that facilities can be placed at the same location is crucial for our mechanisms to be strategyproof since this eliminates possible misreports by the $q_{j}$-th ordered agents who determine where the facilities are placed. To be more specific, suppose that we try to adapt this mechanism for the main model that we considered in the previous sections in which the two facilities can only be placed at different locations. Then, in case $t\left(i_{1}\right)=t\left(i_{2}\right)$ we would have to resolve this collision somehow, for example by giving priority to one of these agents, say $i_{1}$, and placing $F_{1}$ at $w_{1}=t\left(i_{1}\right)$ and then $F_{2}$ at some other location $w_{2}$ that is a function of $i_{2}$ such as $s\left(i_{2}\right)$. However, if $i_{1}$ approves both facilities, it might be the case that $w_{2}$ is not close to her position,
and thus she prefers to misreport that she is closer to $s\left(i_{1}\right)$ rather than $t\left(i_{1}\right)$, leading to $F_{1}$ being placed at $s\left(i_{1}\right)$ and then $F_{2}$ at $t\left(i_{2}\right)=t\left(i_{1}\right)$. Such misreports cannot happen when facilities are allowed to be placed at the same location.

### 4.5.1 Social cost

We start with the case of doubleton instances for which we show a tight bound of $1+\sqrt{2}$. The lower bound follows by observing that the proof of Theorem 4.3.2 holds even when facilities are allowed to be placed at the same location; in particular, in the proof of that theorem we made the simplification that there are two candidate location at 2 and -2 , thus having capacity for both facilities. For the upper bound, first observe that the Median mechanism from Section 4.3.1 can also be adapted to the current model (by placing both facilities to the location closest to the median agent), but it is not hard to show that it still cannot achieve an approximation ratio better than 3. To improve upon the bound of 3 , we consider a family of mechanisms, which, for a parameter $\alpha \in(0,1 / 2)$, place one facility at the candidate location closest to the position reported by the $\alpha n$-leftmost agent, and the other facility at the candidate location closest to the position reported by the $(1-\alpha) n$-leftmost agent ${ }^{2}$. We refer to such mechanisms as $\alpha$-Statistic; see Mechanism 8 for a description. It is not hard to observe that, for any $\alpha \in(0,1 / 2)$, the mechanism is strategyproof since it falls within the class of mechanisms we described earlier with $q_{1}=\alpha n$ and $q_{2}=(1-\alpha) n$. We now focus on bounding the approximation ratio.

Theorem 4.5.1. For doubleton instances, the approximation ratio of

[^2]```
Mechanism 8: \(\alpha\)-STATISTIC
    Input: Reported positions of agents with doubleton preferences;
    Output: Facility locations \(\mathbf{w}=\left(w_{1}, w_{2}\right)\);
    \(i \leftarrow \alpha n\)-leftmost agent;
    \(j \leftarrow(1-\alpha) n\)-leftmost agent;
    \(w_{1} \leftarrow t(i) ;\)
    \(w_{2} \leftarrow t(j) ;\)
```

$$
(\sqrt{2}-1) \text {-Statistic is at most } 1+\sqrt{2} \text {. }
$$

Proof. We have $\alpha=\sqrt{2}-1$ and note that $\frac{1+\alpha}{1-\alpha}=\frac{1}{\alpha}=1+\sqrt{2}$. If $o$ is a location that minimizes the total distance from the agent positions, then for any $x$ and $y$ such that $o \leq x \leq y$ or $y \leq x \leq o$, it holds that $\sum_{i \in N} d(i, o) \leq$ $\sum_{i \in N} d(i, x) \leq \sum_{i \in N} d(i, y)$. Hence, since the individual cost of each agent is the sum of distances from both facilities, there exists an optimal solution $\mathbf{o}=$ $\left(o_{1}, o_{2}\right)$ such that $o_{1}=o_{2}=o$. Without loss of generality, we assume that $w_{1} \leq w_{2}$, and it must be the case that $w_{1} \neq o$ or $w_{2} \neq o$ since otherwise the approximation ratio would be 1 . We consider the following cases:

Case 1: $w_{1}<o=w_{2}$ (the case $w_{1}=o<w_{2}$ is symmetric).
By the definition of the mechanism, there is a set $S$ of $\alpha n$ agents that are closer to $w_{1}$ than to $o$. Hence, we have

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w}) & =\sum_{i \in S} d\left(i, w_{1}\right)+\sum_{i \notin S} d\left(i, w_{1}\right)+\sum_{i \in N} d(i, o) \\
& \leq \sum_{i \in S} d(i, o)+\sum_{i \notin S}\left(d(i, o)+d\left(w_{1}, o\right)\right)+\sum_{i \in N} d(i, o) \\
& =\operatorname{SC}(\mathbf{o})+(1-\alpha) n \cdot d\left(w_{1}, o\right)
\end{aligned}
$$

and

$$
\mathrm{SC}(\mathbf{o}) \geq 2 \cdot \alpha n \cdot \frac{d\left(w_{1}, o\right)}{2}=\alpha n \cdot d\left(w_{1}, o\right)
$$

Therefore, the approximation ratio is at most $1+\frac{1-\alpha}{\alpha}=\frac{1}{\alpha}=1+\sqrt{2}$.
Case 2: $w_{1}<o<w_{2}$.
By the definition of the mechanism, there is a set $S_{1}$ of $\alpha n$ agent that are closer to $w_{1}$ than to $o$, i.e., $d\left(i, w_{1}\right) \leq d(i, o)$ for every $i \in S_{1}$, and thus $d(i, o) \geq$ $d\left(o, w_{1}\right) / 2$. Similarly, there is another set $S_{2}$ of $\alpha n$ agents that are closer to $w_{2}$ than to $o$, i.e., $d\left(i, w_{2}\right) \leq d(i, o)$ for every $i \in S_{2}$, and thus $d(i, o) \geq d\left(o, w_{2}\right) / 2$. By combining these facts with the triangle inequality, we have

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w})= & \sum_{i \in S_{1}}\left(d\left(i, w_{1}\right)+d\left(i, w_{2}\right)\right)+\sum_{i \in S_{2}}\left(d\left(i, w_{1}\right)+d\left(i, w_{2}\right)\right) \\
& +\sum_{i \notin S_{1} \cup S_{2}}\left(d\left(i, w_{1}\right)+d\left(i, w_{2}\right)\right) \\
\leq & \sum_{i \in S_{1}}\left(2 \cdot d(i, o)+d\left(o, w_{2}\right)\right)+\sum_{i \in S_{2}}\left(2 \cdot d(i, o)+d\left(o, w_{1}\right)\right) \\
& +\sum_{i \notin S_{1} \cup S_{2}}\left(2 \cdot d(i, o)+d\left(o, w_{1}\right)+d\left(o, w_{2}\right)\right) \\
= & \operatorname{SC}(\mathbf{o})+(1-\alpha) n\left(d\left(o, w_{1}\right)+d\left(o, w_{2}\right)\right) .
\end{aligned}
$$

We can also bound the optimal social cost as follows:

$$
\mathrm{SC}(\mathbf{o}) \geq 2 \cdot \alpha n \frac{d\left(o, w_{1}\right)}{2}+2 \cdot \alpha n \frac{d\left(o, w_{2}\right)}{2}=\alpha n\left(d\left(o, w_{1}\right)+d\left(o, w_{2}\right)\right)
$$

Consequently, the approximation ratio is at most $1+\frac{1-\alpha}{\alpha}=1 / \alpha=1+\sqrt{2}$.
Case 3: $o<w=w_{1}=w_{2}$ (the case $w_{1}=w_{2}=w<o$ is symmetric).

By the definition of the mechanism, there is a set $S$ of $(1-\alpha) n$ agents that are closer to $w$ than to $o$. Hence, by the triangle inequality, we have

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w}) & =2 \cdot \sum_{i \in S} d(i, w)+2 \cdot \sum_{i \notin S} d(i, w) \\
& \leq 2 \cdot \sum_{i \in S} d(i, o)+2 \cdot \sum_{i \notin S}(d(i, o)+d(o, w)) \\
& =\operatorname{SC}(\mathbf{o})+2 \alpha n \cdot d(o, w)
\end{aligned}
$$

and

$$
\mathrm{SC}(\mathbf{o}) \geq 2 \cdot(1-\alpha) n \cdot \frac{d(o, w)}{2}=(1-\alpha) n \cdot d(o, w)
$$

Therefore, the approximation ratio is at most $1+\frac{2 \alpha}{1-\alpha}=\frac{1+\alpha}{1-\alpha}=1+\sqrt{2}$.
Case 4: $o<w_{1}<w_{2}$ (the case $w_{1}<w_{2}<o$ is symmetric).
Clearly, since $o<w_{1}<w_{2}, d\left(o, w_{2}\right)=d\left(o, w_{1}\right)+d\left(w_{1}, w_{2}\right)$. By the definition of the mechanism, there is a set $S$ of $(1-\alpha) n$ agents who are closer to $w_{1}$ than to $o$, i.e., $d\left(i, w_{1}\right) \leq d(i, o)$ for every $i \in S$, and thus $d(i, o) \geq d\left(o, w_{1}\right) / 2$. Also, there is a set $T \subset S$ of $\alpha n$ agents who are closer to $w_{2}$ than to $w_{1}$, i.e., $d\left(i, w_{2}\right) \leq$ $d\left(i, w_{1}\right) \leq d(i, o)$ for every $i \in T$, and thus $d(i, o) \geq d\left(o, w_{1}\right)+d\left(w_{1}, w_{2}\right) / 2$. By combining these two facts with the triangle inequality, we have

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w}) & =\sum_{i \notin S}\left(d\left(i, w_{1}\right)+d\left(i, w_{2}\right)\right)+\sum_{i \in S \backslash T}\left(d\left(i, w_{1}\right)+d\left(i, w_{2}\right)\right) \\
& +\sum_{i \in T}\left(d\left(i, w_{1}\right)+d\left(i, w_{2}\right)\right) \\
& \leq \sum_{i \notin S}\left(2 \cdot d(i, o)+d\left(o, w_{1}\right)+d\left(o, w_{2}\right)\right)+\sum_{i \in S \backslash T}\left(2 \cdot d(i, o)+d\left(o, w_{2}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& +2 \cdot \sum_{i \in T} d(i, o) \\
& =\operatorname{SC}(\mathbf{o})+\alpha\left(d\left(o, w_{1}\right)+d\left(o, w_{2}\right)\right)+(1-2 \alpha) d\left(o, w_{2}\right) \\
& =\operatorname{SC}(\mathbf{o})+\alpha d\left(o, w_{1}\right)+(1-\alpha) d\left(o, w_{2}\right) \\
& =\operatorname{SC}(\mathbf{o})+d\left(o, w_{1}\right)+(1-\alpha) d\left(w_{1}, w_{2}\right)
\end{aligned}
$$

For the optimal social cost, we have

$$
\begin{aligned}
\operatorname{SC}(\mathbf{o}) & \geq 2|S \backslash T| \frac{d\left(o, w_{1}\right)}{2}+2|T|\left(d\left(o, w_{1}\right)+\frac{d\left(w_{1}, w_{2}\right)}{2}\right) \\
& =d\left(o, w_{1}\right)+\alpha d\left(w_{1}, w_{2}\right)
\end{aligned}
$$

Hence, the approximation ratio is at most $1+\frac{1-\alpha}{\alpha}=1 / \alpha=1+\sqrt{2}$.

For general instances we show a tight bound of 3 . The lower bound follows by the fact that when all agents have singleton preferences, then the problem reduces to two independent single-facility location problems, and the best possible approximation ratio for each of them is 3 [Feldman et al., 2016]; alternatively, one can verify that the proof of Theorem 4.3.3 holds even when the facilities can be placed at the same location. For the upper bound, we consider the Two-Medians mechanism, which independently places each facility $F_{j}$ at the location closest to the median agent $m_{j} \in N_{j}$.

Theorem 4.5.2. For general instances, the approximation ratio of Two-Medians is at most 3 .

Proof. Using the fact that the median agent $m_{j}$ minimizes the total distance of all
the agents in $N_{j}$, the fact that $w_{j}=t\left(m_{j}\right)$, and the triangle inequality, we have

$$
\begin{aligned}
\mathrm{SC}(\mathbf{w}) & =\sum_{j \in[2]} \sum_{i \in N_{j}} d\left(i, w_{j}\right) \\
& \leq \sum_{j \in[2]} \sum_{i \in N_{j}}\left(d\left(i, m_{j}\right)+d\left(m_{j}, w_{j}\right)\right) \\
& \leq \sum_{j \in[2]} \sum_{i \in N_{j}}\left(d\left(i, m_{j}\right)+d\left(m_{j}, o_{j}\right)\right) \\
& \leq \sum_{j \in[2]} \sum_{i \in N_{j}}\left(2 \cdot d\left(i, m_{j}\right)+d\left(i, o_{j}\right)\right) \\
& \leq 3 \cdot \sum_{j \in[2]} \sum_{i \in N_{j}} d\left(i, o_{j}\right),
\end{aligned}
$$

and thus the approximation ratio is at most 3 .

### 4.5.2 Max cost

We now consider the max cost and start by showing a tight bound of 2 for doubleton instances. The lower bound follows by a sequence of instances similar to those in the proof of Theorem 4.4.2 but just with two candidate locations.

Theorem 4.5.3. For doubleton instances, the approximation ratio of any deterministic strategyproof mechanism is at least $2-\delta$, for any $\delta>0$.

Proof. Consider an arbitrary deterministic mechanisms and the following instance $I_{1}$ : There are two candidate locations at -1 and 1 and two agents (that approve both facilities) positioned at $-\varepsilon$ and $\varepsilon$, respectively, for some infinitesi$\operatorname{mal} \varepsilon>0$.

First, suppose that the mechanism places both facilities at one of the two locations, say -1 . Then, consider the instance $I_{2}$ in which the agent at $\varepsilon$ in $I_{1}$ moves to 1 in $I_{2}$, while the other agent remains at $-\varepsilon$. The mechanism must
still place both facilities at -1 in $I_{2}$ since otherwise the agent that moved would decrease her cost. However, $\operatorname{MC}(-1,-1) \approx 6$ and $\operatorname{MC}(1,1) \approx 2$, leading to an approximation ratio of at least 3 .

Second, support that the mechanism places one facility at -1 and the other at 1 . Then, consider the instance $I_{3}$ in which the agent at $\varepsilon$ in $I_{1}$ moves to 2 in $I_{3}$, while the other agent remains at $-\varepsilon$. The mechanism must either still output the solution $(-1,1)$ or the solution $(-1,-1)$, but it cannot output $(1,1)$ as then the agent that moved would decrease her cost. However, $M C(-1,1) \approx 4$, $\mathrm{MC}(-1,-1)=6$, and $\mathrm{MC}(1,1)=2$, leading to an approximation ratio of at least 2.

For the upper bound, we consider the mechanism that places $F_{1}$ at the candidate location closest to the leftmost agent $\ell$ and $F_{2}$ at the candidate location closest to the rightmost agent $r$. We refer to this mechanism as LeftmostRightmost; see Mechanism 9.

```
Mechanism 9: Leftmost-Rightmost
    Input: Reported positions of agents with doubleton preferences;
    Output: Facility locations w = ( w
    \ell
    r}\leftarrow\mathrm{ rightmost agent in N}\mp@subsup{N}{1}{\cap}\mp@subsup{N}{2}{}
    w
    w
```

Theorem 4.5.4. For doubleton instances, the approximation ratio of LeftmostRightmost is at most 2 .

Proof. Let $i \in\{\ell, r\}$ be the agent that determines the max cost of the mechanism, and $j \in\{\ell, r\} \backslash\{i\}$. Let $\mathbf{o}=\left(o_{1}, o_{2}\right)$ be an optimal solution. Since $w_{1}=t(\ell)$
and $w_{2}=t(r)$, by the triangle inequality and the definition of $t(\cdot)$, we have

$$
\begin{aligned}
\mathrm{MC}(\mathbf{w}) & =d(i, t(i))+d(i, t(j)) \\
& \leq d(i, t(i))+d\left(i, o_{2}\right)+d\left(j, o_{2}\right)+d(j, t(j)) \\
& \leq d\left(i, o_{1}\right)+d\left(i, o_{2}\right)+d\left(j, o_{2}\right)+d\left(j, o_{1}\right) \leq 2 \cdot \operatorname{MC}(\mathbf{o})
\end{aligned}
$$

Therefore, the approximation ratio is at most 2 in any case.

For general instances, it is not hard to obtain a tight upper bound of 3. The lower bound follows again by the fact that with singleton preferences the problem is equivalent to two independent single-facility location problems, while the upper bounds follows by the variant of the Leftmost mechanism that places $F_{j}$ at the leftmost agent $\ell_{j} \in N_{j}$.

Theorem 4.5.5. For general instances, the approximation ratio of Leftmost is at most 3 .

Proof. Let $i$ be the agent that determines the max cost of the mechanism. By the triangle inequality and the definition of $t(\cdot)$, we have

$$
\begin{aligned}
\mathrm{MC}(\mathbf{w})=\sum_{j \in[2]: i \in N_{j}} d\left(i, w_{j}\right) & \leq \sum_{j \in[2]: i \in N_{j}}\left(d\left(i, o_{j}\right)+d\left(\ell_{j}, o_{j}\right)+d\left(\ell_{j}, w_{j}\right)\right) \\
& \leq \sum_{j \in[2]: i \in N_{j}}\left(d\left(i, o_{j}\right)+2 \cdot d\left(\ell_{j}, o_{j}\right)\right) \\
& \leq 3 \cdot \operatorname{MC}(\mathbf{o}) .
\end{aligned}
$$

Hence the approximation ratio is at most 3.

## Chapter 5

## Settling the Approximation Ratio of

## Distributed Facility Location

### 5.1 Definitions and notation

We consider one-facility location problems in this chapter.
With the basic definition in chapter 2 , the instance $I$ in this chapter is a tuple $I=(N, \mathbf{x}, D)$, where

- $N$ is a set of $n$ agents.
- $\mathbf{x}=\left(x_{i}\right)_{i \in N}$ is a vector containing the position $x_{i} \in \mathbb{R}$ of agent $i$ on the line of real numbers.
- $D=\left\{d_{1}, \ldots, d_{k}\right\}$ is a set of $k \geq 1$ districts. Each district $d \in D$ contains a set $N_{d} \subseteq N$ of agents such that $N_{d} \cap N_{d^{\prime}}=\varnothing$ and $\bigcup_{d \in D} N_{d}=N$. By $n_{d}=\left|N_{d}\right|$ we denote the number of agents in $d$; when $n_{d}:=\lambda:=n / k$ for every $d \in D$, we say that the districts are symmetric.

A distributed mechanism $M$ is used to decide the location of a facility based on the positions reported by the agents and the composition of the districts. In
particular, given an instance $I$, a distributed mechanism works by implementing the following two steps:

- Step 1: For each district $d \in D$, using only the positions of the agents in $N_{d}$, the mechanism chooses a representative location $y_{d} \in \mathbb{R}$ for the district.
- Step 2: Given the size and the representative locations of the districts, the mechanism outputs a single location $M(I) \in\left\{y_{d}\right\}_{d \in D}$ as the winner.

If a location $z$ is chosen, then the distance $\delta\left(x_{i}, z\right)=\left|x_{i}-z\right|$ between the position $x_{i}$ of agent $i$ and $z$ is the individual cost of agent $i$ for $z$.

### 5.1.1 Social objectives and strategyproofness

We design deterministic distributed mechanisms that satisfy various criteria of interest and achieve the best possible approximation ratio bounds. First, we aim to design distributed mechanisms to approximately optimize social objectives that are functions of the distances between the chosen locations and the positions of the agents. Following the work of Anshelevich et al. [2022], we focus on the following objectives:

- The Average cost (or average social cost) of location $z$ is the average total individual cost of all agents for $z$ :

$$
\frac{1}{n} \sum_{i \in N} \delta\left(x_{i}, z\right)=\frac{1}{n} \sum_{d \in D} \sum_{i \in N_{d}} \delta\left(x_{i}, z\right)
$$

- The Max cost of location $z$ is the maximum individual cost over all agents for $z$ :

$$
\max _{i \in N} \delta\left(x_{i}, z\right)=\max _{d \in D} \max _{i \in N_{d}} \delta\left(x_{i}, z\right)
$$

- The Average-of-Max cost of location $z$ is the average sum over each district of the maximum individual cost therein:

$$
\frac{1}{k} \sum_{d \in D}\left\{\max _{i \in N_{d}} \delta\left(x_{i}, z\right)\right\}
$$

- The Max-of-Average cost of location $z$ is the maximum over each district of the average total individual cost therein:

$$
\max _{d \in D}\left\{\frac{1}{n_{d}} \sum_{i \in N_{d}} \delta\left(x_{i}, z\right)\right\}
$$

To simplify our notation, whenever the social objective is clear from context, we will use $\operatorname{cost}(w \mid I)$ to denote the cost of $w \in \mathbb{R}$ according to the objective function at hand in instance $I$. Whenever $I$ is clear from context, we will drop it from notation and simply write $\operatorname{cost}(w)$; this will mostly be done in the proofs of our upper bounds.

Another goal is to design mechanisms that are resilient to strategic manipulation, that is, they do not allow the agents to unilaterally affect the outcome in their favor (i.e., lead to a location with smaller individual cost) by reporting false positions. Formally, a mechanism is strategyproof if for any pair of instances $I=\left(N,\left(\mathbf{x}_{-i}, x_{i}\right), D\right)$ and $J=\left(N,\left(\mathbf{x}_{-i}, x_{i}^{\prime}\right), D\right)$ that differ in the position of a single agent $i$, it holds that $\delta\left(x_{i}, M(I)\right) \leq \delta\left(x_{i}, M(J)\right)$.

### 5.1.2 Useful observations

Before we proceed with the presentation of our main technical results in the upcoming sections, we first state some useful properties. The bounds on the approximation ratio of some of our mechanisms will follow by characterizing
worst-case instances, and for that we will need the inequality

$$
\begin{equation*}
\frac{\alpha+\gamma}{\beta+\gamma}<\frac{\alpha}{\beta} \tag{5.1}
\end{equation*}
$$

which holds for any $\alpha>\beta \geq 0$ and $\gamma>0$.
Another useful observation is that any distributed mechanism with finite approximation ratio with respect to any of the social objectives that we consider must be cardinally unanimous. Formally, a mechanism is cardinally-unanimous if it chooses the representative location of a district to be $z$ whenever all agents in the district are positioned at $z$.

Lemma 5.1.1. Any distributed mechanism that achieves finite approximation ratio with respect to any social objective $F \in$ \{Average, Max, Average-of-Max, Max-of-Average\} must be cardinally-unanimous. Proof. Let $M$ be a distributed mechanism that is not cardinally-unanimous. Consequently, there must exist a location $z$ such that when all the agents of a district are positioned at $z$, the mechanism decides the representative location of the district to be some $y \neq z$. Now, consider an instance in which all agents (no matter which district they belong to) are positioned at $z$. Given the behavior of the mechanism, $y$ is the representative location of all districts, and thus it must be the winner. However, $\operatorname{cost}(w)=0$ and $\operatorname{cost}(y)>0$ for any social objective $F$, and thus the approximation ratio is unbounded. So, to achieve finite approximation ratio, any mechanism must be cardinally-unanimous.

We next show that a class of $p$-Statistic-of- $q_{d}$-Statistic distributed mechanisms is strategyproof. Let $p \in[k]$ and $q_{d} \in\left[n_{d}\right]$ for any district $d$. The $p$-Statistic-of-$q_{d}$-Statistic mechanism first chooses the representative location of each district
$d$ to be the position of the $q_{d}$-th ordered agent therein, and then outputs the $p$-th ordered representative location as the winner. For example, if $p=\lfloor(k+1) / 2\rfloor$ and $q_{d}=\left\lfloor\left(n_{d}+1\right) / 2\right\rfloor$, the mechanism selects the position of the (leftmost) median agent in each district to be its representative location and then selects the (leftmost) median representative location as the winner. All strategyproof mechanisms that achieve the best possible approximation ratio for the various social objectives we consider are members of this class. The next lemma shows that any such mechanism is strategyproof, and will allow us to only focus on bounding the approximation ratio in the next sections.

Lemma 5.1.2. Let $p \in[k]$ and $q_{d} \in\left[n_{d}\right]$ for $d \in D$. Then, the $p$-Statistic-of- $q_{d^{-}}$ Statistic mechanism is strategyproof.

Proof. Let $M$ be the $p$-Statistic-of- $q_{d}$-Statistic mechanism. Consider any instance $I=(N, \mathbf{x}, D)$ and let $w=M(I)$ be the location chosen by $M$. Let $i$ be any agent that belongs to some district $d \in D$ that is represented by $y$. If the position of $i$ is the final winner, then $i$ clearly has no incentive to deviate. So, without loss of generality, assume that the winner is some location $w>x_{i}$. Observe that to affect the outcome of the mechanism, agent $i$ must first be able to affect the representative of $d$. We distinguish between the following cases.

- If $y<x_{i}$, then agent $i$ would have to report a position $x_{i}^{\prime}<y$ to change the representative of $d$, but such a position cannot affect the final winner as the order of representatives remains the same ( $w$ would still be at the right of the representative for district $d$ ).
- If $y>w$, then agent $i$ would have to report a position $x_{i}^{\prime}>y$ to change the representative of $d$ to $x_{i}^{\prime}$. However, this again cannot affect the final winner as the order of representatives remains the same ( $w$ would still be at the left
of the representative for district $d$ ).
- If $y \in\left[x_{i}, w\right]$, then agent $i$ could potentially affect the outcome by reporting a position $x_{i}^{\prime}>w$ to change the order of representatives, but this would lead to a higher individual cost as the new winner $x_{i}^{\prime}$ would be farther away.

Hence, agent $i$ has no incentive to deviate, thus proving that the mechanism is strategyproof.

### 5.2 Overview of Contribution

Our first contribution is the design of a novel mechanism that achieves an approximation ratio of 2 for the average cost; as mentioned above, this settles a question left open in the work of Filos-Ratsikas and Voudouris [2021] in the affirmative, matching their lower bound of 2 . For the remaining objectives we provide mechanisms as well as lower bounds establishing that these mechanisms achieve the best possible approximation ratio. The precise bounds are shown in the first column of Table 5.1. Quite interestingly, and perhaps unexpectedly, our mechanism for the Average-of-Max objective is optimal, that is, it achieves an approximation ratio of 1 . This demonstrates that for this particular objective, the distributed nature of the decision making does not influence the quality of the decision at all, and stands in contrast to the results of Anshelevich et al. [2022] for the same objective in the discrete setting.

Next, we consider strategyproof mechanisms, i.e., mechanisms that do not incentivize the agents to misreport their locations. This type of mechanisms were considered by Filos-Ratsikas and Voudouris [2021] who settled their approximation ratio for the social cost. For the remaining three objectives, strategyproof

|  | Unrestricted | Strategyproof |
| :---: | :---: | :---: |
| Average | 2 (Section 5.3) | $3^{\star}$ |
| Max | 2 (Section 5.4) | 2 (Section 5.4) |
| Average-of-Max | 1 (Section 5.5.1) | $1+\sqrt{2}$ (Section 5.5.2) |
| Max-of-Average | 2 (Section 5.6.1) | $1+\sqrt{2}$ (Section 5.6.2) |

Table 5.1: Overview of our tight approximation ratio bounds for deterministic distributed mechanisms. The bound of 3 for the social cost and the class of strategyproof mechanisms marked with a $\star$ is due to Filos-Ratsikas and Voudouris [2021].
mechanisms have not been previously studied, not even in the discrete setting of Anshelevich et al. [2022]. We show tight bounds by carefully composing centralized statistics mechanisms for choosing the district representatives and the final location; in particular, depending on the objective at hand, we appropriately choose the values of two parameters $p$ and $q$ to define mechanisms that work by choosing the position of the $q$-th agent in a district as its representative, and then select the $p$-th representative as the output location. Our results for strategyproof mechanisms are shown in the second column of Table 5.1.

### 5.3 Average social cost

### 5.3.1 Unrestricted mechanisms

We begin with the social cost (Sum) objective. In previous work, Filos-Ratsikas and Voudouris [2021] showed that the Median-of-Medians mechanism (that is, the $\lfloor\lambda / 2\rfloor$-Statistic-of- $\lfloor k / 2\rfloor$-Statistic mechanism) has approximation ratio at most 3 , and this is best possible strategyproof mechanism. For the class of unrestricted mechanisms, they showed a lower bound of 2 , thus leaving a gap between 2 and 3 . Here, we complete the picture by showing a tight bound of 2 for unrestricted mechanisms. We do this by considering the Weighted-Median-of-TruncatedAvg mechanism which works as follows: For each district, the
mechanism considers a set of $n_{d} / 2$ agents ranging from the $\left(n_{d} / 4+1\right)$-th leftmost to the $\left(3 n_{d} / 4\right)$-th leftmost ${ }^{1}$, and chooses their average as the representative location of the district. Then, it chooses the median representative location as the final location. See Mechanism 10 for a detailed description.

```
Mechanism 10: Weighted-Median-Of-TruncatedAvg
    for each district \(d \in D\) do
        \(S_{d}:=\left\{i \in N_{d}: i\right.\) is at least the \(\left(n_{d} / 4+1\right)\)-th and at most the (3.
        \(\left.n_{d} / 4\right)\)-th leftmost agent \(\}\);
        \(y_{d}:=\frac{\sum_{i \in S_{d}} x_{i}}{\left|S_{d}\right|} ;\)
    return \(w:=\operatorname{Median}_{d \in D}\left\{y_{d}^{n_{d}}\right\} ;\)
```

To bound the approximation ratio of Weighted-Median-of-TruncatedAvg, we characterize the structure of worst-case instances, where the approximation ratio of the mechanism is maximized and is strictly larger than 1 . For such an instance $I$, let $w$ be the location chosen by the mechanism when given as input a worst-case instance, and denote by $o$ the optimal location; since the objective is the average social cost, $o$ is the position of the median agent (or any point between the positions of the median agents in case of an even total number of agents). Without loss of generality, we assume that $w<o$; the case $w>o$ is symmetric.

We first show that there are cases where, starting from an instance with approximation ratio strictly larger than 1 , moving particular agents to appropriate intervals, leads to new instances that have strictly worse approximation ratio. This transformation will be useful when characterizing the worst-case instances for the mechanism.

[^3]Lemma 5.3.1. Let $I$ and $J$ be two instances that differ on the position of a single agent $i$, such that $w$ is the location chosen by the mechanism when given any of the two instances as input, and o is the optimal location for $I$. The approximation ratio of the mechanism when given $J$ as input is strictly larger than its approximation ratio when given $I$ as input in the following cases:
(a) $i$ is positioned at $x_{i}<o$ in $I$, and at $x_{i}^{\prime} \in\left(x_{i}, o\right]$ in $J$;
(b) $i$ is positioned at $x_{i}>o$ in $I$, and at $x_{i}^{\prime} \in\left[o, x_{i}\right)$ in $J$.

Proof. Since the optimal location $o^{\prime}$ for $J$ satisfies the inequality $\operatorname{cost}\left(o^{\prime} \mid J\right) \leq$ $\operatorname{cost}(o \mid J)$, it suffices to show that

$$
\frac{\operatorname{cost}(w \mid I)}{\operatorname{cost}(o \mid I)}<\frac{\operatorname{cost}(w \mid J)}{\operatorname{cost}(o \mid J)}
$$

which would then imply that

$$
\frac{\operatorname{cost}(w \mid I)}{\operatorname{cost}(o \mid I)}<\frac{\operatorname{cost}(w \mid J)}{\operatorname{cost}\left(o^{\prime} \mid J\right)}
$$

For (a), we have that $\delta\left(x_{i}, w\right) \leq \delta\left(x_{i}, x_{i}^{\prime}\right)+\delta\left(x_{i}^{\prime}, w\right)$ by the triangle inequality, and also $\delta\left(x_{i}, o\right)=\delta\left(x_{i}, x_{i}^{\prime}\right)+\delta\left(x_{i}^{\prime}, o\right)$; recall our assumption that $w<o$. So,

$$
\frac{\operatorname{cost}(w \mid I)}{\operatorname{cost}(o \mid I)}=\frac{\sum_{j \neq i} \delta\left(x_{j}, w\right)+\delta\left(x_{i}, w\right)}{\sum_{j \neq i} \delta\left(x_{j}, o\right)+\delta\left(x_{i}, o\right)} \leq \frac{\sum_{j \neq i} \delta\left(x_{j}, w\right)+\delta\left(x_{i}, x_{i}^{\prime}\right)+\delta\left(x_{i}^{\prime}, w\right)}{\sum_{j \neq i} \delta\left(x_{j}, o\right)+\delta\left(x_{i}, x_{i}^{\prime}\right)+\delta\left(x_{i}^{\prime}, o\right)}
$$

Since the approximation ratio of the mechanism when given $I$ as input is strictly larger than 1 and the distances are non-negative, we can apply Inequality (5.1) with $\alpha=\sum_{j \neq i} \delta\left(x_{j}, w\right)+\delta\left(x_{i}^{\prime}, w\right), \beta=\sum_{j \neq i} \delta\left(x_{j}, o\right)+\delta\left(x_{i}^{\prime}, o\right)$ and $\gamma=$
$\delta\left(x_{i}, x_{i}^{\prime}\right)$, to obtain

$$
\frac{\operatorname{cost}(w \mid I)}{\operatorname{cost}(o \mid I)}<\frac{\sum_{j \neq i} \delta\left(x_{j}, w\right)+\delta\left(x_{i}^{\prime}, w\right)}{\sum_{j \neq i} \delta\left(x_{j}, o\right)+\delta\left(x_{i}^{\prime}, o\right)}=\frac{\operatorname{cost}(w \mid J)}{\operatorname{cost}(o \mid J)}
$$

For (b), observe that $\delta\left(x_{i}, w\right)=\delta\left(x_{i}, x_{i}^{\prime}\right)+\delta\left(x_{i}^{\prime}, w\right)$ and $\delta\left(x_{i}, o\right)=\delta\left(x_{i}, x_{i}^{\prime}\right)+$ $\delta\left(x_{i}^{\prime}, o\right)$. Therefore, the desired inequality again follows by appropriately applying Inequality (5.1).

We are now ready to show that the worst-case instance $I$ has the following properties:

- At least $k / 2$ districts have representative $w$ (Lemma 5.3.2);
- $o$ can be the only other district representative and all agents in such districts are positioned at $o$ (Lemma 5.3.3).

Lemma 5.3.2. In the worst-case instance $I$, there are no district representatives to the left of $w$.

Proof. Suppose towards a contradiction that the worst-case instance $I$ is such that there is a district $d$ with representative $y<w$. Since $y$ is an average of some agent positions in $d$, there is a set of agents $S \subseteq S_{d}$ with $x_{i} \leq w$ for every $i \in S$. We move each agent $i \in S$ to a new position $x_{i}^{\prime}$ such that $x_{i}<x_{i}^{\prime} \leq w$ and the truncated average of the agents in $d$ becomes $w$. Clearly, the outcome of the mechanism, as well as the optimal location, remain the same in the new instance; $w$ is still the median representative, and the position of the overall median agent did not change. By Lemma 5.3.1(a) and since $w<o$, moving any agent $i \in S$ to $x_{i}^{\prime} \leq w$ leads to a new instance with strictly larger approximation ratio, which contradicts the fact that we start from a worst-case instance.

Lemma 5.3.3. In the worst-case instance $I$, besides $w$, the only other district representative can be o, and all agents in such districts are positioned on $o$.

Proof. Suppose towards a contradiction that the worst-case instance $I$ is such that there exists a district $d$ with representative $y \notin\{w, o\}$. We move every agent $i \in N_{d}$ from $x_{i}$ to $x_{i}^{\prime}=o$. Hence, the truncated average of the agents in $d$ changes from $y$ to $o$. By Lemma 5.3.2 and since $w$ is the (weighted) median representative, we have that at least half of the multiset defined by district representatives coincide with $w$. Consequently, the outcome of the mechanism is not affected when we move the agents of $d$. The optimal location also remains the same as the median agent location does not change. By Lemma 5.3.1, the approximation ratio of the new instance we obtain after moving each agent $i$ (irrespective of whether $x_{i}<o$ or $x_{i}>o$ ) is strictly larger than the approximation ratio of instance $I$, contradicting the fact that it is a worst-case instance.

We also argue that it suffices to focus on the case where the worst-case instance $I$ consists of just two districts that are in fact symmetric; this will simplify the last part of our proof.

Lemma 5.3.4. There exists a worst-case instance with two symmetric districts, one with representative $w$ and one with representative $o$.

Proof. Consider any worst-case instance, and let $D_{w}$ and $D_{o}$ denote the sets of districts that have representative $w$ and $o$, respectively. We first argue that $\sum_{d \in D_{w}} n_{d}=\sum_{d \in D_{o}} n_{d}$. Note that since $w$ is a median among all copies of representatives, we have $\sum_{d \in D_{w}} n_{d} \geq \sum_{d \in D_{o}} n_{d}$. Let us assume that $\sum_{d \in D_{w}} n_{d}>\sum_{d \in D_{o}} n_{d}$; we will reach a contradiction by creating a new instance, with strictly larger approximation ratio, that has one additional district with $\sum_{d \in D_{w}} n_{d}-\sum_{d \in D_{o}} n_{d}$ agents positioned at $o$. Clearly, in this new instance
the mechanism again outputs $w$, while the optimal location remains $o$. Since the agents in the newly added district contribute 0 to the optimal cost and strictly greater than 0 to the social cost of $w$, the approximation ratio is strictly larger.

Now, since $\sum_{d \in D_{w}} n_{d}=\sum_{d \in D_{o}} n_{d}$ and all agents in districts with representative $o$ are positioned at $o$ (by Lemma 5.3.3), we can redistribute the agents in districts with representative $o$ in a different set of districts, so that for any district $d \in D_{w}$ there is a dedicated district $d^{\prime} \in D_{o}$ with $n_{d}=n_{d^{\prime}}$. Note that $w$ and $o$ remain the same in this instance and so does the approximation ratio. We can then, without loss of generality, limit our focus on worst-case instances with just two symmetric districts, one with representative $w$ and one with representative $o$.

Having shown that it suffices to consider a worst-case instance with two symmetric districts, where district $d_{w}$ has representative $w$ while district $d_{o}$ has all agents positioned at $o$, we now argue about the agent positions in $d_{w}$; recall that each district has size $\lambda=n / 2$ in this case. Let $\ell$ and $r$ be the locations of the $(\lambda / 4+1)$ - and $3 \lambda / 4$-leftmost agent, respectively, in $d_{w}$ (i.e., the leftmost and rightmost location among agents in $S_{d_{w}}$. Clearly, it holds that $\ell \leq w \leq r$. We argue that $r \leq o$, and that all agents not in $S_{d_{w}}$ are either at $\ell$ or at $o$.

Lemma 5.3.5. In district $d_{w}, r \leq o$.

Proof. Suppose towards a contradiction that the worst-case instance $I$ is such that $r>o$ in $d_{w}$, and thus $\ell<w$. Let $L$ be the set of agents in $S_{d_{w}}$ that are positioned to the left of or at $w$, and $R$ the set of agents in $S_{d_{w}}$ that are positioned to the
right of $o$. By the definition of $w$, for any set $Q \subseteq L$, we have

$$
\begin{aligned}
w & =\frac{2}{\lambda}\left(\sum_{i \in L} x_{i}+\sum_{i \in R} x_{i}+\sum_{i \in S_{d_{w}} \backslash(L \cup R)} x_{i}\right) \\
& =\frac{2}{\lambda}\left(\sum_{i \in L} x_{i}+\sum_{i \in R}\left(x_{i}-o\right)+\sum_{i \in R} o+\sum_{i \in S_{d_{w}} \backslash(L \cup R)} x_{i}\right) \\
& =\frac{2}{\lambda}\left(\sum_{i \in L \backslash Q} x_{i}+\sum_{i \in Q}\left(x_{i}+\frac{1}{|Q|} \sum_{j \in R}\left(x_{j}-o\right)\right)+\sum_{i \in R} o+\sum_{i \in S_{d_{w}} \backslash(L \cup R)} x_{i}\right) .
\end{aligned}
$$

Consequently, there must exist a set $L_{<} \subseteq L$ such that $x_{i}+\frac{1}{\left|L_{<}\right|} \sum_{j \in R}\left(x_{j}-o\right) \leq$ $w<o$ for every $i \in L_{<}$; if no such set exists, then the last expression above would be strictly larger than $w$. We obtain a new instance $J$ by moving all agents in $R$ from $x_{i}$ to $x_{i}^{\prime}=o$ and all agents in $L_{<}$from $x_{i}$ to $x_{i}^{\prime}=x_{i}+\frac{1}{\left|L_{<}\right|} \sum_{j \in R}\left(x_{j}-\right.$ $o)$. Clearly, $w$ is still the representative of $d_{w}$ and $o$ the optimal location. By Lemma 5.3.1, since all agents that moved are closer to $o$ in $J$ that in $I, J$ must have approximation ratio strictly larger than $I$, a contradiction.

Lemma 5.3.6. In district $d_{w}$, the $\lambda / 4$ leftmost agents are positioned at $\ell$ and the $\lambda / 4$ rightmost agents are positioned at $o$.

Proof. Assume otherwise and note that all these agents are not in $S_{d_{w}}$ and, hence, do not affect $w$. By repeatedly applying Lemma 5.3.1 and moving each agent $i$ with $x_{i}<\ell$ to $\ell$ and each agent $i$ with $x_{i}>r$ at $o$, we reach an instance with strictly larger approximation ratio; a contradiction.

We are finally ready to prove the main result of this section.
Theorem 5.3.7. For Average, the approximation ratio of Weighted-Median-ofTruncatedAvg is at most 2.

Proof. By Lemmas 5.3.3, 5.3.4 and 5.3.6, we have that the $2 \lambda$ agents in the worstcase instance $I$ are distributed on the line as follows: $\lambda / 4$ agents are positioned at $\ell, 5 \lambda / 4$ agents are positioned at $o\left(\lambda\right.$ agents from $d_{o}$ and $\lambda / 4$ agents from $\left.d_{w}\right)$, and $\lambda / 2$ agents are positioned in $[\ell, r]$. We partition the $\lambda / 2$ agents in $S_{d_{w}}$ into two sets: $L=\left\{i \in S_{d_{w}}: x_{i} \leq w\right\}$ and $R=\left\{i \in S_{d_{w}}: x_{i}>w\right\}$. Since $r \leq o$ (due to Lemma 5.3.5) and $w=\sum_{i \in L \cup R} x_{i}$ (by definition), the optimal cost is

$$
\begin{align*}
\operatorname{cost}(o \mid I) & =\frac{1}{2 \lambda}\left(\frac{\lambda}{4}(o-\ell)+\sum_{i \in L}\left(o-x_{i}\right)+\sum_{i \in R}\left(o-x_{i}\right)\right) \\
& =\frac{1}{2 \lambda}\left(\frac{\lambda}{4}(o-\ell)+\frac{\lambda}{2}(o-w)\right) \\
& =\frac{1}{2 \lambda}\left(\frac{\lambda}{4}(w-\ell)+\frac{3 \lambda}{4}(o-w)\right) \tag{5.2}
\end{align*}
$$

Similarly, the cost of the mechanism is

$$
\begin{equation*}
\operatorname{cost}(w \mid I)=\frac{1}{2 \lambda}\left(\frac{\lambda}{4}(w-\ell)+\sum_{i \in L}\left(w-x_{i}\right)+\sum_{i \in R}\left(x_{i}-w\right)+\frac{5 \lambda}{4}(o-w)\right) \tag{5.3}
\end{equation*}
$$

By the definition of $w, \sum_{i \in L}\left(w-x_{i}\right)=\sum_{i \in R}\left(x_{i}-w\right)$. Also, again by definition, $|L| \geq 1$. If $R=\varnothing$, it must be the case that $\ell=w=r$, and the approximation ratio is at most $5 / 3$ as Equations (5.2) and (5.3) are simplified to $\operatorname{cost}(o \mid I)=3(o-w) / 8$ and $\operatorname{cost}(w \mid I)=5(o-w) / 8$, respectively. Hence, in the rest of the proof we will assume that $|R| \geq 1$.

Since $x_{i} \leq o$ for each agent $i \in R$ and $|L|+|R|=\lambda / 2$, we have

$$
\sum_{i \in L}\left(w-x_{i}\right)=\sum_{i \in R}\left(x_{i}-w\right) \leq|R|(o-w) \Leftrightarrow o-w \geq \frac{\sum_{i \in L}\left(w-x_{i}\right)}{\lambda / 2-|L|}
$$

Similarly, as $x_{i} \geq \ell$ for each agent $i \in L$, we obtain

$$
\sum_{i \in L}\left(w-x_{i}\right) \leq|L|(w-\ell) \Leftrightarrow w-\ell \geq \frac{\sum_{i \in L}\left(w-x_{i}\right)}{|L|}
$$

Let $o-w=\frac{\sum_{i \in L}\left(w-x_{i}\right)}{\frac{\lambda}{2}-|L|}+\xi_{1}$ and $w-\ell=\frac{\sum_{i \in L}\left(w-x_{i}\right)}{|L|}+\xi_{2}$, where $\xi_{1}, \xi_{2} \geq 0$. Therefore, Equations (5.2) and (5.3) can be rewritten as

$$
\begin{aligned}
\operatorname{cost}(o \mid I) & =\frac{1}{2 \lambda}\left(\frac{\lambda}{4}\left(\frac{\sum_{i \in L}\left(w-x_{i}\right)}{|L|}+\xi_{2}\right)+\frac{3 \lambda}{4}\left(\frac{\sum_{i \in L}\left(w-x_{i}\right)}{\frac{\lambda}{2}-|L|}+\xi_{1}\right)\right) \\
\operatorname{cost}(w \mid I) & =\frac{1}{2 \lambda}\left(\frac{\lambda}{4}\left(\frac{\sum_{i \in L}\left(w-x_{i}\right)}{|L|}+\xi_{2}\right)+\frac{5 \lambda}{4}\left(\frac{\sum_{i \in L}\left(w-x_{i}\right)}{\frac{\lambda}{2}-|L|}+\xi_{1}\right)\right) \\
& +\frac{1}{2 \lambda}\left(2 \sum_{i \in L}\left(w-x_{i}\right)\right)
\end{aligned}
$$

It is not hard to see that, unless the approximation ratio is at most $5 / 3$ and the claim holds trivially, the ratio is maximized when $\xi_{1}=\xi_{2}=0$. We can then obtain the following upper bound on the approximation ratio.

$$
\frac{\operatorname{cost}(w \mid I)}{\operatorname{cost}(o \mid I)} \leq \frac{\frac{\lambda}{4|L|}+\frac{5 \lambda}{2 \lambda-4|L|}+2}{\frac{\lambda}{4|L|}+\frac{3 \lambda}{2 \lambda-4|L|}} \leq 2
$$

where the last inequality follows since $\frac{\lambda}{4|L|}+\frac{5 \lambda}{2 \lambda-4|L|}+2 \leq 2\left(\frac{\lambda}{4|L|}+\frac{3 \lambda}{2 \lambda-4|L|}\right) \Leftrightarrow$ $(\lambda-4|L|)^{2} \geq 0$. This concludes the proof.

### 5.4 Max cost

We now consider the Max cost objective, for which we show a tight bound of 2 for both unrestricted and strategyproof mechanisms. For the upper bound, we consider the Arbitrary mechanism, which chooses the representative of each district to be the position of any agent therein, and then chooses any represen-
tative as the final winner. See Mechanism 11 for a specific implementation of this mechanism using the position of the leftmost agent from each district as the district representative, and then the leftmost representative as the final winner. Clearly, Arbitrary is equivalent to some $p$-Statistic-of- $q$-Statistic mechanism depending on the choices within and over districts; for example, the particular implementation of Arbitrary as Mechanism 11 is equivalent to 1-Statistic-of-1Statistic.

```
Mechanism 11: Arbitrary (Leftmost-of-Leftmost)
    for each district d do
        yd}:=\mp@subsup{\operatorname{min}}{i\in\mp@subsup{N}{d}{}}{{}{\mp@subsup{x}{i}{}}
    return w:= min
```

Theorem 5.4.1. For Max, the approximation ratio of Arbitrary is at most 2.

Proof. Given any instance, let $\ell$ and $r$ denote the positions of the leftmost and the rightmost agent, respectively. Clearly, the optimal location is $o=\frac{r-\ell}{2}$, and thus $\operatorname{cost}(o)=\frac{r-\ell}{2}$. On the other hand, the Arbitrary mechanism will necessarily return the location of some agent as the winner $w$, and hence $\operatorname{cost}(w) \leq r-\ell$; the claim follows.

We also show a matching lower bound for all mechanisms, thus completing the picture.

Theorem 5.4.2. For Max, the approximation ratio of any mechanism (unrestricted or strategyproof) is at least 2.

Proof. Consider any mechanism and the following instance $I$ with two districts. The agents in the first district are all positioned at -1 , while the agents in the second district are all positioned at 1 . Due to unanimity (Lemma 5.1.1), the representatives of the two districts must be -1 and 1 , respectively. Hence, the winner
is either -1 or 1 . However, $\operatorname{cost}(-1 \mid I)=\operatorname{cost}(1 \mid I)=2$, whereas $\operatorname{cost}(0 \mid I)=1$, leading to a approximation ratio of 2 .

### 5.5 Average-of-Max

Here, we focus on the Average-of-Max objective; recall that this objective is the average sum over each district of the maximum agent cost therein. For unrestricted mechanisms, we show that it is possible to compute the optimal location (and thus achieve a approximation ratio of 1), whereas, for strategyproof mechanisms, we show a tight approximation ratio bound of $1+\sqrt{2}$.

### 5.5.1 Unrestricted mechanisms

We will show that the Median-of-Midpoints mechanism optimizes the Average-of-Max objective. This mechanism chooses the representative of each district to be the midpoint of the interval defined by the positions of the agents therein, and then chooses the median representative (breaking ties in favor of the leftmost median in case there are two) as the final winner. See Mechanism 12 for a detailed description.

```
Mechanism 12: MediAn-OF-Midpoints
    for each district \(d\) do
        \(y_{d}:=\frac{1}{2} \cdot\left(\max _{i \in N_{d}} x_{i}+\min _{i \in N_{d}} x_{i}\right) ;\)
    return \(w:=\operatorname{Median}_{d \in D}\left\{y_{d}\right\} ;\)
```

Theorem 5.5.1. For Average-of-Max, the approximation ratio of Median-ofMidpoints is 1.

Proof. For any district $d$, let $\ell_{d}$ and $r_{d}$ be the (positions of the) leftmost and right-
most agents therein, respectively. The Average-of-Max cost of an arbitrary location $z$ is

$$
\begin{aligned}
\frac{1}{k} \sum_{d \in D} \max _{i \in N_{d}} \delta\left(x_{i}, z\right) & =\frac{1}{k} \sum_{d \in D} \max \left\{\delta\left(\ell_{d}, z\right), \delta\left(r_{d}, z\right)\right\} \\
& =\frac{1}{k} \sum_{d \in D} \delta\left(\frac{\ell_{d}+r_{d}}{2}, z\right)+\frac{1}{k} \sum_{d \in D} \frac{r_{d}-\ell_{d}}{2}
\end{aligned}
$$

Since the second term is a constant in terms of $z$, the above expression is minimized when the first term is minimized, which is done when $z$ is chosen to minimize the average distance from the midpoints of the intervals defined by the agents in each district. Consequently, it suffices to choose the median district midpoint as the winner. This is precisely the definition of Median-ofMidpoints.

### 5.5.2 Strategyproof mechanisms

For strategyproof mechanisms, we will show a tight bound of $1+\sqrt{2}$. For the upper bound, we consider the $(1-1 / \sqrt{2}) k$-Leftmost-of-Rightmost mechanism, which chooses the representative of each district to be the position of the rightmost agent therein, and then chooses the $\lceil(1-1 / \sqrt{2}) k\rceil$-th leftmost representative as the final winner. See Mechanism 13 for a detailed description. Clearly, the mechanism is an implementation of $p$-Statistic-of- $q$-Statistic with $p=\lceil(1-1 / \sqrt{2}) k\rceil$ and $q_{d}=n_{d}$, and is thus strategyproof. So, it suffices to show that it achieves a approximation ratio of at most $1+\sqrt{2}$.

Theorem 5.5.2. For the Average-of-Max cost, the approximation ratio of $(1-1 / \sqrt{2}) k$-Leftmost-of-Rightmost is at most $1+\sqrt{2}$.

Proof. Let $w$ be the location chosen by the mechanism when given some in-

Mechanism 13: $(1-1 / \sqrt{2}) k$-Leftmost-of-Rightmost
for each district $d \in D$ do
$y_{d}:=$ rightmost agent;
return $w:=\lceil(1-1 / \sqrt{2}) k\rceil$-th leftmost representative;
stance as input, and $o$ an optimal location. For each district $d$, let $i_{d}$ be the most distant agent from $w$, and $i_{d}^{*}$ the most distant agent from $o$. So, $\operatorname{cost}(w \mid I)=$ $\frac{1}{k} \sum_{d \in D} \delta\left(i_{d}, w\right)$, and $\operatorname{cost}(o \mid I)=\frac{1}{k} \sum_{d \in D} \delta\left(i_{d}^{*}, o\right) \geq \frac{1}{k} \sum_{d \in D} \delta(j, o)$ for any agent $j \in N_{d}$. We consider the following two cases depending on the relative positions of $w$ and $o$.

Case 1: $o<w$.
Let $S=\left\{d \in D: y_{d} \geq w\right\}$ be the set of district representatives to the right of $w$. By the definition of $w$, we have that $|S|=k+1-\lceil(1-1 / \sqrt{2}) k\rceil=$ $1+\lfloor k / \sqrt{2}\rfloor \geq \frac{k}{\sqrt{2}}$. Since $o<w \leq y_{d}$ for every $d \in S$ and $y_{d} \in N_{d}$, we have that

$$
\begin{aligned}
\operatorname{cost}(o) & \geq \frac{1}{k} \sum_{d \in S} \delta\left(y_{d}, o\right) \\
& \geq \frac{1}{k} \cdot|S| \cdot \delta(w, o) \\
& \geq \frac{1}{\sqrt{2}} \cdot \delta(w, o) \Leftrightarrow \delta(w, o) \leq \sqrt{2} \cdot \operatorname{cost}(o)
\end{aligned}
$$

By the triangle inequality and since $i_{d} \in N_{d}$, we have

$$
\begin{aligned}
\operatorname{cost}(w) & =\frac{1}{k} \sum_{d \in D} \delta\left(i_{d}, w\right) \\
& \leq \frac{1}{k} \sum_{d \in D} \delta\left(i_{d}, o\right)+\frac{1}{k} \sum_{d \in D} \delta(w, o)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \operatorname{cost}(o)+\delta(w, o) \\
& \leq(1+\sqrt{2}) \cdot \operatorname{cost}(o)
\end{aligned}
$$

Case 2: $w<o$.
We partition the districts into a set $L$ that includes $\left\lceil\left(1-\frac{1}{\sqrt{2}}\right) k\right\rceil$ districts from the one with the leftmost representative until the one with the $\left\lceil\left(1-\frac{1}{\sqrt{2}}\right) k\right\rceil$ th leftmost representative (that is, $w$ ), and a set $R$ that includes the remaining districts. By definition, we have that $|R| /|L|=\left(k-\left\lceil\left(1-\frac{1}{\sqrt{2}}\right) k\right\rceil\right) /(\lceil(1-$ $\left.\left.\left.\frac{1}{\sqrt{2}}\right) k\right\rceil\right) \leq 1+\sqrt{2}$. For every district $d$, let $\ell_{d}$ and $r_{d}$ be the leftmost and rightmost agents in $d$, respectively. We make the following observations:

- For every $d \in L$, since $y_{d}$ is the rightmost agent of $d$ and $y_{d} \leq w<o$, it must be the case that $i_{d}=i_{d}^{*}=\ell_{d}$. Due to the positions of $\ell_{d}, w$ and $o$, we have that $\delta\left(\ell_{d}, o\right)=\delta\left(\ell_{d}, w\right)+\delta(w, o)$.
- For every $d \in R$, by the triangle inequality, we have that $\delta\left(i_{d}, w\right) \leq$ $\delta\left(i_{d}, o\right)+\delta(w, o)$. Since $\delta\left(i_{d}, o\right) \leq \delta\left(i_{d}^{*}, o\right)$ by the definition of $i_{d}^{*}$, we further have that $\delta\left(i_{d}, w\right) \leq \delta\left(i_{d}^{*}, o\right)+\delta(w, o)$.

Hence,

$$
\begin{aligned}
\operatorname{cost}(w) & =\frac{1}{k} \sum_{d \in D} \delta\left(i_{d}, w\right)=\frac{1}{k} \sum_{d \in L} \delta\left(\ell_{d}, w\right)+\frac{1}{k} \sum_{d \in R} \delta\left(i_{d}, w\right) \\
& \leq \frac{1}{k} \sum_{d \in L}\left(\delta\left(\ell_{d}, w\right)+\delta(w, o)\right)-\frac{|L|}{k} \cdot \delta(w, o)+\frac{1}{k} \sum_{d \in R}\left(\delta\left(i_{d}^{*}, o\right)+\delta(w, o)\right) \\
& =\operatorname{cost}(o)+\frac{|R|-|L|}{k} \cdot \delta(w, o)
\end{aligned}
$$

Since $y_{d} \leq w<o$ for every $d \in L$ and $y_{d} \in N_{d}$, we have that

$$
\operatorname{cost}(o) \geq \frac{1}{k} \sum_{d \in L} \delta\left(y_{d}, o\right) \geq \frac{|L|}{k} \cdot \delta(w, o) \Leftrightarrow \delta(w, o) \leq \frac{k}{|L|} \cdot \operatorname{cost}(o)
$$

Therefore, we obtain

$$
\operatorname{cost}(w) \leq \operatorname{cost}(o)+\frac{|R|-|L|}{|L|} \cdot \operatorname{cost}(o)=\frac{|R|}{|L|} \cdot \operatorname{cost}(o) \leq(1+\sqrt{2}) \cdot \operatorname{cost}(o)
$$

as desired.

We also show a matching lower bound on the approximation ratio of all strategyproof mechanisms.

Theorem 5.5.3. For Average-of-Max, the approximation ratio of any strategyproof mechanism is at least $1+\sqrt{2}-\varepsilon$, for any $\varepsilon>0$.

Proof. Assume towards a contradiction that there exists some $\varepsilon>0$ and a strategyproof mechanism with approximation ratio strictly smaller than $1+\sqrt{2}-\varepsilon$. Without loss of generality, we assume that when there are two symmetric districts with different representatives, we choose the leftmost as the final winner. We will prove the statement by showing some properties about the behavior of strategyproof mechanisms in particular instances.

Property (P1): We claim that there is a district with two agents such that the mechanism chooses some agent position as the district representative. Consider a district $d$ with one agent positioned at $x$ and one agent positioned at $y>x$. If the mechanism chooses the representative to be $x$ or $y$, then we are done. Otherwise, suppose that the representative is chosen to be some $z \notin\{x, y\}$. Due to strategyproofness, $z$ must also be the representative of the district $d^{\prime}$ where any
of the two agents has been moved to $z$; otherwise, in the single-district instance consisting of $d^{\prime}$, the agent that is moved would have incentive to report that she is positioned as in $d$ to change the outcome to $z$.

Property (P2): By Property (P1) there exists a district with two agents such that the mechanism chooses the district representative to be the position of one of the agents; without loss of generality we assume that the agents are positioned at 0 and 1 . We claim that the representative of this district must be 1 as otherwise the approximation ratio would be at least 3 . Indeed, suppose otherwise that the representative is 0 , and consider the following instance $I_{1}$ with two districts:

- In the first district, there is an agent at 0 and an agent at 1 . By the above discussion, the representative is 0 .
- In the second district, there are two agents at $1 / 2$. Due to unanimity, the representative is $1 / 2$ (otherwise the approximation ratio would be infinite due to Lemma 5.1.1).

Since there are only two districts and two different representatives, the overall winner is 0 . But,

$$
\operatorname{cost}\left(0 \mid I_{1}\right)=\frac{1}{2}((1-0)+(1 / 2-0))=3 / 4
$$

and

$$
\operatorname{cost}\left(1 / 2 \mid I_{1}\right)=\frac{1}{2}((1-1 / 2)+(1 / 2-1 / 2))=1 / 4
$$

leading to a approximation ratio of 3 .

Property (P3): Let $\alpha<\beta$ be two (large) integers such that $\beta / \alpha=1+\sqrt{2}-\delta$, for some arbitrarily small $\delta>0$. We claim that in instances with $\alpha+\beta$ districts
such that $1 / 2$ is the representative of $\alpha$ districts and 1 is the representative of $\beta$ districts, the overall winner must be 1 as otherwise the approximation ratio would be $\beta / \alpha=1+\sqrt{2}-\delta$. Indeed, suppose that the winner is $1 / 2$ in such a case, and consider the following instance $I_{2}$ with $\alpha+\beta$ districts:

- In $\alpha$ districts, there are two agents at $1 / 2$.
- In $\beta$ districts, there are two agents at 1.

Due to unanimity (Lemma 5.1.1), the representatives are $1 / 2$ and 1 , respectively, and the overall winner is $1 / 2$ by assumption. Then, $\operatorname{cost}\left(1 / 2 \mid I_{2}\right)=\frac{1}{2} \cdot \beta / 2$ and $\operatorname{cost}\left(1 \mid I_{2}\right)=\frac{1}{2} \cdot \alpha / 2$. So, the approximation ratio is at least $\beta / \alpha=1+\sqrt{2}-\delta$.

Reaching a contradiction: Now, we consider the following instance $I_{3}$ with $\alpha+\beta$ districts:

- In $\alpha$ districts, there are two agents at $1 / 2$. Due to unanimity the representative of all these districts is $1 / 2$.
- In $\beta$ districts, there is one agent at 0 and one agent at 1 . By property (P2), the representative of all these districts is 1 .

Since $1 / 2$ is the representative of $\alpha$ districts and 1 is the representative of $\beta$ districts, by property (P3), the overall winner is 1 . We have that

$$
\operatorname{cost}\left(1 \mid I_{3}\right)=\frac{1}{2}\left(\frac{\alpha}{2}+\beta\right)
$$

and

$$
\operatorname{cost}\left(1 / 2 \mid I_{3}\right)=\frac{1}{2} \cdot \frac{\beta}{2}
$$

That is, the approximation ratio is at least $2+\frac{\alpha}{\beta}>2+\frac{1}{1+\sqrt{2}}=1+\sqrt{2}$; a contradiction.

### 5.6 Max-of-Average

We now turn our attention to the last objective, Max-of-Average, which is the maximum over each district of the average total individual cost therein. We show a tight bound of 2 for unrestricted mechanisms and a tight bound of $1+\sqrt{2}$ for strategyproof mechanisms.

### 5.6.1 Unrestricted mechanisms

Since the lower bound of 2 for the Max cost objective holds even when there is a single agent in each district, it extends to the case of Max-of-Average as well. For the upper bound, we consider the Arbitrary-of-Avg mechanism, which chooses the representative of each district to be the average of the positions of the agents in the district, and then chooses an arbitrary representative (e.g., the leftmost) as the final winner. See Mechanism 14 for a detailed description.

```
Mechanism 14: Arbitrary-of-Avg
    for each district \(d \in D\) do
        \(y_{d}:=\frac{\sum_{i \in N_{d}} x_{i}}{n_{d}} ;\)
    return \(w:=\min _{d \in D} y_{d}\);
```

Theorem 5.6.1. For Max-of-Average, the approximation ratio of Arbitrary-ofAvg is at most 2.

Proof. Let $w$ be the location chosen by the mechanism when given some instance as input, and $o$ an optimal location; without loss of generality, we assume that $w<o$. Denote by $d^{*}$ a district that defines the cost of $w$, that is, $d^{*} \in \arg \max _{d \in D} \frac{1}{n_{d}} \sum_{i \in N_{d}} \delta\left(x_{i}, w\right)$. Also, denote by $d_{w}$ a district that has rep-
resentative $w$, that is,

$$
w=\frac{1}{n_{d_{w}}} \sum_{i \in N_{d_{w}}} x_{i} \Leftrightarrow \frac{1}{n_{d_{w}}} \sum_{i \in N_{d_{w}}}\left(w-x_{i}\right)=0
$$

By the triangle inequality, we have that

$$
\begin{aligned}
\operatorname{cost}(w) & =\frac{1}{n_{d^{*}}} \sum_{i \in N_{d^{*}}} \delta\left(x_{i}, w\right) \\
& \leq \frac{1}{n_{d^{*}}} \sum_{i \in N_{d^{*}}} \delta\left(x_{i}, o\right)+\frac{1}{n_{d^{*}}} \sum_{i \in N_{d^{*}}} \delta(w, o) \\
& \leq \operatorname{cost}(o)+\delta(w, o)
\end{aligned}
$$

By the definition of $d_{w}$, we have that

$$
\begin{aligned}
\delta(w, o) & =o-w \\
& =o-w+\frac{1}{n_{d_{w}}} \sum_{i \in N_{d_{w}}}\left(w-x_{i}\right) \\
& =\frac{1}{n_{d_{w}}} \sum_{i \in N_{d_{w}}}\left(o-x_{i}\right) \\
& \leq \frac{1}{n_{d_{w}}} \sum_{i \in N_{d_{w}}} \delta\left(x_{i}, o\right) \\
& \leq \operatorname{cost}(o)
\end{aligned}
$$

where the inequality follows since $\delta\left(x_{i}, o\right)=o-x_{i}$ when $x_{i} \leq o$ and $\delta\left(x_{i}, o\right)=$ $x_{i}-o \geq o-x_{i}$ when $x_{i} \geq o$. Therefore, we obtain that $\operatorname{cost}(w) \leq 2 \cdot \operatorname{cost}(o)$, as desired.

### 5.6.2 Strategyproof mechanisms

We now turn out attention to strategyproof mechanisms and show a tight bound of $1+\sqrt{2}$. For the upper bound, we consider the Rightmost-of- $(1-1 / \sqrt{2}) n_{d^{-}}$ Leftmost mechanism, which chooses the representative of each district $d$ to be the position of the $\left\lceil(1-1 / \sqrt{2}) n_{d}\right\rceil$-th leftmost agent therein, and then chooses the rightmost representative as the final winner. See Mechanism 15 for a detailed description. This mechanism is an implementation of $p$-Statistic-of- $q_{d}$-Statistic with $p=k$ and $q_{d}=\left\lceil(1-1 / \sqrt{2}) n_{d}\right\rceil$, and is thus strategyproof. So, it suffices to show that it achieves a approximation ratio of at most $1+\sqrt{2}$.

Mechanism 15: Rightmost-of- $(1-1 / \sqrt{2}) n_{d}$-Leftmost for each district $d \in D$ do
$y_{d}:=\left\lceil(1-1 / \sqrt{2}) n_{d}\right\rceil$-th leftmost agent;
return $w:=$ rightmost representative;

Theorem 5.6.2. For the Max-of-Average cost, the approximation ratio of Rightmost-of- $(1-1 / \sqrt{2}) n_{d}$-Leftmost is at most $1+\sqrt{2}$.

Proof. Let $w$ be the location chosen be the mechanism when given some instance as input, and $o$ an optimal location. Denote by $d^{*}$ a district that gives the max average sum for $w$, and by $d_{w}$ a district with representative $w$. Also, for any district $d$, we denote by $\operatorname{cost}_{d}(x)=\frac{1}{n_{d}} \sum_{i \in N_{d}} \delta(i, x)$ the average total distance of the agents in $d$ from location $x$, and let $o_{d}$ be the location that minimizes this distance (that is, $o_{d}$ is the median agent of $d$ ). Clearly, by definition, we have that $\operatorname{cost}(w)=\operatorname{cost}_{d^{*}}(w)$, and $\operatorname{cost}_{d}(o) \leq \operatorname{cost}(o)$ for every district $d$. We consider the following two cases:

Case 1: $o<w$.
By the definition of $d^{*}$ and the triangle inequality, we have

$$
\begin{aligned}
\operatorname{cost}(w) & =\frac{1}{n_{d^{*}}} \sum_{i \in N_{d^{*}}} \delta(i, w) \\
& \leq \frac{1}{n_{d^{*}}} \sum_{i \in N_{d^{*}}} \delta(i, o)+\frac{1}{n_{d^{*}}} \sum_{i \in N_{d^{*}}} \delta(o, w) \\
& \leq \operatorname{cost}(o)+\delta(o, w)
\end{aligned}
$$

Let $S=\left\{i \in N_{d_{w}}: x_{i} \geq w\right\}$ be the set of agents that are positioned at the right of (or exactly at) $w$ in $d_{w}$. Since $o<w, \delta(i, o) \geq \delta(w, o)$ for every $i \in S$. Also, by the definition of $w,|S|=n_{d_{w}}+1-\left\lceil(1-1 / \sqrt{2}) n_{d_{w}}\right\rceil=1+\left\lfloor\frac{1}{\sqrt{2}} \cdot n_{d_{w}}\right\rfloor \geq$ $\frac{1}{\sqrt{2}} \cdot n_{d_{w}}$. Hence,

$$
\begin{aligned}
& \operatorname{cost}_{d_{w}}(o)=\frac{1}{n_{d_{w}}} \sum_{i \in N_{d_{w}}} \delta(i, o) \geq \frac{1}{n_{d_{w}}} \cdot|S| \cdot \delta(w, o) \geq \frac{1}{\sqrt{2}} \cdot \delta(w, o) \\
& \Leftrightarrow \delta(w, o) \leq \sqrt{2} \cdot \operatorname{cost}_{d_{w}}(o) \leq \sqrt{2} \cdot \operatorname{cost}(o)
\end{aligned}
$$

By combining everything together, we obtain a bound of $1+\sqrt{2}$.

Case 2: $w<o$.
We consider the following two subcases:

- $o_{d^{*}} \leq w<o$. By the monotonicity of the (average) social cost ${ }^{2}$ for the agents in district $d^{*}$, we have that $\operatorname{cost}_{d^{*}}\left(o_{d^{*}}\right) \leq \operatorname{cost}_{d^{*}}(w) \leq \operatorname{cost}_{d^{*}}(o)$, and thus $\operatorname{cost}(w) \leq \operatorname{cost}(o)$.
- $w<o_{d^{*}}$. Since $w$ is the rightmost representative, it must be the case that $y_{d^{*}} \leq w<o_{d^{*}}$. So, again by the monotonicity of the (average) social cost

[^4]within the district $d^{*}$, we have that $\operatorname{cost}_{d^{*}}\left(o_{d^{*}}\right) \leq \operatorname{cost}_{d^{*}}(w) \leq \operatorname{cost}_{d^{*}}\left(y_{d^{*}}\right)$. We will argue that $\operatorname{cost}_{d^{*}}\left(y_{d^{*}}\right) \leq(1+\sqrt{2}) \cdot \operatorname{cost}_{d^{*}}\left(o_{d^{*}}\right)$.

Let $L$ be the set that includes $\left\lceil\left(1-\frac{1}{\sqrt{2}}\right) n_{d^{*}}\right\rceil$ agents of $d^{*}$ from the leftmost to the $\left\lceil\left(1-\frac{1}{\sqrt{2}}\right) n_{d^{*}}\right\rceil$-th leftmost agent (that is, $y_{d^{*}}$ ), and the set $R$ that includes the remaining agents. By definition, we have that $|R| /|L|=\left(n_{d^{*}}-\lceil(1-\right.$ $\left.\left.\left.\frac{1}{\sqrt{2}}\right) n_{d^{*}}\right\rceil\right) /\left\lceil\left(1-\frac{1}{\sqrt{2}}\right) n_{d^{*}}\right\rceil \leq 1+\sqrt{2}$. Now, observe that

- For every agent $i \in L, i \leq y_{d^{*}}$, and thus $\delta\left(i, o_{d^{*}}\right)=\delta\left(i, y_{d^{*}}\right)+\delta\left(y_{d^{*}}, o_{d^{*}}\right)$.
- For every agent $i \in R, i \geq y_{d^{*}}$, and thus $\delta\left(i, y_{d^{*}}\right) \leq \delta\left(i, o_{d^{*}}\right)+$ $\delta\left(y_{d^{*}}, o_{d^{*}}\right)$.

Hence,

$$
\begin{aligned}
\operatorname{cost}_{d^{*}}\left(y_{d^{*}}\right) & =\frac{1}{n_{d^{*}}} \sum_{i \in N_{d^{*}}} \delta\left(i, y_{d^{*}}\right) \\
& =\frac{1}{n_{d^{*}}} \sum_{i \in L} \delta\left(i, y_{d^{*}}\right)+\frac{1}{n_{d^{*}}} \sum_{i \in R} \delta\left(i, y_{d^{*}}\right) \\
& \leq \frac{1}{n_{d^{*}}} \sum_{i \in L} \delta\left(i, y_{d^{*}}\right)+\frac{1}{n_{d^{*}}} \sum_{i \in R}\left(\delta\left(i, o_{d^{*}}\right)+\delta\left(y_{d^{*}}, o_{d^{*}}\right)\right) \\
& =\frac{1}{n_{d^{*}}} \sum_{i \in L}\left(\delta\left(i, y_{d^{*}}\right)+\delta\left(y_{d^{*}}, o_{d^{*}}\right)\right)+\frac{1}{n_{d^{*}}} \sum_{i \in R} \delta\left(i, o_{d^{*}}\right) \\
& +\frac{|R|-|L|}{n_{d^{*}}} \cdot \delta\left(y_{d^{*}}, o_{d^{*}}\right) \\
& =\operatorname{cost}_{d^{*}}\left(o_{d^{*}}\right)+\frac{|R|-|L|}{n_{d^{*}}} \cdot \delta\left(y_{d^{*}}, o_{d^{*}}\right)
\end{aligned}
$$

Since $y_{d^{*}}<o_{d^{*}}$, we also have that $\operatorname{cost}_{d^{*}}(o) \geq \frac{1}{n_{d^{*}}} \cdot|L| \cdot \delta\left(y_{d^{*}}, o_{d^{*}}\right)$, and thus

$$
\begin{aligned}
\operatorname{cost}_{d^{*}}\left(y_{d^{*}}\right) & \leq \operatorname{cost}_{d^{*}}\left(o_{d^{*}}\right)+\frac{|R|-|L|}{|L|} \cdot \operatorname{cost}_{d^{*}}\left(o_{d^{*}}\right) \\
& =\frac{|R|}{|L|} \cdot \operatorname{cost}_{d^{*}}\left(o_{d^{*}}\right)
\end{aligned}
$$

$$
\leq(1+\sqrt{2}) \cdot \operatorname{cost}_{d^{*}}\left(o_{d^{*}}\right)
$$

From this, we finally get that

$$
\operatorname{cost}_{d^{*}}(w) \leq(1+\sqrt{2}) \cdot \operatorname{cost}_{d^{*}}\left(o_{d^{*}}\right) \leq(1+\sqrt{2}) \cdot \operatorname{cost}_{d^{*}}(o)
$$

and thus $\operatorname{cost}(w) \leq(1+\sqrt{2}) \operatorname{cost}(o)$.

Finally, we show a matching lower bound for any strategyproof mechanism.

Theorem 5.6.3. For Max-of-Average, the approximation ratio of any strategyproof mechanism is at least $1+\sqrt{2}-\varepsilon$, for any $\varepsilon>0$.

Proof. Suppose towards a contradiction that there is a strategyproof mechanism with approximation ratio strictly smaller than $1+\sqrt{2}-\varepsilon$, for any $\varepsilon>0$. We will reach a contradiction by showing several properties that any strategyproof mechanism must satisfy when given particular instances with symmetric districts consisting of $\lambda=(2+\sqrt{2}) x$ agents, where $x$ is an arbitrarily large integer.

Property (P1): Consider a district with $(1+\sqrt{2}) x$ agents at 0 and $x$ agents at $1 .{ }^{3}$ We claim that the mechanism must choose 0 as the representative of this district as otherwise the approximation ratio would be at least $1+\sqrt{2}$. Indeed, suppose that the representative is some $y \neq 0$. By moving one of the agents at 1 to $y$, we obtain a new district whose representative must still be $y$; otherwise, in the instance that consists only of this new district, the agent at $y$ would have incentive to misreport her position as 1, thus leading to the representative (and the final winner) to change to $y$. By induction, we obtain that $y$ must be the representative of the district with $(1+\sqrt{2}) x$ agents at 0 and $x$ agents at $y$. In the

[^5]instance $I$ that consists of only the latter district, the winner is $y$ with $\operatorname{cost}(y \mid I)=$ $\frac{1}{\lambda} \cdot(1+\sqrt{2}) x \cdot|y|$, whereas $\operatorname{cost}(0 \mid I)=\frac{1}{\lambda} \cdot x \cdot|y|$, leading to a approximation ratio of at least $1+\sqrt{2}$.

Property (P2): Consider a district with $x$ agents at 1 and $(1+\sqrt{2}) x$ agents at 2 . We claim that the mechanism must choose 2 as the representative of this district as otherwise the approximation ratio would be at least $1+\sqrt{2}$. This follows by arguments similar to those for property (P1).

Reaching a contradiction: Consider the following instance $J$ with two districts:

- In the first district, there are $(1+\sqrt{2}) x$ agents at 0 and $x$ agents at 1 .
- In the second district, there are $x$ agents at 1 and $(1+\sqrt{2}) x$ agents at 2 .

By properties (P1) and (P2), the representatives of the two districts must be 0 and 2 , respectively, and thus one of these two locations is chosen as the final winner. However, $\operatorname{cost}(0 \mid J)=\operatorname{cost}(2 \mid J)=\frac{1}{\lambda} \cdot(2(1+\sqrt{2}) x+x)$, while $\operatorname{cost}(1 \mid J)=$ $\frac{1}{\lambda} \cdot(1+\sqrt{2}) x$, leading to a approximation ratio of $2+\frac{1}{1+\sqrt{2}}=1+\sqrt{2}$.

## Chapter 6

## Conclusion and Directions for Future

## Work

This thesis examined the intersection of artificial intelligence and economics through the lens of mechanism design in facility location problems. By exploring sophisticated theoretical models across three distinctive chapters, this work not only contributes to advancing the current understanding of approximate mechanism design without monetary incentives but also sets the stage for resolving complex, real-world issues in strategic multi-agent environments.

In Chapter 3, we achieve a small constant bound for the social cost, significantly improving upon the previously established linear bound. It is important to note, however, that a considerable gap remains between the established lower bound of $\frac{4}{3}$ and the upper bound of $\frac{17}{4}$. This discrepancy calls for further exploration, particularly in terms of randomized mechanisms and the maximum cost objective, given the existing disparity between the lower bound of $\frac{4}{3}$ and the upper bound of $\frac{3}{2}$, as identified by Serafino and Ventre [2016].

In Chapter 4, we studied a truthful two-facility location problem with candi-
date locations and showed tight bounds on the best possible approximation ratio of deterministic strategyproof mechanisms in terms of the social cost and the max cost.

In Chapter 5, we considered two classes of mechanisms: Unrestricted mechanisms which assume that the agents directly provide their true positions as input, and strategyproof mechanisms which deal with strategic agents and aim to incentivize them to truthfully report their positions. For both classes, we show tight bounds on the best possible approximation in terms of several minimization social objectives, including the well-known average social cost (average total distance of agents from the chosen point) and max cost (maximum distance among all agents from the chosen point), as well as other fairness-inspired objectives that are tailor-made for the distributed setting, in particular, the max-of-average and the average-of-max.

While our research has yielded valuable insights, it is essential to acknowledge the numerous open questions and future research directions that remain to be explored. To guide forthcoming inquiries, we pose the following pivotal questions:

Randomized Mechanisms: Investigating the role of randomized mechanisms in achieving improved approximation guarantees presents a promising research direction. Randomized strategies may offer solutions where deterministic approaches are limited, especially in scenarios involving higher complexity and greater agent diversity. Exploring these possibilities could lead to more robust models capable of handling unpredictability and variability in agent behaviors and preferences.

New Information Assumptions: Altering the dynamics of public and private
information within the models studied, particularly those in Chapter 3 and 4, could have significant impacts. This exploration might facilitate the development of more versatile and adaptable strategies in mechanism design, catering to diverse and evolving environmental constraints. It would be worthwhile to examine how different information assumptions affect the strategic interactions and outcomes within these models.

New Social Objectives: Defining and implementing additional meaningful social objectives within the frameworks discussed in Chapter 5 could provide deeper insights into fairness and efficiency, especially in distributed and decentralized systems. This effort could help in designing mechanisms that not only optimize cost but also enhance societal welfare in a more balanced manner.

Complex Topological Extensions: Extending these models to more complex topological structures such as trees or regular graphs poses theoretical and practical challenges. Addressing these challenges could significantly impact network design and infrastructure development, providing insights into more efficient and equitable facility placement across diverse geographical and social landscapes.

Real-World Implementations and Applications: Bridging the gap between theoretical models and practical implementations, especially in fields such as urban planning and public goods allocation, remains crucial. Focused studies on transforming theoretical models into actionable strategies could directly benefit society by improving the allocation of public resources and enhancing the quality of urban and rural infrastructures.

Generally, the future research directions proposed here are designed to leverage the solid theoretical foundation established by this work, aiming to inspire innovative solutions that can be adapted to various real-world contexts. Contin-
ued exploration of these questions is expected to yield substantial contributions to the fields of economics, computer science, and beyond, potentially leading to significant societal impacts.
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[^0]:    ${ }^{1}$ The order of authors is alphabetical.

[^1]:    ${ }^{1}$ Without loss of generality, we break potential ties in favor of the leftmost median agent.

[^2]:    ${ }^{2}$ Formally, it would be the $\lceil\alpha n\rceil$-leftmost and the $\lceil(1-\alpha) n\rceil$-leftmost agent, respectively, and we require that $\lceil\alpha n\rceil<\lceil(1-\alpha) n\rceil$. This can be guaranteed by creating an identical number of copies for each agent and running the mechanism on the modified instance; the approximation ratio for the modified instance is exactly the same as for the original instance. We omit the ceilings to make the exposition clearer.

[^3]:    ${ }^{1}$ For simplicity, we present the mechanism assuming that the number of agents in each district is a multiple of 4 ; extending the description of the mechanism and the proof is straightforward.

[^4]:    ${ }^{2}$ It is a well-known fact that the social cost objective is monotone in the locations. In particular, for any set of agents $S$, if $y_{1} \in$ $\arg \min _{x} \sum_{i \in S} \delta(i, x)$, then $\sum_{i \in S} \delta\left(i, y_{1}\right) \leq \sum_{i \in S} \delta\left(i, y_{2}\right) \leq \sum_{i \in S} \delta\left(i, y_{3}\right)$ for any $y_{1} \leq y_{2} \leq y_{3}$ or $y_{3} \leq y_{2} \leq y_{1}$.

[^5]:    ${ }^{3}$ To be precise, since the number of agents must be an integer, we would need to have $\lceil(1+\sqrt{2}) x\rceil$ agents at 0 . We simplify our notation by dropping the ceilings, but it should be clear that this does not affect our arguments.

