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ABSTRACT The increasing adoption of language learning apps that utilize Augmented Reality (AR) and
Artificial Intelligence (AI) for speech recognition has sparked interest in the potential benefits for phonetics
education. However, currently available AR apps only focus on teaching letter names and vocabulary, lacking
the potential for a more immersive learning experience. To address this limitation, this paper introduces an
interactive AR system that integrates AI speech recognition with AR to provide an engaging and interactive
learning experience. To showcase the capabilities of the proposed system, we have created a prototype for
the Arabic Phonetic Atlas textbook. This prototype enhances reading the /s/ sound page in the Atlas by
incorporating a 3D animated model of the speech organs onto the existing 2D image. The dynamic animation
of the 3D model reflects the sound description provided in the Atlas. The system also offers real-time user
pronunciation feedback through a customized AI phoneme recognition system. A comprehensive user study
was conducted to evaluate the usability and learning impact of the proposed system, involving 83 adult
participants aged between 18-40. The assessment approach involved the use of both direct and indirect
observations, as well as various surveys to gather both numerical and qualitative information. The findings
indicate not only a greater level of understanding compared to conventional methods but also an improved
capability to master specific phonemes quickly and effortlessly. In addition, they are showing great potential
for the proposed system to be incorporated into the conventional classroom setting as an instructional aid.

INDEX TERMS Interactive augmented reality, learning phonetics, language learning, Arabic phonetics.

I. INTRODUCTION
Learning phonetics (LP) is a key component in learning a
language, as it involves the analysis of the sounds that form
a language and their arrangement. Knowledge of phonetics is
crucial in accurately producing and understanding the sounds
of a language, which is vital for effective communication [1].
Moreover, phonetics plays a significant role in developing
literacy skills and aiding in decoding and reading fluency.
LP facilitates language acquisition by enabling learners to
recognize and imitate the subtle variations in pronunciation.
Therefore, having a solid grasp of phonetics is indispensable
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for achieving success in language acquisition [2]. Computer
Assisted Pronunciation Training (CAPT) is an innovative
approach to language learning that utilizes technology to
improve students’ proficiency in producing clear and accurate
speech. It offers an interactive and comprehensive system for
practicing pronunciation [3]. By combining modern technol-
ogy like Augmented Reality (AR) and Artificial Intelligence
(AI) with traditional language teaching methods, CAPT pro-
vides instant feedback on articulation through specialized
software, which helps learners identify and rectify pronun-
ciation mistakes.

The utilization of AI in language learning apps has been
on the rise, thanks to the implementation of machine learning
algorithms that analyze user progress and offer personalized
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feedback and suggestions. In 2015, ELSA Speak platform
received recognition from Forbes for its use of AI to bring
about positive change. It has also been ranked in the Top 5 AI
Apps, alongside major players like Microsoft’s Cortana and
Google’s Google Allo. Its flagship product, Speech Analyzer,
uses AI technology to serve as a conversational coach for
English fluency, providing instant feedback to users. With its
impressive capabilities, ELSA Speech Analyzer empowers
individuals from diverse backgrounds to communicate con-
fidently in English [4]. The study conducted by Zou et al. [5]
aimed to determine the effectiveness of utilizing automatic
feedback from AI speech evaluation programs in enhancing
the speaking proficiency of EFL (English as a Foreign Lan-
guage) learners. In Dalim et al. study [6], the effectiveness of
a novel teaching strategy combining AR and speech recog-
nition technologies was explored in terms of knowledge gain
and enjoyment for children learning English vocabulary for
color, shapes, and spatial relationships.

With the integration of AR technology, learners can experi-
ence an interactive and immersive environment that facilitates
the acquisition of phonetic skills. It allows the learners to
visualize articulatory movements for the accurate production
and perception of speech sounds. There are various types of
AR applications, such as mobile-based and computer-based
applications [7]. Using mobile devices as a platform for AR
has introduced a new level of accessibility and convenience
for users. By utilizing the advanced capabilities of mobile
devices, such as cameras and sensors, AR technology can
create a realistic and interactive experience for users [8]. This
has led to the adopting of mobile-based AR (MAR) in various
fields, including education, entertainment, and marketing.
Our previously published study focused onMARapplications
used for LP [9]. MAR for LP has been explored in many
languages, such as English [10], [11], Japanese [12], and
Chinese [13]. Nugraha et al. [14] provided an illustrative case
of integrating AR in the language classroom as an effective
pedagogical tool for teaching English phonetics to young
learners. In the study by Aladin et al. [15], an interactive AR
tool, ‘‘AR-To-KID,’’ was developed for preschool children
aged five to six years. The goal was to examine the potential
of AR in enhancing English pronunciation learning among
young learners, specifically through incorporating speech
input in the AR interface. Afriliani et al. [16] developed an
English phonetic model for literature students to facilitate
self-directed learning via MAR.

Up to the point of writing this paper, there is limited
research on the use of MAR technology for learning pho-
netics of the Arabic language. Yet, no specialized apps
were found that specifically targeted this skill. However,
a recent study by Daud et al. [17] introduced a MAR appli-
cation named ARabic-Kafa, which focuses on developing
educational materials for Arabic vocabulary learning. Pho-
netics was not the main focus of their study. In terms of
visualization, the majority of MAR applications available
offer users access to 3D representations of Arabic letters,

accompanied by audio for the proper pronunciation, such as
Mondly AR [18] and Arabic [19]. None of the MAR apps
currently offer a 3D guided animation showcasing speech
organs’ movement. Only one PC program, ‘‘Quran-Tajweed’’
[20], was found to offer a 3D model of the jaw, teeth,
and tongue for learning Arabic phonetics. However, when it
comes to learning Arabic phonetics, a more comprehensive
model that includes other speech organs, such as the vocal
tract, is needed. This is because Arabic contains two letters
and four sounds pronounced from the throat [21].
Learning phonetics is challenging for students for several

reasons, such as the complexity of the phonetic system, the
limited availability of high-quality learning resources, and
the presence of unfamiliar sounds [22]. The failure to use
and understand phonetics leads to mispronunciation issues,
which, in turn, impede both oral and written communication.
Current AR Arabic language learning systems mainly focus
on the Arabic alphabet and vocabulary pronunciation. How-
ever, our research introduces an innovative AI MAR system
that provides a dynamic and interactive learning experience.
To achieve this, we utilize 3D animated models that visually
guide learners in the precise positioning of the tongue and
other speech organs necessary for accurate phoneme pronun-
ciation. This immersive approach allows learners not only to
hear but also to see the intricate details of proper phoneme
formation.

Furthermore, our system incorporates interactive student
pronunciation feedback using AI automatics speech recog-
nition (AI ASR) system. After attempting to pronounce a
phoneme, students receive immediate feedback based on their
pronunciation. Correct pronunciation unlocks the opportunity
to practice words, enabling learners to reinforce their newly
acquired phonetic skills. On the other hand, incorrect pro-
nunciation activates guided animations that are specifically
designed to address and rectify the issues causing inaccu-
rate pronunciation. This feedback mechanism ensures that
learners receive personalized support in mastering phonetics
pronunciation, just like they would receive from a language
teacher in the classroom. Figure 1 illustrates the enhanced
interactivity features that our research brings to the field of
MAR-based language learning (LL) applications.

We perform an extensive user study to evaluate the pro-
posed system’s usability, effectiveness, and learning impact.
The participants of the study were chosen based on their
diverse backgrounds in the Arabic language. The interactivity
of the system was also thoroughly analyzed through a group-
based approach. The collection of quantitative data from both
controlled and experimental groups enabled us to thoroughly
evaluate the usability of AR technology in the educational
process. Furthermore, the effectiveness and impact of the
interactive AR educational environment were extensively
analyzed, which is crucial in determining the suitability of
remote learning tools in an educational context [23]. Hence,
the comprehensive analysis in this study, combined with a
user study comparing AI AR-based learning with traditional
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FIGURE 1. The enhanced interactive and innovative features that our research brings to the field of MAR-based
language learning applications.

methods, strongly suggests that interactive AR-based learn-
ing offers a promising alternative to traditional face-to-face
learning in exceptional circumstances. To the best of our
knowledge, this is an entirely novel system, and no other AR
system currently exists that utilizes AI for phonetics learning
in general or for Arabic phonetics specifically.

II. SYSTEM ARCHITECTURE
The pipeline structure consisted of three key phases,
as depicted in Figure 2. First, meticulous preparation was
carried out for the audio and visual content. A careful data
collection method was employed to generate the phoneme
audio dataset, followed by a thorough screening process
to eliminate imperfect or substandard recordings. Then, the
filtered recordings were meticulously inspected by a target
language’s phonologist, who provided appropriate labelling
to differentiate between correct and incorrect pronunciations.
Creating the 3D animated model involved capturing dynamic
MRI images of a phonologist articulating the target phoneme,
which was later utilized for animating the 3D model. The
MRI recordings, along with phoneme descriptions from the
language phonologist, were provided to a skilled 3D mod-
eler and animator to create the final 3D animated model.
Moving onto Phase II, the focus shifted towards developing
and training an AI ASR system that would provide students
with feedback on their pronunciation. An API was then cre-
ated to facilitate easy updates to the trained model. Finally,
in Phase III, the AR application was built, encompassing
a user-oriented UX/UI design approach. A suitable game
engine and AR software development kit (SDK) were care-
fully selected to cater to the needs of the AR app. Extensive
testing was conducted, followed by necessary maintenance
before the app’s official release.

The proposed system includes specific features chosen
carefully to fulfil the interactivity aspects of the learning pro-
cess. All proposed system features are listed in Table 1. The
features were discussed with the language phonologists and
teachers to ensure its optimization. The 3D animated model
of phoneme pronunciation is a cutting-edge educational tool
that combines medical imaging technology with linguistics,
illustrating how phonemes are produced with precision. The
unique aspect of this model lies in its incorporation of MRI
recordings that show the anatomy and dynamic motion of

the vocal tract during speech production in detail. In order to
offer precise and accurate phoneme pronunciation, the correct
pronunciation of each phonemewas recorded by phonologists
of the target language. A customized AI phoneme recognition
system is utilized to check students’ pronunciation. This sys-
tem is specifically trained to recognize correct and incorrect
pronunciations of each phoneme to provide live, immediate
feedback to the student, similar to what language teachers
do in classrooms. The proposed system offers a solution to
incorrect pronunciation by providing a guided 3D animated
model to demonstrate the correct pronunciation of the target
phoneme. This system includes multiple animations targeting
common issues identified by a speech therapist. Additionally,
carefully selected practice words are incorporated in collabo-
ration with the target language teacher to reinforce the correct
pronunciation learned by the student.

III. SYSTEM DEMO
The proposed system was utilized to learn the sound
in Arabic. Learning the Arabic language is considered dif-
ficult due to the presence of another letter, , with a
similar articulation to . This letter is unique to Ara-
bic and poses a challenge for both native and non-native
speakers. Collecting audio data revealed that 70% of the
recordings for were pronounced inaccurately, even
surprising the phonologist. These incorrect pronunciations
were not due to physical limitations but rather a lack of
understanding about the correct pronunciation of the letter.
As step 1 in Figure 2 illustrates, our first task was to gather
all the necessarymaterials that were previouslymissing. First,
we recorded the proper pronunciation of /s/ and with the
help of anArabic phonologist. The audio recordings collected
were then filtered to produce the audio dataset needed for
training the AI ASR system. This system was developed
specifically for this project using LSTM and Python to take in
the student’s pronunciation and provide immediate corrective
feedback based on it [24]. Next, we recorded the Arabic
phonologists pronouncing /s/ and through dynamic MRI
scanning, as depicted in Figure 3. This enabled us to clearly
distinguish between the two sounds and serve as a reference
for the subsequent creation of the 3D model animations of
speech organs. We then developed a 3Dmodel (Figure 4) that
met our criteria of being informative and approachable for
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FIGURE 2. The proposed system architecture.

TABLE 1. List of proposed system features.

students. With the help of an Arabic language speech thera-
pist, we compiled a list of all possible reasons for students’
incorrect pronunciation of the letter ’ ’. Based on this,
we created four animations specifically for the /s/ sound. One
animation demonstrated the proper pronunciation with an
MRI recording as a reference, while the other three provided
step-by-step guidance for correcting incorrect pronunciation
in real time. The sequence of images for the animation of the
correct pronunciation and the other three cases can be seen in

Figure 5 and Figure 6, respectively. Finally, we selected the
practice words from the Arabic phonetic Atlas (Table 2).

Figure 7 illustrates the process of the student interacting
with the AI MAR application. With the smartphone camera
directed towards the target image of the /s/ phoneme (from the
Arabic Phonetic Atlas), the MAR application immediately
displays a 3D model and the phoneme’s correct pronun-
ciation. The interface also includes options to replay the
animation and listen to the pronunciation again. Furthermore,
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TABLE 2. The used practice words.

FIGURE 3. MRI images for articulation point of on the left and
on the right [9].

FIGURE 4. Screenshot of the created 3D model.

FIGURE 5. A sequence of images for the animation of the correct
pronunciation of the/s/ phoneme.

FIGURE 6. All possible reasons for incorrect pronunciation of the letter
(a) Tongue tip position, (b) space between upper and lower jaw

(not fully closing the teeth), (c) Tongue body shape and Airflow.

a microphone button is provided to encourage the student to
practice pronouncing the phoneme independently. The appli-
cation records the student’s pronunciation and gives instant

feedback based on their performance. If the pronunciation
is accurate, the student will be given practice words. How-
ever, if there are mistakes, the system will guide the student
through a series of animated visuals to help them correct their
pronunciation.

The developed application encompasses various menus
and options, including choosing the display language and
accessing App tutorials. The App Tutorial is a comprehen-
sive guide for navigating and utilizing the application. The
screenshots in Figure 8 showcase the app’s different features,
such as the display language menu, welcome message, main
menu, list of Arabic letters, and the AR scene. Before start
learning, students have the option to choose the language they
prefer to see on the display. Furthermore, they can also access
a tutorial within the app that gives them a quick explanation
of its features. The ‘‘Choose a Letter’’ option lets students
view a menu containing all the Arabic letters. They can then
select the specific letter they wish to study. Once selected,
the mobile device’s camera is activated, allowing students to
scan the page devoted to the /s/ sound in the Arabic phonetics
Atlas. This triggers the appearance of a 3D animatedmodel of
the speech organs, accompanied by an audio demonstration
of the correct pronunciation of the /s/ sound. Additionally,
control buttons are available to play the 3D model, return to
the main menu, or begin practicing pronouncing the /s/ sound
and receive instant feedback.

IV. SYSTEM EVALUATION
Phonetics is a fundamental aspect of language acquisition,
and its mastery plays a crucial role in the overall development
of language skills. Therefore, it is essential to assess the
phonetics learning process to understand the effectiveness
of the proposed system as a learning tool and its impact
on the learning process. The effectiveness was measured
in terms of usability, user experience (UX), and interactiv-
ity [23]. Assessing the learning impact can be effectively
accomplished through various methods that target different
aspects of phonetic knowledge and skills. Phonetic dis-
crimination tasks evaluate students’ capacity to differentiate
between similar phonemes, which is crucial for developing
auditory discrimination skills [25]. Speech production tasks,
whether self-assessed or instructor-evaluated, gauge pronun-
ciation accuracy and clarity. While pre- and post-assessments
measure learning growth over time [26]. To evaluate the pro-
posed system, we conducted a quasi-experimental research
design with two groups: an experimental group and a control
group [27]. Figure 9 outlines the steps involved in the experi-
ment. The production tests (pre, post, and delayed) completed
by the participants were first analyzed quantitatively. Then,
the qualitative data from surveys were examined to com-
plement and clarify the quantitative results. Eighty-three
participants, who were native Arabic speakers, voluntarily
participated in the study. They were randomly divided into
the experimental group (n = 43, 22 males and 21 females)
and the control group (n = 40, 20 males and 20 females).
The participants were between 18 and 40 years old and had
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FIGURE 7. Interaction flowchart that occurs between the student and the AI MAR application.

FIGURE 8. Screenshots of the developed MAR application.

intermediate proficiency in Arabic. None of them had previ-
ously taken any phonetics courses.

A. ARTICULATORY AWARENESS QUIZ
The articulatory awareness quiz was completed by all par-
ticipants twice: first at the beginning (see Appendix A) to
evaluate their understanding of Arabic phonetics, and sec-
ond after the Delayed test (see Appendix B) to measure
the effectiveness of the learning session and the level of
comprehension of the taught phoneme [28]. Participants were
instructed on the articulatory gestures involved in producing
the/s/ sound. They were then asked questions such as, ‘‘When
you articulate /s/ in , do you raise your tongue high in
the mouth until it almost touches the alveolar ridge?’’ Addi-
tionally, we adapted the phoneme-video pairing test, where
participants were shown short videos of movements for a

particular phoneme. An example of one of the questions is
shown in Figure 10: Does the video correctly demonstrate
the tongue movement required for the /s/ sound in ’sin’?
(Yes/No).

B. LEARNING SESSION
The learning sessions will focus on teaching the specific
phoneme sound and providing additional phonetic practice
afterwards. After conducting the pre-test, the participants
received an introduction to Arabic phonetics. Next, both
groups were taught the /s/ sound. The experimental groupwas
trained using the AI MAR app, while the control group used
the traditional methods of learning phonetics. Both groups’
teaching materials and stimuli were sourced from the Arabic
Phonetic Atlas textbook, which contains comprehensive pho-
netic knowledge of Arabic phonetics. Finally, the participants
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FIGURE 9. Quasi-experiment procedure [27].

FIGURE 10. Screenshot of a question in the articulatory awareness quiz.

were afforded time to engage in training and practice. The
training material for the participants encompassed approx-
imately 20 words, representing all possible phonological
environments for the/s/ sound. Quantitative data, including
learning duration and the number of practice sessions, were
recorded for both groups.

C. PRODUCTION TESTS
We conducted three production tests, pre-test, post-test, and
delay-test (Appendix C). All the participants had been asked
to take the pre-test before the instruction. After completing
the learning session, all participants were given a post-test
to measure their improvements in pronouncing the target
phoneme. After three days, all participants had a delayed
test to measure the retention of learned knowledge. The tests
were a read-aloud task, including nine words for the target
phoneme. The tests covered all the possible phonological
environments and syllable positions of the phoneme taught
during the sessions. The participants were given 3 seconds

to read each word on the screen [28]. The data collection
included audio recordings of each participant’s reading per-
formances during production tests.

D. QUESTIONNAIRES
Finally, the students completed a 16-question questionnaire
with Likert scale ratings (Appendix D) to evaluate the system
as a learning tool, its impact on learning, and interactivity
level. Students also provided open-ended feedback about the
UX and other issues, which was used for the qualitative
analysis.

V. RESULTS AND DISCUSSION
To assess the statistical significance of our findings, we for-
mulated null hypotheses positing that the language profi-
ciency level of students has no bearing on their duration of
study. In the interest of consistency, we opted for a one-way
analysis of variance (ANOVA) for all production tests. It cal-
culates an F-statistic, which is a ratio of two variances. The
p-value associated with the F-statistic in ANOVA measures
the likelihood of observing the calculated F-statistic (or more
extreme values) if the null hypothesis were true. A small
p-value (<α, often 0.05) suggests significant differences
between group means, leading to rejecting the null hypothe-
sis. Conversely, a large p-value suggests insufficient evidence
to reject the null hypothesis [29]. In this study, a significance
level of alpha = 0.05 was chosen for ANOVA, and the null
hypothesis was rejected if the p-value was less than alpha.

A. PRE-TEST RESULTS
The results (Table 3) indicate no significant impact between
the two groups, as evidenced by a low F-value of 0.97 and a
corresponding p-value of 0.32. Therefore, the null hypothesis,
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which posits that the proficiency level of both groups doesn’t
influence pre-test scores, cannot be rejected based on these
findings.

B. POST-TEST RESULTS
The outcomes of the post-test phase reveal a noteworthy
advantage of the experimental group over the control group
(Table 4), highlighting the significantly improved learning
outcomes facilitated by the AIMAR application in contrast to
conventional methods. The increase in the F-value to 1.37 in
the post-test suggests that the gap in test scores between the
two groups has been reduced due to interventions such as
teaching or practice.

C. DELAYED TEST RESULTS
Table 5 highlights a substantial difference between the two
groups regarding retained knowledge, as indicated by a high
F-value of 3.72, coupled with a low p-value of 0.06, providing
strong evidence against the null hypothesis. Therefore, the
null hypothesis cannot be rejected, suggesting that the test
scores do not vary significantly across different language pro-
ficiency levels based on the analysis conducted. The higher
F-value (3.72) indicates that the impact of language profi-
ciency on test scores becomes more apparent over time.

D. QUESTIONNAIRES RESULTS
The results of the questionnaire regarding the usability and
impact on learning of the AI MAR app were highly positive,
as shown in Figure 11. It was noted that the participants had
limited experience with Arabic phonetics, with only 14%
reporting no experience and 28% reporting a rating of two.
None of the participants rated themselves as highly expe-
rienced. Most participants (58%) strongly agreed with the
statement that the AI MAR app effectively taught them the
procedure of pronouncing the /s/ sound. When asked if the AI
MAR appwasmore effective than the printed version, 86% of
participants strongly agreed with this statement. While some
responses may be influenced by the novelty factor associated
with AR, overall, the participants found the app compelling
and interesting.

Additionally, most students had a highly positive attitude
towards the app and its effects on their learning, except those
who responded to questions Q#9 and Q#7. Furthermore, 86%
of students reported that the AI MAR app provided a mean-
ingful and valuable learning experience in Q#10. However,
some students held different opinions when it came to the
possibility of using the app as a complete replacement for
traditional face-to-face learning. According to the responses
received from the qualitative questionnaire, most students do
not see the app as a substitute for real-world learning, which
is reflected in their answers to question Q#11. Additionally,
the majority (85%) of students prefer to use the app as a
supplementary tool to complement traditional face-to-face
learning, as shown in their answers to question Q#12. This
is because the interactive nature of the app allows students
to practice at their own pace, which is especially beneficial

when they have limited practice time in a face-to-face set-
ting. To further assess the effectiveness of interaction while
using the application, a survey was administered with four
questions rated on a 5-level Likert scale. Most responses were
highly positive, as depicted in Figure 12. All the participants
agreed that the AI MAR app encouraged interaction and that
60% would keep using it. 84% of participants found the live
feedback feature of the AI MAR app to be highly helpful,
allowing participants to learn at their own pace.

The results of the pre-test indicate that the majority (87%)
of the participants mispronounce the /s/ sound in Arabic when
it is accompanied by a heavy sound (known as Tfkhem),
wherein the back of the tongue is elevated, as observed in
words and scores in Figure 12. The same was
observed in the post-test words and , as illustrated
in Figure 13. This discrepancy emphasizes the significance of
the ‘‘Practice Words’’ step in our proposed system. It plays a
crucial role in helping students master the /s/ sound, offering
targeted repetition and exposure to various contexts necessary
for efficient learning. By focusing on words containing the
/s/ sound, learners engage in structured practice, reinforcing
accurate sound production and integrating language skills.
This step boosts confidence through successful outcomes and
confirms the ability to utilize the acquired skill in practical
communication scenarios.

The results from the articulatory awareness test (Figure 14)
demonstrate the crucial role of explaining the functioning of
the speech organs in producing phoneme sounds. This step
is particularly significant in the process of phonetic learning,
unlike the traditional approach adopted in the works of [17],
[19], and [30], where emphasis is placed on teaching the let-
ters’ names, visual representation, and pronunciation within
words. Learners can mimic and produce accurate phoneme
sounds more effectively by knowing which speech organs are
involved and how they move. Overall, it enhances learners’
phonemic awareness, pronunciation accuracy, and linguistic
competence. The comparison between the results from Q1
and Q3 revealed an increase in student comprehension, with
scores rising from 35% to 60%. This can be attributed to
the 3D animated visualization of the speech organs in Q3,
which significantly improved from the written format used
in Q1. This finding is consistent with the Afriliani et al.
study [16], which utilized AR technology to present a 3D
simulation of speech organs for learning English phonetics.
It further supports the notion that incorporating 3D animated
models can enhance the learning process and improve student
comprehension, as demonstrated in our study.

The study’s findings validate the hypothesis that integrat-
ing AI and AR in phonetics learning significantly improves
the learning outcome compared to traditional approaches.
Table 6 compares our prototype and two traditional learn-
ing methods (Arabic Phonetics Atlas and learning videos).
The comparison reveals several advantages of our proto-
type. While the traditional Atlas offers 2D illustrations of
the sagittal view of speech organs in black and white, our
prototype presents 3D models that can be explored from
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TABLE 3. The single-factor ANOVA analysis for the pre-test scores.

TABLE 4. The single-factor ANOVA analysis for the post-test scores.

TABLE 5. The single-factor ANOVA analysis for the delayed test scores.

FIGURE 11. The usability and impact on learning questionnaire responses.

FIGURE 12. Pre-test scores.

FIGURE 13. Post-test scores.

various angles, providing better understanding. Whereas
learning videos only show pre-recorded sounds with static

FIGURE 14. Results of articulatory awareness quizzes.

images of speech organs, or 2D animation or pre-rendered 3D
animation that students can only watch without being able to
interact with.

Moreover, our prototype incorporates animated demon-
strations of phoneme sounds, more comprehensible than
classical Arabic words in the traditional Atlas or voice record-
ing of language teacher explanations in the learning videos.
The traditional Atlas relies on ultrasound images as a guide,
which only provides a horizontal view, limiting the infor-
mation on the movements of the speech organs. In contrast,
we utilized dynamic MRI recordings, which offer a more
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TABLE 6. Traditional arabic phonetics atlas vs our prototype.

comprehensive view of the speech organmovements. In terms
of interactivity, the traditional learning methods lack any
interactive features, while our prototype allows students to
interact with the 3D models and receive real-time feedback
on their pronunciation throughAI technology. Lastly, our pro-
totype is easily accessible through any computer or Android
mobile device. In contrast, the traditional Atlas is only avail-
able in the form of a black-and-white printed version or a
PDF.

Up to the point of writing this paper, no AR system cur-
rently exists that utilizes AI for phonetics learning or Arabic
phonetics specifically. Many studies, such as [17] and [30],
have focused on teaching Arabic vocabulary, but not specifi-
cally phonetics.While other studies [10], [11], [12], [13] have
incorporated audio for phoneme sound, none have included a
recording option using AI to analyze student recordings and
provide feedback on pronunciation. Regarding incorporating
a 3D animated model, the only similar study we found was
that of Afriliani et al. [16] for English phonetics. In addition
to Quran-Tajweed [20], a PC program for learning Arabic
phonetics not aMAR app. Figure 15 compares the 3Dmodels
utilized in these studies and the one we proposed. It was
observed that the model proposed by Afriliani et al. [16]
was not entirely 3D but rather a 3D image of speech organs.
In contrast, the 3D model option in Quran-Tajweed [20]
lacks the inclusion of necessary speech organs such as the
throat, which is crucial for learning six sounds in the Arabic
language [21].

VI. LIMITATION AND FUTURE RESEARCH
In the open-ended feedback, it was discovered that par-
ticipants anticipate having audio and video explanation
capabilities in addition to the existing features. However,
it was decided not to implement a video communication fea-
ture since it would seem out of place in anAR system. Instead,
the lesson was designed to mimic a traditional classroom

setting where the student can both see and hear the teacher’s
explanation and repeat it. However, it was noted that users
expected a simpler explanation using the 3D animated model
for a mobile app. This is a valid critique and should be
considered in future work.

Moreover, additional data logging should be implemented
to obtain more quantitative data on the app’s usage and
improve user study. This would provide a more precise mea-
sure of the ease-of-use factor, particularly regarding error
rates. Q#11 in the survey also revealed that participants do
not see the app as a complete replacement for face-to-face
learning. This is unsurprising, as most students preferred
face-to-face learning, with the app as a complementary tool.

Nonetheless, the usage data and survey results clearly show
that the app was highly interactive and effective for practicing
at home, even without the explanation option.

Furthermore, we received very positive feedback regard-
ing the system’s UX. The app’s overall experience was
highlighted as positive for its lack of complexity. The neg-
ative feedback was the unusual places for the exit and back
buttons.

This study only tested the/s/ sound in Arabic. In the future,
our goal is to include all the sounds of the Arabic language
and develop a complete version of the AR Arabic Phonetics
Atlas. We also aspire to expand the scope of the proposed
system to include other languages with complex phonetic
sounds, such as German and Chinese. The proposed system
offers numerous benefits, primarily its ability to facilitate
self-learning and practice in the comfort of one’s own home,
leading to improved performance in language learning. The
acquired knowledge can potentially advance speech therapy,
provide a comprehensive understanding of the anatomical
aspects of speech for medical students, and explore the
intricate phonological patterns present in various languages.
Furthermore, it has the potential to aid in the accurate treat-
ment of speech and language disorders (e.g. lisp correction).
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FIGURE 15. A comparison between the 3D models utilized in the Afriliani et al. study [16] on the left, the 3D model
option in Quran-Tajweed [20] in the middle and the one we proposed on the right.

VII. CONCLUSION
Phonetics has been a key focus of linguistics research for
many years, but its complexity has made it challenging to
understand speech sounds accurately. To effectively address
this, it is essential to stay updated with the latest tech-
nologies and incorporate them into the learning process.
However, acquiring phonetic knowledge also presents dif-
ficulties for language learners due to the high demands of
auditory discrimination and articulatory control. Therefore,
further investigation and adaptation are needed for phonetics
instruction to be more effective. The use of AI and AR
technologies has shown promise in education, particularly in
the teaching and learning of phonetics. These technologies
offer personalized and interactive methods for instruction,
allowing learners to receive adaptive feedback and correct
their pronunciation in real time. This not only improves the
learning experience but also promotes self-directed learning
and retention of phonetic knowledge. By incorporating AI
and AR, phonetics instruction can bridge the gap between
theory and practice, making it more practical and relevant
for language learning. This paper presented a new interac-
tive AR system for learning phonetics. We demonstrated
this system by creating a MAR app for the Arabic Pho-
netics Atlas textbook. The system provides a 3D animated
model of speech organs and real-time feedback for students’
pronunciation using a customized AI phoneme recognition
system. We performed an extensive user study to evaluate
the effectiveness and learning impact of the proposed system.
For effectiveness evaluation, the quantitative data, in the form
of ease of use and time to master the phoneme sound, were
recorded for two groups. Each group has 40 participants.
They learned the articulation of the/s/ sound in Arabic. One
uses the traditional method, and the other uses our proto-
type. In addition, a comprehensive survey was conducted to
evaluate the application’s usability, impact on learning, and
interactivity support. The survey results show that the system
has a very high level of usability and supports interactivity.
Students who used AR Atlas had a higher level of interaction
and, consequently, learnt the phoneme sound faster. Finally,
the learning impact survey demonstrated the effectiveness
of the application as an interactive system. It justified its
usage as a complementary tool with face-to-face traditional

learning. Results showed that most participants struggled
with pronouncing /s/ accompanied by a heavy sound, high-
lighting the importance of the ‘‘Practice Words’’ step in
our system. The system outperformed traditional learning
methods due to its interactive nature, real-time feedback, and
animated illustrations. The proposed system can be utilized
in other languages with intricate phonetic sounds, such as
German and Chinese. Additionally, it may assist in effectively
treating speech and language disorders, such as correcting
lisp.

APPENDIX A
FIRST ARTICULATORY AWARENESS QUIZ

APPENDIX B
SECOND ARTICULATORY AWARENESS QUIZ
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APPENDIX C
PRODUCTION TESTS

APPENDIX D
USABILITY AND IMPACT ON LEARNING QUESTIONNAIRE
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