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Ethics standards reference the need for special consideration of vulnerable populations,
such as pregnant women, incarcerated individuals, and minors. The concept of
vulnerability is poorly conceptualized in the medical sciences where it originated,
and its application to the social sciences is even more challenging. Social science
researchers may unwittingly fail to appreciate preexisting vulnerabilities and indeed
may be responsible for inducing new research-related vulnerability. In this paper,
we present the first comprehensive coding of country-level vulnerability designations.
Specifically, we coded all 355 official documents governing social/behavioral human
subjects research for the 107 countries with such regulations and identified 68 distinct
vulnerability categories. The data reveal substantial regional variation, overemphasis
of categories derived from medical sciences, neglect of critical categories such as
displacement, and likely heterogeneity within and across groups. The article provides a
conceptual framework that shifts the problem away from static, enumerated categories
toward emphasis on research-induced vulnerability. Based on our conceptualization
and coding, we present a framework for assessing vulnerability and implementing
appropriate protections.

vulnerability | ethics | human subjects

Vulnerability as a research ethics consideration is rarely defined and has relied on
naming example categories, such as pregnant women or incarcerated individuals. The
concept of vulnerability is poorly conceptualized in the medical and health sciences
where it originated (1–4), and its application to the social sciences may be even more
challenging. Social science researchers may unwittingly fail to appreciate preexisting
vulnerabilities not referenced in medical standards, such as, forcibly displaced persons
suffering from posttraumatic stress disorder. Researchers may also be responsible for
rendering individuals newly vulnerable or exacerbating existing vulnerability (5). As
prospective, field-based social science research continues to grow rapidly, interventions on
a broader set of individuals and communities, many of whom may already be vulnerable
or rendered vulnerable by the research, need greater attention.

A discussion is currently underway about how to modify the ethics standards outlined
in the Belmont Report (Belmont) and the Code of Federal Regulations (CFR), or more
broadly others such as Council for International Organizations of Medical Sciences
(CIOMS), The Tri-Council Policy Statement 2: Ethical Conduct for Research Involving
Humans (TCPS2), and International Council for Harmonisation (ICH), to make them
more suitable for social science research (6–9).* There have been calls for greater
attention to societies in addition to subjects, researcher-subject power differentials,
retraumatization interventions, and therapeutic activities, among others (10). The
American Political Science Association and some journals have begun to update their
principles, guidelines, and policies in productive ways (11–13). There is important
variation by discipline, however. Economics does not have dedicated ethics standards for
human subjects research, and while psychology and sociology updated their standards in
2017 and 2018, they still hue very closely to Belmont and CFR.† Specific attention to
vulnerability is extremely limited across the social sciences.

*CIOMS: https://cioms.ch/publications/product/international-ethical-guidelines-for-health-related-research-involving-hu-
mans/; TCPS2: https://ethics.gc.ca/eng/policy-politique_tcps2-eptc2_2022.html; ICH of Technical Requirements for Reg-
istration of Pharmaceuticals for Human Use: https://www.ema.europa.eu/en/ich-e6-r2-good-clinical-practice-scientific-
guideline.
†The Jameel Poverty Action Lab has articulated some ethical guidelines for randomized controlled trials (14) and some
individual economists have addressed ethics in broader discussions of research standards (15). Psychology’s Ethical
Principles were last updated in 2017 and Sociology’s Code of Ethics was last updated in 2018 (see https://www.apa.
org/ethics/code and https://www.asanet.org/about/ethics/).
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At least 146 countries articulate vulnerability categories in
legislative and regulatory documents. Most of these countries
(107) provide general and social/behavioral (GSB) ethics stan-
dards (not simply medical and health). For these 107 countries,
we coded the full set of 355 GSB documents and identified 68
precise vulnerability categories (consolidated from an original list
of 153). Country-designated categories are important for many
reasons, including that they may be more empirically relevant
and represent opportunities to learn about local context and
confer respect for local standards. However, such regulations
might reflect political biases, lack of capacity, or insufficient
concern. Relying on labeled categories is primarily useful to the
extent that the categories are collectively exhaustive, mutually
exclusive, and unconditionally applicable. This is unlikely to
be the case as vulnerability is both relational and dynamic (3),
especially to the research context. For example, the frequently
cited vulnerability category of pregnant women is likely irrelevant
for social science surveys on voting. Alternatively, the category
of displaced/trafficked persons rarely appears in any standards
but likely represents what vulnerability designations are meant
to capture. Moreover, research interventions may exacerbate
vulnerability for some individuals and not others even in the
same named group.

In this paper, we conceptualize vulnerability as being inherent,
situational, and research-induced (5), which makes possible ap-
propriate consideration of the relevant research context. Research
can and should occur with individuals and communities with
preexisting inherent and situational vulnerabilities so long as
researchers take appropriate steps. Importantly, emphasis needs
to be shifted toward the characteristics of research studies and the
potential they have to induce or exacerbate vulnerability.

Interventions with the potential to render individuals and
communities newly vulnerable, or exacerbate existing vulner-
abilities, appear with regularity in leading journals. Lab and
survey experiments have introduced interventions about one true
religion supporters wanting to harm subjects (16), chronic- and
contextually activated holocaust exposure (17), violence exposure
and recall (18), videos of violence in conflict regions (19), and
fear primes within autocratic regimes (20). Field experiments
have introduced interventions depriving citizens of democratic
rights without consent (21), inducing anxiety through racially
charged messages to Black voters (22), allocating cash transfers
that have sometimes contributed to intimate partner violence
among low-education women (23–25), and depriving extremely
low-income Kenyans of household water (26). Vulnerability as
an ethics consideration is also important for other prospective
research, including ethnographies and surveys, where individuals
and communities are affected by the research process itself
(27, 28). Retrospective, observational research in which data
confidentiality is a concern is also relevant, as evidenced by the
recent NYU data leak that exposed the identities of thousands of
atrocity survivors and sexual abuse victims in the Democratic
Republic of the Congo (29). Not all seemingly problematic
research contexts represent ethics violations. Retraumatization
or regular questioning about current mental illness, for example,
have had some positive effects (30, 31). But without a robust
approach, it will be difficult to reach definitive conclusions about
the ways in which research-induced vulnerability is a concern.

In this paper, we develop a framework for assessing vulnera-
bility and implementing relevant protections. The framework,
which we refer to as TAPIR, outlines the implications of
researcher decisions about Topics, steps to Appraise vulner-
ability, strategies for vulnerability Protections, considerations

for Implementation fidelity, and commitments to ongoing
Reflection. The framework provides a set of considerations for
vulnerability in research ethics, which we hope stimulates a
productive discussion and greater attention to ethics evaluation
(32). We also discuss how a broad set of stakeholders may create
institutional incentives and develop positive norms for engaging
vulnerability and ethics.

Our first responsibility should be the protection and promo-
tion of all individuals and communities touched in any way by our
research, especially those who are currently vulnerable or could be
rendered vulnerable by research. As the Declaration of Helsinki
clarifies, the interests of science and society should “never take
precedence over considerations related to the well-being of
the subject” (33). Ideally, scientific and ethical considerations
converge with respect to vulnerability and are taken seriously
both procedurally as well as in practice (34). Human-centered
design, in genuine collaboration with local actors and context,
increases the likelihood that scientific and ethical considerations
converge, a practice that has not always been the norm (35).
This is also key because the content, quality, and validity of
the data that researchers obtain may depend critically on ethical
engagement with human subjects and their communities (36).
Whether we appeal to ethical considerations or research validity,
vulnerability as an ethics consideration needs sustained attention
in the social sciences.

Theory and Practice

The logic of scientific inquiry depends on the notion that the
generation of knowledge is beneficial to society, either through
the accumulation of scientific knowledge and (or) through the
application of scientific findings to public policy (37). One
way of conceptualizing this commitment is that the scientific
community and society have reached an implicit agreement:
Society grants the scientific community license to conduct
research under certain conditions including being ethical, and
the scientific community, for its part, uses the findings from
the research for society’s benefit (38). Ethics standards represent
approximations of the key parts of the agreement and historically
require that researchers minimize risk and maximize benefit
(beneficence), obtain informed consent (respect for persons), and
distribute the benefits and risks of research equitably (justice).
Conceptualizing researcher obligations from a consequentialist
perspective can be useful, but may privilege the modal research
participant over the most vulnerable. A common interpretation
of beneficence is that not all individuals need to benefit, and
some individuals may face serious risks, which can be justifiable
if there are expected improvements for the broader community
(39–41). In contrast, deontological work in bioethics, feminist
care ethics, and African Ubuntu philosophies emphasizes that
human dignity should be the sine qua non of research (42–48).
From this perspective, all are vulnerable (49–51) and should be
approached uniformly as such regardless of expected outcomes.

Research ethics gained prominence with the Nuremberg
Code, which included 10 principles that emphasized the role
of consent (52).‡ The Declaration of Helsinki, which was
first issued in 1964, formalized much of the guidance in the
Nuremberg Code, including the emphasis on informed consent,
and has since gone through eight revisions, with the most recent
version appearing in 2013 (33). The revelation of the Tuskegee
‡The 1947 Nuremberg Code may not have been the earliest version of ethics considera-
tion, however. German regulations officially addressed human subject experimentation
in 1931 (53) and possibly even as early as 1900 (54).
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Syphilis Study (55) demonstrated that Nuremberg and Helsinki
were insufficient. Nuremberg did not provide any mandate
for monitoring or enforcement and Helsinki only added a
recommendation for institutional review in 1975. The Belmont
Report emerged in the United States as a reaction to the failures
of Nuremberg and Helsinki and established the central role of
institutional review. According to two of its authors, Belmont
was not meant to codify specific steps but rather to provide
a general, principled moral framework that would prevent
future abuses similar to Tuskegee (56, 57). Belmont advanced
three general principles—respect for persons, beneficence, and
justice—and some examples of how to address them. It did
not offer clear guidance on how to resolve conflicts among the
principles (58, 59), emphasized the risks of overrepresentation
of vulnerable groups at the expense of underrepresentation
resulting in less equitable access to any participation-related
research benefits (60), and overemphasized direct subjects at the
expense of communities and research teams (61).

Research ethics standards continue to provide little guidance
on how to approach vulnerability. Although all approaches
mandate special consideration of vulnerable individuals and
populations, only three of the 11 most prominent standards
even offer an explicit definition of vulnerability (62). The U.S.
Department of Health and Human Services codified Belmont
principles into the Code of Federal Regulations (63) and
some other countries have similarly incorporated international
standards into legislative and regulatory documents. Even so, the
codification of ethical standards continues to follow a similar
pattern—increased emphasis on ethics generally but with little
dedicated attention to vulnerability.

We conceptualize vulnerability taking on three key forms:
inherent (i.e., corporeality or neediness such as cognitive im-
pairment), situational (i.e., relational or context-specific such
as political repression), and induced (i.e., through researcher
or practitioner intervention). Inherent vulnerability is common
even in favorable research settings, such as among commonly
surveyed populations. For example, according to the National
Institute of Mental Health for 2021, 22.8% of the adult
population experienced any mental illness, with 19.1% of adults
experiencing anxiety and 8.3% experiencing major depression.
The rates are higher among females, those with multiple races,
and those in the 18 to 25 y old category.§ From our conversations
with survey researchers, many of them contend that vulnerability
is not a relevant concern for them and amounts to, ironically,
ethics overkill. And yet exposure to social pressure or other
emotionally evocative interventions may be similar to the undue
influence placed on the at-risk populations about which ethics
standards caution (10). This is especially important given that
it is nearly impossible to provide any mental health resources to
online participants (64).

Situational vulnerability is also prevalent in a broad array
of research settings. Field research is increasingly common in
the developing world, including areas of political insecurity,
displacement, and conflict (65), where situational vulnerabilities
are present by any sensible characterization, but local context is
poorly understood (66, 67). Poverty, low education, and endemic
health challenges appear greatest in precisely these conflict-
affected regions (68), thereby layering vulnerabilities in ways that
severely compound ethics considerations (3).

Research may induce entirely new vulnerabilities in contexts
where there is no preexisting vulnerability, or it may exacerbate

§Accessed 22 December 2023 at https://www.nimh.nih.gov/health/statistics/.

inherent or situational vulnerabilities (5). In this sense, re-
searchers “share in the duty to avoid identifiable wrongs” (2,
196–7) wherever they could be introduced, recognizing that
“some groups and individuals are particularly vulnerable and
may have an increased likelihood of being wronged or of
incurring additional harm” (33). As Elisabeth Wood observed:
“the researcher has to anticipate and be attentive to the ways in
which the research itself might complicate the lives and practices
of the people being studied” (69).

Although a researcher’s obligation is not to make subjects
and society more vulnerable than they already are (5), it is
conceivable that research interventions might reduce vulnera-
bility in some contexts (3). Offering an approved therapeutic
program coupled with cash assistance, for example, may provide
direct vulnerability-reducing benefits (70). Or, there could exist
potential indirect benefits for a subject via a credible future
program in which the individual would benefit, or in which the
individual’s family or community would benefit. Active efforts to
reduce vulnerability are valuable, but we caution that they need
to be implemented with local guidance and engagement in order
to avoid misguided paternalistic campaigns (35).

Categories and Characteristics

Ethical guidelines currently rely on the identification of “certain
vulnerable populations” and encourage researchers to take steps
to protect them. The U.S. Code of Federal Regulations (45 CFR
46) designates “children, prisoners, individuals with impaired
decision-making capacity, or economically or educationally
disadvantaged persons” as well as “pregnant women and fetuses”
(63). The use of labeled categories anchors ethics considerations
to a small set of preidentified groups. Named vulnerability
categories of concern also rely on predominantly Western
standards with little attention to country-specific designations
that account for local priorities. Unfortunately, the reliance on
categories has resulted in conceptual ambiguity that stereotypes
groups, often accompanied by the risk-averse decision to exclude
them entirely from research (1, 71, 72). Although reliance on
vulnerability categories alone is problematic, it is important
to take them seriously given legal/regulatory imperatives (11,
Principle 11), respect for local ethics priorities (73, 74), and for
the safety of collaborators and participants (75).

We coded vulnerability categories from all legislative and
regulatory standards worldwide. Our sampling frame is the
2019 International Compilation of Human Research Standards
provided by the U.S. Department of Health and Human Services
(HHS), which includes documents from countries that have
enacted legislation or regulations. The list includes documents for
131 countries, 92 of which have GSB documents. We identified
15 countries outside of the HHS list that have GSB documents,
resulting in 107 countries with a total of 355 documents. We
report below on lessons learned from coding and analyzing
version 1.0 of this database.¶ (See SI Appendix, Full Coding
Process for a discussion of the coding procedures, including
inclusion/exclusion criteria. SI Appendix, Fig. S1 illustrates the
selection of countries and documents in a CONSORT-style
diagram.)

Categories. We coded 153 base vulnerability categories and
the number of country documents that contain mention of at

¶Replication files available on the journal’s and author’s websites https://doi.org/10.7910/
DVN/FC5IPF. Replication data include country-specific vulnerability categories along with
links to the relevant legislative/regulatory documentation.
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Fig. 1. Sunburst of Various Vulnerability Categories. Based on documents from 131 countries of which 107 have general and social/behavioral guidelines. This
figure illustrates 68 precise categories (outer ring), 56 general categories (middle ring), and five broad types (inner circle). See R ShinyApp (https://mgfindley.
shinyapps.io/vulnerability_10Apr2024/) for a dynamic version of this visualization allowing the user to unpack any broad type to understand its general and
precise subtypes.

least one mention of that particular vulnerability category. SI
Appendix, Table S1 shows each of the 153 vulnerabilities along
with the number of times each is mentioned across countries (no
repeats within countries). We aggregated the 153 base categories
to 68 precise categories, which grouped similar categories such as
“Mothering” and “Mother.” We then grouped those 68 precise
categories into 56 general categories, which we then aggregated
into five broad types. Fig. 1 illustrates the vulnerability categories
at these three levels of aggregation (i.e., precise nested within
general nested within broad). The size of each area corresponds
to the number of countries that mention the specific category at

least once. (The consolidated list of 68 categories appears in SI
Appendix, Table S2, and the original set of mentions nested into
the two highest levels appears in SI Appendix, Tables S3 and S4.)

This coding revealed several insights. First, there are far
more vulnerability categories than the medical/health literature
considered relevant. Our list provides a GSB-based set of
categories that should be more suitable for the research questions
and settings that are unique to the social sciences.

Second, some vulnerability categories such as those related to
humanitarian crises are rarely mentioned. Alas, little has changed
since Jacobsen and Landau identified “a general failure to address

4 of 12 https://doi.org/10.1073/pnas.2322821121 pnas.org
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the ethical problems of researching vulnerable communities” in
humanitarian contexts (76). Displaced and trafficked persons
are almost never mentioned and yet may be among the most
vulnerable by any sensible conceptualization (77, 78). This seems
especially critical as there are more displaced persons in the world
today (108.4 million) than at any other point in recorded human
history and more than double its level only 10 y prior.# The
fewest vulnerability mentions are economic with roughly 1% of
all mentions in the economic category, and roughly 12% are
in the political category.|| The dearth of economic mentions
is curious given that economic factors typically characterize
vulnerability, at least since Sen’s work on household entitlements
(79–83), suggesting a divergence of values between academics
and practitioners.

Third, there is substantial regional variation in the vul-
nerability categories. Fig. 2 illustrates the number of unique
vulnerability category mentions globally. (SI Appendix, Figs.
S2–S7 illustrate the number of unique vulnerability category
mentions disaggregated by region. SI Appendix, Tables S5–
S9 provide the raw overall and sectoral counts by country).
India leads the world with the most vulnerability categories
(n = 131), with 70% of the mentions under the political
and social categories. Rwanda has more categories (n = 104)
than the leading countries in Europe (Greece has 93 categories);
despite having 50% of the vulnerable categories fall under the
social category, there are zero mentions within the political
category. The naming of specific categories might be politically
motivated where the exclusion of political rights or displacement,
for example, is deliberate. Strikingly, two of the world’s great
powers have almost no mentions of GSB vulnerability categories.
Russia has zero mentions and China only has two. The fact that
Rwanda (an extremely authoritarian country) names many GSB
categories but Russia (a great power) names none underscores
our point about exclusive reliance on named categories.

Fourth, the sheer number of vulnerability categories means
that nearly all research samples will be composed of subjects with
differing types and extent of inherent and situational vulnerability
even when the research is seemingly innocuous. This raises
questions about how to diagnose vulnerability in the presence
of such heterogeneity and then how to make decisions about any
special protections. Should special protections be implemented
based on the modal subject, a large percentage of the subjects, a
single subject, or for society? Can special considerations tractably
protect individuals and communities with heterogeneously dis-
tributed vulnerabilities, and how? Answers to these questions
will likely require considerable discussion but need to take place
rather than simply assuming homogeneity of a sample or ignoring
challenging heterogeneity.

Example categories were never meant to provide the complete
scope of vulnerability considerations. In naming categories, some
ethics standards also name example characteristics. Those include
“increased likelihood of being wronged or of incurring additional
harm” (33), “continually be sought as research subjects” (84),
or “limited decision-making capacity, or limited access to
social goods, such as rights, opportunities, and power” (85).
Characteristics are important because they provide guidance

#As of 31 December 2022 based on the UNHCR https://www.unhcr.org/en-us/figures-at-
a-glance.html. By contrast, the number of refugees in 2012 (42.75 million) was about the
same as it was 20 y earlier in 1992 (45.57 million). Accessed on 30 November 2023.
||In the Americas and the Caribbean, 13% of mentions are political and 1% are economic;
in the EU and Central Asia, 9% of mentions are political and 1% are economic; in Asia and
Pacific, 13% of mentions are political, and 1% are economic; in the Middle East and North
Africa, 12% of mentions are political, and 1% are economic; and in Sub-Saharan Africa,
11% of mentions are political, and 1% are economic.

Fig. 2. Number of Unique Vulnerability Mentions Globally. (Based on docu-
ments from 146 countries of which 107 have general and social/behavioral
guidelines. The scale ranges from zero to 131.)

about how to identify vulnerability outside of a narrowly named
set of categories.

Characteristics. The dynamic and relational nature of vulner-
ability (3) necessitates careful consideration of the relevant
characteristics that underpin a particular category, and whether
those characteristics are present in a given setting (1, 3, 62, 86).
Some vulnerability categories are inherent, such as infancy,
and therefore in need of consideration in most or all research
situations. However, other categories such as pregnancy would
make women vulnerable in the context of a drug trial but not a
survey, and more broadly may be sexist (87).

Characteristics of inherent vulnerabilities center on questions
of whether individuals and/or groups have the freedom or
capacity to consent, are at a suitable development stage, at risk of
undue influence or coercion, have experienced harm that could
be retriggered, experience ongoing illness that could worsen,
have language barriers preventing access to research benefits,
or could acquire new inherent vulnerabilities (e.g., new mental
illness) during the course of a study. Characteristics of situational
vulnerabilities center on questions of whether individuals and/or
groups are susceptible to influence in unequal situations, are more
submissive and tolerant due to cultural norms, are exploitable due
to situations of temporary life-altering circumstances, have been
repeatedly exploited historically, are denied the ability to take
action to safeguard their own interests, are difficult to reach and
cannot access policy/research benefits, or are in environments
with multiple overlapping challenges that compound possible
harms.

Researchers share in the burden of addressing vulnerability to
the extent that research induces new vulnerabilities or exacerbates
preexisting vulnerabilities (85, Article 2.8). The identification
of research-induced vulnerabilities is difficult because it can be
speculative. It entails consideration of whether individuals and/or
groups are exposed to untested or early-stage interventions,
receive interventions with little field consensus, are subject to
always-risky interventions, are frequently/always the target of
certain interventions, are promised potentially unrealistically
high benefits or low costs, have historically been engaged in
unfair or inequitable research, or denied access to possible
research benefits because of the overemphasis of risk. Importantly,
although many have called out field experiments for ethical
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violations, vulnerability could manifest in any research setting,
such as when subjects disclose sensitive information in the
process of an interview or survey, thereby rendering the research
situation vulnerable. (SI Appendix, Table S10 illustrates a number
of characteristics connected to example vulnerability categories,
organized by whether they are inherent, situational, or research-
induced.)

Whether vulnerability is approached through categories or
characteristics, there are both procedural and practical impli-
cations. Most emphasis thus far has been on the application
of “procedural ethics” whereby researchers seek to satisfy a
set of ethical conditions about the proposed research, almost
entirely related to commitments to ethics review boards. A better
approach would address both procedural and practical ethics
over the life cycle of a research project. Taking ethics in practice
seriously means embracing calls for greater reflexive openness
with respect to the entire research engagement (11, 34, 88).

Assessment and Protections

We outline a framework that we abbreviate TAPIR to capture
five key dimensions of addressing vulnerability: Topic, Appraisal,
Protection, Implementation, and Reporting. Notably, we intend
for this framework to be a starting point that provides structure
for broader conceptual and empirical discussions as well as
systematic scientific investigation (32). Table 1 summarizes these
dimensions.

Topic. Researchers have latitude in the questions they ask and the
populations they study. From a scientific perspective, researchers
consider whether a question is answerable. From an ethical
perspective, researchers consider whether a question should be
answered. Preexisting inherent and situational vulnerabilities
could be distributed in many possible ways, and are not them-
selves the responsibility of researchers. The key consideration is
whether proposed research might introduce new vulnerability or
exacerbate existing vulnerabilities.

For research questions that may be ethically questionable,
researchers might consider alternative approaches. Rather than
intervene through the introduction of some treatment, for
example, they might instead identify potentially harmful com-
ponents of existing practices, and study the implications of
removing those components. In a study of court fines, for
example, researchers intervened by removing court fines/fees
(treatment) and compared outcomes to the status quo outcomes
from levying fines/fees (control) to understand the effects on
otherwise marginalized individuals (89). And rather than always
studying conventional populations, which for political science
and economics often means those that are marginalized, they
might examine decidedly powerful and privileged populations,
an approach referred to as “studying up” (90). In a study of
illicit finance, for example, the subjects were for-profit financial
institutions rather than humans (91).

How we decide to focus on a question and when to abandon
one are also important. For example, we may need to draw a
distinction between experiments that manipulate the measure-
ment of beliefs, practices, or experiences (e.g., religious beliefs)
and experiments that manipulate individuals’ actual beliefs or
practices, for while the former may be ethical the latter may
not be. So, it is not only “unethical to administer a treatment
that turns a subject into an apostate who eventually faces death
at the hands of their former religious community,... it [is also]
unethical to administer a treatment that turns a subject into
a democracy activist who eventually faces imprisonment in a

dictatorial regime, even if we believe that spreading democratic
norms is good” (92, 42,57). After selection of a question,
there may be times that researchers need to abort the project
before moving ahead, which Richard Nielsen modeled (92) after
questions were posed to him about the ethics of altering religious
beliefs.

Appraisal. Once a question is selected, researchers should evalu-
ate the extent to which the research might induce vulnerabilities
among anyone affected by the research in any way. Although
research could induce vulnerability where it did not previously
exist, the research might exacerbate preexisting inherent and situ-
ational vulnerabilities for a single individual or a heterogeneously
aggregated set of individuals. To assess this possibility, researchers
should consider how an intervention (or setting) affects individ-
uals and populations from named categories in international and
country-specific standards. Because the categories may not be
exhaustive, researchers should also seek out relevant literature
and data, and critically assess other possible characteristics of
inherent or situational vulnerability that may warrant closer
consideration.

As the technology of research advances at such a quick rate,
appraisal is complicated in various ways. The rapid rise of
recent AI-assisted targeting, for example, raises serious risks of
algorithmic exploitation of those most vulnerable (93–95). That
is, online recruitment platforms relying on poorly understood
algorithms may produce samples with higher-than-average in-
herent and situational vulnerabilities. Researchers may have an
increasingly difficult time assessing preexisting vulnerabilities and
monitoring whether their interventions introduce or exacerbate
vulnerabilities.

Although past research may provide some insight, there will
be uncertainty about the extent of possible research-induced
vulnerability, necessitating exposure assessments with a sample
of those who could be directly or indirectly affected (96). It
is common to pretest instruments or pilot interventions to
ensure scientific credibility, but there is no standard practice
for gauging possible research-induced vulnerability. In a study
that exposed citizens to information about Islamic State of Iraq
and Syria (ISIS) collaboration, the authors present a useful
example of an exposure assessment wherein they conducted
semistructured interviews with Iraqi citizens to anticipate possible
retribution or reconciliation better (97). Where there exists
mixed evidence about possible vulnerability risks, appropriately
designed controlled experiments may be helpful to provide
credible evidence for the execution, adaptation, or cessation of
such studies (32).

Whether basic exposure assessments or more rigorous ex-
perimentation, researchers should document their efforts to
diagnose, track, and report on possible vulnerability, including
proper accounting of their own possible biases (98). This is
broadly consistent with the idea of preregistering one’s “ethical
redlines” (99). To the extent that inherent, situational, or induced
vulnerability does not appear to be an issue, researchers should
document their rationale.

Protections. Relevant protections that account for all three
forms of vulnerability should then be implemented. Despite
its shortcomings, most calls for revision of Belmont emphasize
supplementing rather than supplanting the framework so that it,
among other things, applies more directly to social research (100)
and its provisions extended to societies (10). We thus organize
our discussion around the principles of beneficence, respect for
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Table 1. Guidance before, during, and after the intervention

Topic: Choose research topics/questions with vulnerability in mind.
Questions Choose research questions that will not make subjects or society any worse off than before.
Programs For existing programs potentially wronging people, study effects of removing components.
Studying up Ensure that powerful subjects share in the burdens of research.
Abandoning Set parameters for suspending or abandoning a research topic.

Appraisal: Identify preexisting inherent and situational, and possible research-induced vulnerabilities.
Assessment Assess inherent and situational vulnerabilities based on regulatory categories and background

research.
Exposure Conduct exposure assessment for possible research-induced vulnerabilities.
Experiment Generate rigorous evidence about research-induced vulnerability, if feasible.
Extent Articulate expectations about the form/extent of induced vulnerabilities to align protections.

Protections: Develop and vet procedural protections for vulnerability.
Specific protections Develop protections that may include:

Beneficence Increase direct benefits and maximize indirect distributive benefits.
Beneficence (cont.) Tailor sensitive research interventions to reduce direct risk.
Beneficence (cont.) Provide support services for participants and communities.
Beneficence (cont.) Develop a compensation procedure for research-induced wrongs.
Beneficence (cont.) Broaden poststudy access to interventions with proven effects.
Autonomy Provide accessible and comprehensible consent process outlining unambiguously voluntary

participation.
Autonomy Conduct regular, repeated consent with the same participants.
Autonomy (cont.) Select a consent approach that leans toward participant autonomy rather than product autonomy.
Autonomy (cont.) Engage communities as part of the consent process.
Autonomy (cont.) Implement a fair compensation strategy that is not coercive.
Autonomy (cont.) Include community voices about protections and dissemination.
Autonomy (cont.) Improve feedback/complaint mechanisms through better information and greater accessibility.
Justice Enhance recruitment protocols that prioritize vulnerability in inclusion/exclusion decisions.
Justice (cont.) Identify and address potential participation barriers to maximize inclusion.
Justice (cont.) Select research sites that do no “exoticize” particular cultures/peoples.
Justice (cont.) Obtain community input about the distribution of participants.
Justice (cont.) Oversample potentially vulnerable when the study has implications for that group.
Justice (cont.) Plan/monitor/verify the distributive implications of the research, including burden and benefits.
Justice (cont.) Equitably disseminate research results for improved allocation of future benefits and risks.

Nested incompatibilities Address incompatibilities between researcher and government/NGO partners.
Vetting Share ethics plan with the academic, policy, and societal communities.
Advocates Consider appointing an independent advocate for participants or society.
Documentation Make ethics plan publicly available ahead of implementation.

Implementation: Implement vulnerability protections in practice.
Training Train implementing partners and enumerators on vulnerability assessment and protections.
Monitoring Monitor implementers/enumerators through checks and reports, and consider an independent

monitoring body.
Responsiveness Credibly commit to adapt, suspend, or terminate a program or evaluation, and report adverse events

to IRB.
Privacy Preserve the privacy of participants throughout the data collection period.

Reflection: Reflect, represent, and report on vulnerability over the project’s life-cycle.
Verification Follow up with participants and society to monitor any previously undetected wrongs.
Inclusion Include the voices of the vulnerable by writing about more than the average participant.
Accountability Return to subjects and society and report on findings and ethics implementation.
Policy use Engage with practitioners to encourage responsible policy toward vulnerability.
Confidentiality Ensure confidentiality through data security and take measures beyond simple deidentification.
Comprehensive reporting Report fully on the ethics protocol, including any deviations, and discuss lessons for future.

persons (autonomy), and justice, but take a deliberately broad
perspective that incorporates other insights such as protection of
communities and the admonition to engage with greater reflexive
openness (e.g., 8, 10, 11, 88).

Specific protections for beneficence include the provision of
direct benefits to participants and credible societal benefits dis-
tributed to some degree, tailoring sensitive research interventions
to reduce direct risk (101), the availability of support services for

participants and communities (102), a credible compensation
procedure for research-induced wrongs (103), and poststudy ac-
cess to interventions that have proven effects. Specific protections
for autonomy include an accessible and comprehensible consent
process outlining unambiguously voluntary participation (104),
regular repeated consent with the same participants (105), a
consent approach that leans toward participant autonomy rather
than product autonomy (7), community involvement in the
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consent process (106), a fair compensation strategy that is not
coercive, community voices about protections and dissemination,
and better feedback/complaint mechanisms. Specific protections
for justice include enhanced recruitment protocols that prioritize
vulnerability considerations in inclusion/exclusion decisions,
identification of potential barriers to participation and adaptation
to maximize inclusion, site selection that avoids “exoticizing”
particular peoples and cultures (106), community input about the
distribution of participation, oversampling potentially vulnerable
to ensure proper representation when the study has implications
for that group, planning/monitoring/verifying the distributive
implications of research including its burdens and benefits, and
equitable dissemination of research results for the allocation of
future benefits and risks.

In addition, we must be aware of “nested incompatibilities”
between a researcher’s ethical obligations and that of a part-
nered research entity, whether that is an non-governmental
organization (NGO), intergovernmental organization (IGO), or
government. For instance, although a researcher has to request
consent and stop an interview if a subject requests, a government
official may not have to as long as they do not violate the legal
rights of the individual (7, 107). As a result, the researcher
and partners need to be clear from the outset who “shoulders
moral and legal responsibility for the intervention,” a “sphere of
ethics” principle (7, 98) that helps avoid a passing of the buck
problem.

Once developed, researchers should share their proposed
protections with relevant scholarly and policy communities, as
well as with members or representatives of the study populations.
Whether through formal feedback events or private communica-
tion, a shared discussion about vulnerability protections provides
useful guidance and accountability.

Given professional demands, scholars may have no incentive to
alter research protocols in light of induced wrongs against subject
or society (108). An independent advocate for participants or
society might be necessary, especially for those who are unable
to advocate for their interests, which may then be unjustly
considered (4).

Researchers should document in advance their rationale for
conducting research that could increase vulnerability, their ap-
proach for assessing existing and possibly induced vulnerabilities,
and their proposed protections. This could occur as part of
a preregistration plan or in some other public, prospective
document. Such documentation need not identify the “truth
value” of some diagnosis or prognosis, but rather emphasize
transparency of assessment, a logically connected rationale for
protections, and a clearly defined accountability process even if
self-imposed (109).

To the extent that expected direct research benefits are
high, otherwise nonvulnerable subjects should not necessarily
be prioritized in such a justification. If researchers take active
steps to attempt to reduce vulnerability, they should justify that
those steps are not paternalistic or otherwise poorly motivated,
which also entails thoughtful justification.

Implementation. Protections need to be implemented faithfully
and with commitment not only to the integrity of procedural
commitments but also to appropriate engagement with vulner-
ability that arises in practice (34). Principal investigators should
train implementers and enumerators on both procedural and
practical vulnerability considerations and protections. Even if
lead investigators can competently preserve “all the vulnera-
bilities and proclivities that go along with being human” in

their engagement with others (110, 111), it may be difficult
to pass this on to implementation and research teams with
fidelity.

Given the distance between principal investigators and the
implementers or evaluators, monitoring the implementation of
vulnerability considerations may be difficult. Even if proper
training occurs, monitoring may be difficult to the extent that
previously misdiagnosed inherent vulnerability later manifests
itself (e.g., mental illness becomes more acute) or situational
vulnerability later emerges (e.g., onset of insecurity mid-study).
Researchers may need to specify their approach for appraising
changing vulnerability, similar to procedures for addressing un-
expected research changes (112). A comprehensive vulnerability
monitoring plan should thus include some combination of
implementer/evaluator reporting, independent researcher checks,
and procedures for appraising changes in vulnerability, perhaps
overseen by an independent body (113).

The training and monitoring should provide the basis for de-
cisions to adapt, suspend, or terminate a study, which researchers
should be prepared to do. There are few professional incentives
for a researcher to do this and, by one estimate, precious few
studies ever discontinue (114). If research induces vulnerability in
serious ways, but researchers do not suspend or cease the study, a
logic for adapting the ethical standards needs clear articulation. In
general, social science disciplines need to develop better incentives
and norms to address such ethics implementation challenges
especially when vulnerability is in question.

Throughout a research process, whether or not adaptations are
necessary, privacy of research subjects must be paramount. While
privacy is an important consideration for all research-affected, the
consequences of compromising privacy during research are likely
the most detrimental to those who are vulnerable.

Reflection. At study completion, there should be dedicated
verification that the research did not introduce new vulnerability
or took appropriate steps to address it. Given that research-
induced vulnerabilities may not manifest for some time, the sort
of immediate endline surveys often conducted may not pick
up on possible concerns, necessitating longer-term assessment of
possible negative effects (for a useful example, see 115). Thus,
researchers should verify even if no suspicions were raised earlier
and even if a study has global positive effects, as some individuals
could nonetheless be wronged in severe ways (103).

Social scientists typically report modal effects, encoded as some
form of mean-value statistics, which may depersonalize research
effects. The implications for empirical questions are a separate
consideration. From an ethics perspective, even though there may
be few incentives to highlight vulnerable voices, it may be most
important for them. If some individuals and groups stake more
on their participation than most, then their voices should emerge
even if they are a decided minority of a research sample.

Given that the costs and benefits of research participation may
be most pronounced in cases of vulnerability, researchers should
return and report on scientific findings that may be the basis for
community action or public policy changes. Engagement with
the individuals and communities that participated in research is
broadly in line with the useful advice to give back to communities
that participate in our research, especially when they may not be
informed ahead of time (116). If scientific findings might result in
negative policy or behavior, decisions to return and disseminate
should carefully consider and appropriately justify the rationale,
giving special care not to reach these decisions for paternalistic
reasons.
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Related, in reporting to policymakers and practitioners, re-
searchers should acknowledge that they only have partial control
over use and take care to encourage (and monitor) responsible
use of data and findings (109) that might be misappropriated
for political gains. For programs with demonstrable benefits,
researchers may need to encourage inclusion of vulnerable indi-
viduals and groups. For programs with pronounced distributive
effects, researchers may need to encourage cautious, targeted
engagement that promotes benefits and avoids risks.

As with privacy during research, data confidentiality is essential
for those who are vulnerable or may have been rendered
vulnerable in a research study. Beyond standard deidentification
of data, researchers should ensure that aggregating across data
characteristics cannot result in inferred identification that could
make those participants vulnerable to human or algorithmic
exploitation.

In poststudy reports, scholars should comprehensively discuss
vulnerability as a matter of course. If increases in vulnerability
were considered unlikely, and verified after the fact, then any
such discussion would be brief. If benefits were promised, were
they delivered as planned? If risks were meant to be avoided,
were they? At minimum, researchers should plan ahead, monitor
throughout, and then report afterward. Such reporting would
explain adherence to (or deviations from) the protections plan
during implementation.

Making Progress: Stakeholders, Incentives, and
Norms

Thus far we have discussed vulnerability assessment and protec-
tion from the perspective of the researcher. Because few incentives
exist for self-monitoring and self-reporting, and because biases
may shape approaches with even the best intentions, a broader
set of stakeholders needs to engage vulnerability. We expect
that progress will only be achieved as stakeholders establish
institutional incentives and at the same time develop stronger
norms for ethics, including vulnerability. We consider seven other
stakeholder groups–ethics boards, associations/editors/reviewers,
research/policy communities, implementers, enumerators, fun-
ders, and society—and offer initial ideas about possible incentives
and norms that they should consider. Of course, the feasibility
of instituting such incentives and developing stronger norms
varies considerably and will surely require substantial discussion
and reflection. Moreover, as incentives and norms develop, they
should be examined critically to maximize progress and minimize
unnecessary practices. (SI Appendix, Table S11 summarizes the
stakeholders and key responsibilities.)

University and local ethics boards should shift the focus of
vulnerability to the research setting, asking how research might
induce vulnerability for anyone, and then address whether the
research exacerbates inherent or situational vulnerabilities. As
part of this, ethics boards should incorporate the broader set of
international and country-specific vulnerability categories into
their reviews. They should also develop better mechanisms to
engage experts in specific research topics or regions in order to
understand the characteristics of vulnerability that may apply
beyond named categories, especially to the extent that those
countries do not have their own institutional review boards (117).
Although more in-depth review would increase demands on both
ethics boards and researchers, these substantive considerations
would likely be far more beneficial to research than satisfying
otherwise thin legal standards (118).

Professional associations set policies for their members, confer-
ences, and journals and vulnerability considerations should begin
at that level. Editors and reviewers now give greater attention to
preregistration, preanalysis plans, replication, and other scientific
transparency concerns, but this shift has not “been accompanied
by similar consternation about the injuries too often directly
done in intervention-based research” (119). Editors should
require advanced disclosure of TAPIR considerations as well as
discussion in published articles or SI Appendix. Reviewers should
also comment more on research-induced vulnerability as a core
ethics challenge and include it in their evaluations of manuscripts.
Some editors raise concerns about the costs of monitoring ethics
and the (lack of) qualifications to make informed assessments
(120). Here, professional associations could do more to set
priorities, provide resources, and ensure implementation of
ethical practice. In the absence of a defined, resourced mandate
from associations, journal editors might begin by requiring
some/any discussion judged for its inclusion rather than content.
They could also consider steps short of a requirement, such as
badges for studies that satisfy certain reporting inclusion criteria.
As more training and expertise emerge, ethics consideration could
increasingly be assessed for content. Here, small incentives could
be used to motivate scholars to engage collectively in the longer-
term development of stronger norms.

Researcher and policy communities should create forums for
discussion of vulnerability in research. Such approaches could
include moderated confidential forums for scholars who are
(perhaps rightfully) sensitive about being called out as unethical.
Communities could do more to proactively highlight and reward
positive ethics practices, though accountability processes should
also be developed concurrently. Although community discussions
will be essential for educating established researchers, graduate
students should be exposed to ethics more systematically as
part of their education (121). Finally, the research and policy
communities may consider the creation of public spaces for
posting ethics plans, something similar to the spaces available
for posting preregistration and preanalysis plans.

Implementing partners play a key role in much intervention-
based research and interface most directly with participants and
communities. To the extent that researchers and implementers
are not aligned, regardless of which engages vulnerability most di-
rectly, they should develop a written understanding or agreement
outlining how vulnerability will be assessed and protected over
the cycle of the study (7, 8). There has long been a practice that
if governments or other implementers plan to carry out a project,
then social scientists may evaluate even if ethically questionable
so long as some key steps are taken. We add that a vulnerability
TAPIR process should be part of those considerations, and that
researchers should report comprehensively about the researcher-
implementer relationship and ethics approaches. An evaluation
of a military policing program in Colombia that had almost
uniformly negative impacts, for example, was premised on this
rationale (122) though did not address vulnerability. A more
transparent discussion would have at least provided guidance
for future researcher-implementer relations in such a precarious
security setting.

Enumerators are typically trained in survey methodology, but
may not be trained in ethics, especially in how to identify
research-induced vulnerability, which may be subtle. In some
contexts, enumerators are blinded to aspects of a research
design, which is helpful in preventing the introduction of
bias into the findings. But by not understanding the research
context fully, enumerators may have a harder time identifying
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vulnerabilities, suggesting that there could be some perceived
tension in meeting both scientific and ethical obligations. We
are not aware of systematic research investigating the possible
tension, but at least some evidence suggests that enumerators can
be effectively trained in implementing research ethics (123). As
AI has taken off in the era of large-language models, researchers
and survey firms are increasingly turning to AI to carry out
surveys and even interviews. This raises questions about whether
AI enumerators inadvertently increase vulnerability, possibly
decrease vulnerability, or whether they can even detect it in the
first place.

Funders should require recipients to include ethics reflection
in proposals, designs, and final reports with due attention to
vulnerability assessment and protections. Researchers at Stanford
successfully executed an Ethics and Society Review (ESR) process
in partnership with an artificial intelligence research grant
program, which required robust ethics engagement from the
grant application process through the end of the research life cycle
(93). Some funders, such as the International Initiative for Impact
Evaluation (3ie), require that grant recipients preregister their
work as a matter of course, and could add an ESR component to
these requirements.

Society should create input and accountability mechanisms
that highlight both ethically exemplary research as well as ethically
problematic research. For our purposes, such mechanisms would
ideally include vulnerability as a central dimension. Society could
also do more to create mechanisms for benefiting from social
science research. The Cochrane Library, for example, has served
as a clearinghouse for medical information, but there is no
credible social science analogue to this. Journalists could also
publicize with greater consistency questionable research ethics.

Conclusion and Moving Forward

Consideration of research ethics is on the rise in social science
(e.g., 6, 10, 103), which is an unequivocally positive devel-
opment. And yet scholars rarely include explicit attention to
vulnerability in their studies and it rarely appears in broader
surveys of what scholars find important (124, 125).** Although
recent disciplinary principles and guidelines typically mention
vulnerability, they do so with similar ambiguity as standards
that originated in medicine and health. That is, they call for
special consideration of vulnerable populations but fail to define
it or offer concrete approaches for addressing it. The most
common thread in recent critiques is the improvement of consent
(7, 8, 124). Conventional consent-based approaches assume a lot
about participant autonomy (86, 126) and may apply poorly to
communal cultures such as Native Americans (127).

Given that vulnerability can be inherent, situational, and
induced, its applicability will vary by research area. Improvement
will rely on collective efforts to assess vulnerability, implement
protections, and then reflect in research reports in order to
spur broader discussion about robust approaches. Our practical

**We coded a sample of 121 preanalysis plans from the Evidence in Governance
and Politics registry and found almost no mention of vulnerability and little special
consideration of vulnerable populations, despite a large share studying populations with
at least some vulnerability designation. Of the 121 preanalysis plans we coded, only 10 of
them mentioned vulnerability, and only seven of those discussed any protections. Based
on the vulnerability categories discussed below, it appears that at minimum 35 of the
preanalysis plans have subjects with some inherent or situational vulnerabilities even
though they do not mention vulnerability at all. Preanalysis plans are not dedicated ethics
documents but represent one of the only prospective documents that most researchers
make available. Still, the coding exercise was not random and represents only a small
proportion of preanalysis plans and could therefore be idiosyncratic. That said, we are
skeptical that a larger coding would reveal substantially different conclusions.

aspiration is that all studies include even a brief discussion
of ethics in their reports (128) with explicit reference to
their vulnerability assessment and protections. Several recent
studies conducted research with highly vulnerable populations
and provide instructive examples of ethics and vulnerability
discussions (78, 129). In some specific research areas like conflict
and discrimination, researchers have had already advanced some
productive ethics dialog that, in part, addresses vulnerability
(69, 130–135). The Advancing Research on Conflict Consor-
tium, for example, now provides training and a collaborative
community for purposes of improved ethics consideration. The
reach of this discussion is increasing but still in its earliest stages,
and it is likely that many researchers still embark on fieldwork in
conflict regions because they are attractive tourist or voyeuristic
destinations (10, 136).

Future research on vulnerability might address a number
of issues that we have raised. First, ethics guidelines have not
been subject to much systematic testing and should ideally be
investigated systematically. This does not mean jettisoning a
rich tradition of philosophical and ethical engagement, but it
does mean identifying key testable implications that should hold
up to some empirical scrutiny. Second, our expanded set of
vulnerability categories usefully incorporates globally relevant
vulnerability considerations that should be taken seriously. The
country-specific categories could be the product of political
dynamics, which would be usefully unpacked for a better
understanding of how to apply local considerations. Third, with
the increase in collaborative research between academics and
practitioners, it will be important to develop guidelines on how
to determine responsibility as well as whose ethical principles
are being followed and why, all before a study commences (7).
Fourth, more work needs to be done to help scholars navigate
the complex decisions about when to “call it quits” on a research
project if ethical issues arise after the research has commenced,
something especially consequential for junior scholars. Finally,
as AI is increasingly used for targeting and enumeration, the
role of AI in inducing or exacerbating vulnerability will require
dedicated attention.

We reiterate that a “vulnerability flag” should not trigger a
halt to research or necessarily exclude anyone inherently or situ-
ationally vulnerable. Exclusion based on inherent or situational
vulnerability risks the unfair paternalistic denial of any research
benefits. And inclusion may mitigate the “distortionary effects
of erasure (observation and sample selection bias), ignorance
(omitted variable bias), and misrepresentation (measurement
bias),” which are critical to the conduct of credible research (137,
45). It is thus important that we include vulnerable individuals
and societies in research, but with much greater reflexive openness
(34, 138). Lee Ann Fujii encapsulated our most fundamental
commitment to the vulnerable among us: “When conducting
research with human beings, we must remind ourselves that
to enter another’s world as a researcher is a privilege, not a
right. Wrestling with ethical dilemmas is the price we pay for
the privileges we enjoy” (132, 722).

Data, Materials, and Software Availability. Replication files data have been
deposited in Dataverse (https://doi.org/10.7910/DVN/FC5IPF) (139).
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