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“...Do not pursue the past and do not lose yourself in the future.
The past is no more. The future is yet to come.
Life is here and now...”

— Buddha
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Summary

This thesis contains three chapters that endeavour to provide valuable insights into the
importance of endogenous technology on growth.

Chapter 1 studies a Real Business Cycle model that focuses on two regions - the tech-
nology creation and the technology adoption regions. The model examines the effect
of technology creation or R&D shocks on the economic growth of different regions, and
how macroeconomic variables respond to the shock. Positive technology shocks create
new technologies and boost output growth. Adopting technologies from one region can
benefit another region’s economy. However, since the shock is temporary, variables will
eventually converge to their steady states.

Chapter 2 describes a New Keynesian DSGE model that analyses the interaction be-
tween monetary policy and economic variables’ volatility. The model suggests that mon-
etary policy can impact one region and other regions through various channels, such as
the technology adoption channel. The study recommends that monetary authorities
in developing regions monitor this channel to support growth and stabilise economic
volatility. The policy in advanced regions can also impact entrepreneurs in developing
regions through the technology adoption channel, and firm owners should understand
the effect of this and other transmission channels to manage their businesses smoothly
in the long run.

Chapter 3 highlights the empirical importance of R&D and technology transfer in driving
economic growth and boosting productivity. The study demonstrates that R&D is essen-
tial for productivity growth as it promotes innovation and facilitates technology transfer,
especially in developing countries that need to catch up on technological advancements.
Productivity can also increase through international trade and human capital. Interna-
tional trade can bring new markets, technologies, and resources, while human capital is
essential for a country’s growth and development. These findings emphasise the need to
invest in technology transfer and innovation to boost economic growth.
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Chapter 1

The Role of R&D as the Driving Force
of Economic Growth

Within the first chapter of this study, a Real Business Cycle (RBC) model is introduced,
which presents two distinct regions - one centred around technology creation and the
other on technology adoption. The model takes into account households with both skilled
and unskilled labour and includes an endogenous technology mechanism as a means of
capturing economic growth within these regions. The study’s main finding indicates
that the region that depended on R&D experienced a more significant economic growth
rate than the adoption-focused region in response to positive technology R&D shock.
The study, therefore, suggests that authorities should increase funding for skilled labour
and R&D in both regions. Furthermore, the region with the technology adoption section
should aim to improve its R&D capacity in order to keep pace with the rapid economic
growth experienced by its technology-creating counterpart.

1.1 Introduction

One of the most important mechanisms of market competition is technological creation
which produces differentiated commodities with the highest productivity efficiency of
firms. If the force for technology creation has raised the competition across firms, regions,
and countries, its net effect is significantly agreed as a determination of productivity.
The aggregate impact of technological creation could be observed in an economy’s gross
domestic product (GDP) in terms of its total annual outputs. For example, the GDP
per capita for the world, developed countries, and developing countries from 1999 to
2019 in U.S. dollars have steadily increased. Developed countries have a much higher
level of GDP per capita when compared to the GDP per capita of developing countries
and the overall world GDP. This indicates a significant disparity in economic prosperity
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between developed and developing nations (USDA Economic Research Service, 2021).
However, the different levels of economic growth could not be accounted for only by the
GDP, labour, and capital stocks.

Several studies conducted by the National Bureau of Economic Research, like the ones
by Alston and Pardey (2020) and Klenow and Li (2021), have shown that technological
innovation is a critical factor in the growth of outputs, even with a given quantity of
labour and capital stocks. Figure 1.1 illustrates the total factor productivity (TFP)
levels of selected developed and developing countries from 1960 to 2018 at a constant
purchasing power parity (PPP) rate. The chart indicates significant improvements in
TFP levels over time for developed countries such as Germany, Japan, the Republic of
Korea or South Korea, and the United Kingdom. In contrast, developing countries like
the People’s Republic of China, India, Indonesia, and Thailand have seen only a slight
improvement in their TFP levels. This disparity in TFP levels is closely tied to economic
growth, national income, and people’s welfare.

The aggregate impact of technological creation on productivity can be seen in an econ-
omy’s GDP. The GDP is a critical indicator of a country’s economic growth, national
income, and the standard of living of its citizens. The increase in GDP per capita
worldwide reflects the positive impact of technological innovation on people’s welfare.
The levels of economic growth, national income, and people’s welfare vary significantly
between developed and developing countries. Various factors influence the economic
growth levels of different countries. Among these factors, institutional quality, human
capital, and investment in research and development (R&D) are particularly significant.
The presence of robust institutions that support economic activity, a well-educated and
skilled workforce, and a culture of innovation, are all crucial elements that contribute to
economic growth. These factors are especially important in developing countries, where
they can stimulate rapid economic development.

Hence, technological innovation is a crucial factor that drives competition in the market
and boosts productivity levels. It has contributed significantly to the growth of an
economy’s GDP, which has led to an increase in people’s living standards worldwide.
The impact of technological innovation on economic development, national income, and
people’s welfare varies significantly between developed and developing countries.

The UNESCO Institute for Statistics (UIS) is accountable for collecting detailed infor-
mation on the spending patterns of every country’s research and development (R&D).
In general, developed countries tend to invest considerably more in R&D activities than
their developing counterparts. This is due to various factors, including access to fund-
ing, government support, and the availability of highly skilled researchers. The UIS data
shows that this divide between developed and developing countries continues to widen,
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Figure 1.1: TFP Level at Current PPPs - tracks Total Factor Productivity (TFP)
levels at constant Purchasing Power Parity (PPP) rates for one country relative to the

US in terms of the prices.

Source: Penn World Table, University of Groningen (https://febpwt.webhosting.rug.nl, accessed March 31,2022)

which could have long-term implications for global innovation and scientific progress.
This investment in R&D enhances the capacity and contributes to the economic growth
of developed countries, as they benefit from the gains as a part of their national income
and welfare. Developed countries are often at the forefront of innovation while develop-
ing countries adopt new technologies at a rapid pace. The investment in R&D should
be directly proportional to the number of skilled workers, which often highlights the gap
between developed and developing countries.

Figure 1.2 presents a comprehensive analysis of the total R&D personnel per thou-
sand total employment (FTE) in five developed countries, namely Japan, Germany, the
United Kingdom, Canada, and the Republic of Korea, and five developing countries,
including Brazil, the People’s Republic of China, India, Indonesia, and Thailand. The
data reveals that developed countries have a significantly higher number of R&D person-
nel compared to developing countries. For instance, Canada ranks first among countries
with the highest number of R&D personnel per thousand total employment at 18.59.
Germany comes in second place with 16.74, followed by Japan at 14.68, and the United
Kingdom at 14.15. In contrast, developing countries have significantly lower numbers
of R&D personnel, except for the Republic of Korea, which has a high performance in
developing. The People’s Republic of China has the highest number of R&D personnel
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among developing countries at 5.70, followed by Thailand at 3.63, Brazil at 3.39, India
at 1.20, and Indonesia at 0.61.

The data shows that the gap in R&D personnel between developed and developing
countries is a significant cause of the knowledge gap between the two. The need for R&D
personnel in developing countries significantly affects innovation and productivity, which
ultimately impacts economic growth. It is crucial for developing countries to allocate
resources towards R&D personnel in order to narrow the gap between themselves and the
advanced economies and to stimulate innovation. Failing to do so would mean risking a
fall behind and losing the potential for sustained growth and prosperity.

Figure 1.2: Total R&D personnel per thousand total employment (FTE).

Source: the UNESCO Institute for Statistics (UIS) (http://data.uis.unesco.org, accessed March 06,2022)

This study aims to explore the impact of technology on productivity and economic
growth, drawing on the works of Krugman (1991) and Acemoǧlu (2007). Both authors
have discussed the role of technology in the production process and its impact on en-
dogenous productivity. While other recent literature suggests that technology should
be considered as an external factor, recent innovations, such as machines used in the
agricultural and manufacturing sectors, have become complementary to these processes,
making technological creation and innovation essential for economic growth and produc-
tivity.

To achieve this goal, this study will draw on the theoretical framework of Anzoategui et
al. (2019), which asserts that technological creation is key for production dynamics and
growth by the assumption of a New Keynesian dynamic stochastic general equilibrium
(DSGE) model. Galí (1999) and Smets and Wouters (2003) have also explored endoge-
nous shocks that can affect economic growth and fluctuations. They have demonstrated
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that endogenous shocks have a significant impact on the economy, and understanding
them is crucial for policymakers. While Kolasa (2009), Galí (2014), and Kollmann et
al. (2016) have studied how exogenous shocks and volatility factors in monetary terms
impact economies in a two-country DSGE model, there are also various studies on en-
dogenous dynamics and their transmission between two countries through the lens of the
New Keynesian model as in Lubik and Schorfheide (2005) and Jang and Okano (2013).

This study is particularly relevant to economic policy and the outcome of variable shocks,
and will based on some of above literature model construction and methodology. The
study will focus on the endogenous dynamics and transmission of technological shocks
between two countries through the Real Business Cycle (RBC) model. In addition, this
study will analyse the effects of these shocks on economic growth, productivity, and
fluctuations. By doing so, this study aims to contribute to the themes of endogenous
technology as a key driver of growth and its determination.

It is widely acknowledged that technological innovation plays an important role in driv-
ing economic growth. However, the creation and impact of technology are complicated
topics that require careful examination. There has been extensive research on the role
of technology and its impact on production, which underlines the significant role of
technological innovation in driving economic growth. For example, Acemoǧlu (2003)
and Caselli and Coleman II (2006) analysed the impact on the marginal productivity of
capital and labour. Their insightful analysis shed light on the key drivers of economic
growth and highlighted the significant role that technological progress can play in en-
hancing productivity and output. Other studies by Aghion and Howitt (1990), Romer
(1996), and Acemoǧlu (2002) have explored the relationship between productivity and
endogenous technological response. Regarding endogenous technological change, those
study indicates that it can significantly increase the marginal product of production,
leading to biased marginal results. In addition, Acemoǧlu (2010), Acemoǧlu and Autor
(2011), and Gancia et al. (2013) have examined the role of technological adoption as
a substitution between technology and labour, with endogenous technological change is
biased toward skilled labour and significantly affecting output growth.

On the other hand, Aghion and Howitt (2017) introduced innovation as a process of
creative destruction that stimulates the marginal product of capital, determining the
long-term growth rate. They noted that innovation plays a critical role in economic
growth by driving creative destruction, which stimulates the marginal product of capital.
Therefore, these studies underscore the pivotal part played by technological innovation
in economic growth. By exploring the mechanisms of technology and its impact on
production, focusing on these matters advances our understanding of how innovation
drives economic growth and development.
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Figure 1.3: Overview Theoretical Framework

Source: Extended framework based on theoretical study of Gancia et al. (2013) and Anzoategui et al. (2019)

This study delves into the creation of advanced technological systems through the process
of R&D and the adoption of pre-existing technologies in a closed economic system. We
focus on two regions that are identical and symmetrical in almost every aspect except
for their methods of technological creation or adoption; see Figure 1.3 as the overview
theoretical framework. The region which creates technology with R&D section is referred
to as region R, while the region which adopts the technologies of region R is named
region A. This study also takes into account the two types of households that exist
in the economy: skilled and unskilled. Skilled households are responsible for providing
their labour force to work in the technology sector and produce intermediate goods. In
contrast, unskilled households work in the manufacturing sector to produce the final
goods. This study uses an RBC model with heterogeneous households, allowing for
additional analysis of the effects of the endogenous mechanism on the economy based on
the theoretical framework of Gancia et al. (2013) and Anzoategui et al. (2019) to answer
the questions of how does an economy perform under technology adoption in developing
countries compared to technology creation in an advanced economy, how does economic
growth respond to technology shock, and how much of economic adjustment does the
endogenous mechanism account.

The structure of this study is as follows: Section 1.2 outlines a RBC model that takes into
account households with distinct characteristics while incorporating diverse technology
mechanisms within each region. Section 1.3 presents the estimation results and interprets
the transmission of technology shocks on aggregate variables across both regions. The
study concludes in Section 1.4, where the study also discusses potential avenues for
further research.
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1.2 The Model

This section discusses a model that combines a directed technical change framework
developed by Gancia et al. (2013) and non-standard endogenous productivity and skilled
labour features as proposed by Anzoategui et al. (2019). The main attribute of this
model is the concept of endogenous productivity, which is performed through technology
creation in two symmetric regions. The first region, called region R, represents the
area where technology is created through research and development (R&D). The second
region, region A, represents the area where technology is adopted.

This model assumes a closed economy and is based on Krugman’s assumption (Krug-
man, 1991) with two productive sectors: manufacturing and technology creation. The
manufacturing sector produces goods and services, while the technology creation sector
is responsible for R&D and adopting new technology. Additionally, the model features
two types of labour: unskilled and skilled. Unskilled labour is used in manufacturing,
while skilled labour is employed in technology creation. These labour types are not
allowed to move or migrate across regions.

1.2.1 Households

In each regionA andR of two closed economy, there is a representative household for each
skill level. These households contribute to the economy by supplying unskilled labour
to good producers and skilled labour to the technology sector. As a result, they receive
wages that are related to their respective types of labour. Each household possesses
unique characteristics determining their lifetime utility for unskilled and skilled labour.

The current period utility of unskilled households is a function of their consumption
CUi,t and unskilled type of labour NUi,t given by

U(CUi,t, NUi,t) = logCUi,t + χUi log(1 −NUi,t) ,

where i stands for region in which i ∈ {R,A} and χUi denotes the unskilled labour
weights in utility.

The representative unskilled household encounters with their utility maximisation prob-
lem,

max
CUi,t,NUi,t

Et

∞∑
t=0

βt
Ui[U(CUi,t, NUi,t)] ,
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subject to their budget and borrowing constraints,

CUi,t +Ri,t−1Bi,t−1 = Bi,t +WUi,tNUi,t ,

(Ri,t − 1 + νi)Bi,t ≤ ψiWUi,tNUi,t ,

where βUi,t is a borrowers’ discount factor for the representative unskilled household in
each region i. The term Ri,t−1Bi,t−1 is the amount of paying back money with interest
rate Ri,t−1 in period t − 1, Bi,t is borrowed money, and WUi,t is a wage of unskilled
labour. In addition, a parameter νi is debt cost parameter and ψi is the exogenous
payment-to-income (PTI) ratio.

Then, the maximisation problem can be rewritten as Lagrangian function as follows:

max
CUi,t,NUi,t

Et

∞∑
t=0
βt

Ui{logCUi,t + χUi log(1 −NUi,t)

+ ΛUi,t[Bi,t +WUi,tNUi,t − CUi,t −Ri,t−1Bi,t−1]

+ ΛUi,tµUi,t[ψiWUi,tNUi,t − (Ri,t − 1 + νi)Bi,t]} ,

where ΛUi,t is an unskilled labour’s shadow price of budget and µUi,t is an unskilled
labour’s shadow value of borrowing.

The optimality conditions for consumption of unskilled labour, the amount of unskilled
labour, and borrowing are given by

CUi,t : ΛUi,t = 1
CUi,t

, (1.1)

NUi,t : (1 + ψiµUi,t)WUi,tΛUi,t = χUi

1 −NUi,t
, (1.2)

Bi,t : βUiEt
ΛUi,t+1
ΛUi,t

Ri,t + µUi,t(Ri,t − 1 + νi) = 1 (1.3)

respectively.

In addition, the current period utility of skilled households is a function of their
consumption CSi,t and skilled type of labour NSi,t of the following form:

U(CSi,t, NSi,t) = logCSi,t + χSi log(1 −NSi,t) ,

where χSi denotes the skilled labour weights in utility.

The representative skilled households encounter the following maximisation problem,

max
CSi,t,NSi,t

Et

∞∑
t=0

βt
Si[U(CSi,t, NSi,t)] ,



9

subject to their budget constraint,

CSi,t +Bi,t = Ri,t−1Bi,t−1 +WSi,tNSi,t ,

where βSi,t is a savers’ discount factor for the representative skilled household in each
region i, Bi,t is the amount of loans in period t, Ri,t−1Bi,t−1 is paying back money from
the loans in period t with interest, Ri,t−1, and WSi,t is a wage of skilled labour.

Then, the maximisation problem for skilled households can be rewritten as Lagrangian
function as follows

max
CSi,t,NSi,t

Et

∞∑
t=0
βt

Si{logCSi,t + χSi log(1 −NSi,t)

+ ΛSi,t[Ri,t−1Bi,t−1 +WSi,tNSi,t − CSi,t −Bi,t]} ,

where ΛSi,t is a skilled labour’s shadow price of budget.

The optimality conditions for consumption of skilled labour, the amount of skilled labour,
and the loans are given by

CSi,t : ΛSi,t = 1
CSi,t

, (1.4)

NSi,t : ΛSi,tWSi,t = χSi

1 −NSi,t
, (1.5)

Bi,t : βSiEt
ΛSi,t+1
ΛSi,t

Ri,t = 1 (1.6)

respectively.

1.2.2 Firms

In each region a final good is produced by combining the manufacturing and the tech-
nology creation sectors. In region R, technology creation is produced through R&D,
which requires skilled labour to work towards developing new technologies. In addition,
region A requires skilled labour to adopt existing technology. Therefore, there is a need
for skilled labour to work in both regions for the successful creation and adoption of
technology.

The representative and competitive final good production for region R can be written
as follows:

YR,t =
[∫ Tt

0
(yj

R,t)
1

σR dj

]σR

, σR > 1 ,
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where YR,t is the numeric good with price PR,t = 1, Tt denotes a stock of created
technology, and σR stands for the final goods mark up in region R. The term yj

R,t

represents the amount of variety goods j and the demand for variety j ∈ [0, Tt] follows
from the profit maximisation problem is as follows:

max
yj

R,t≥0

[∫ Tt

0
(yj

R,t)
1

σR dj

]σR

−
∫ Tt

0
(pj

R,ty
j
R,t)dj ,

which yields the inverse demand function which follows from the optimality condition
for output:

yj
R,t : σR

[∫ Tt

0
(yj

R,t)
1

σR dj

]σR−1 1
σR

(yj
R,t)

1
σR

−1 − pj
R,t = 0

pj
R,t =

[∫ Tt

0
(yj

R,t)
1

σR dj

]σR−1

(yj
R,t)

1
σR

−1

=

[∫ Tt
0 (yj

R,t)
1

σR dj

]σR

∫ Tt
0 (yj

R,t)
1

σR dj
(yj

R,t)
1

σR
−1

= YR,t

(YR,t)
1

σR

(yj
R,t)

1
σR

−1

= 1

(YR,t)
1

σR
−1

(yj
R,t)

1
σR

−1

∴ pj
R,t =

 yj
R,t

YR,t

 1
σR

−1

≡ pj
R,t(y

j
R,t) , (1.7)

where pj
R,t also denotes a price level of variety goods j in region R.

Monopolistic intermediate good production of variety j ∈ [0, Tt] can be described as

yj
R,t = N j

UR,t . (1.8)

Intermediate good producers demand unskilled labour to maximise their profits

max
Nj

UR,t

pj
R,t(y

j
R,t) · yj

R,t −WUR,tN
j
UR,t ≡ max

Nj
UR,t

 yj
R,t

YR,t

 1
σR

−1

· yj
R,t −WUR,tN

j
UR,t

≡ max
Nj

UR,t

N j
UR,t

YR,t

 1
σR

−1

·N j
UR,t −WUR,tN

j
UR,t

≡ max
Nj

UR,t

(N j
UR,t)

1
σR

(YR,t)
1

σR
−1

−WUR,tN
j
UR,t .
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The optimality condition for unskilled labour is given by

1
σR

(
NUR,t

YR,t

) 1
σR

−1

−WUR,t = 0

WUR,t = 1
σR

(
NUR,t

YR,t

) 1
σR

−1

= 1
σR

 yj
R,t

YR,t

 1
σR

−1

∴WUR,t = 1
σR

pj
R,t . (1.9)

However, the wages of unskilled workers are lowered because a value of σR is assumed
to be greater than one, which causes 1/σR to be less than one, relative to a competitive
economy. The producer of variety j therefore makes a profit:

πj
R,t = pj

R,t(y
j
R,t) · yj

R,t −WUR,tN
j
UR,t

= pj
R,ty

j
R,t − 1

σR
pj

R,ty
j
R,t

∴ πj
R,t =

(
1 − 1

σR

)
pj

R,ty
j
R,t . (1.10)

Note that the final good production can be expressed as

YR,t =
[∫ Tt

0
(N j

UR,t)
1

σR dj

]σR

=
[∫ Tt

0

(
NUR,t

Tt

) 1
σR
dj

]σR

= NUR,t

Tt

[∫ Tt

0
(1)dj

]σR

= NUR,t

Tt
T σR

t

∴ YR,t = T σR−1
t NUR,t ,

where the aggregate unskilled labour demand N j
UR,t = NUR,t/Tt.
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We apply the above final good production to rewrite the inverse demand function,

pj
R,t =

 yj
R,t

YR,t

 1
σR

−1

=

 N j
UR,t

T σR−1
t NUR,t

 1
σR

−1

=
( 1
T σR

t

) 1
σR

−1

∴ pj
R,t = T σR−1

t .

Therefore, the profit function of the representative and competitive final good production
can be written as

πR,t =
(

1 − 1
σR

)
pR,tyR,t

=
(

1 − 1
σR

)
T σR−1

t

NUR,t

Tt

∴ πR,t =
(

1 − 1
σR

)
T σR−2

t NUR,t . (1.11)

These are similar for region A where the representative and competitive final good
production for region A can be written as

YA,t =
[∫ At

0
(yj

A,t)
1

σA dj

]σA

, σA > 1 ,

where YA,t is the numeric good with price PA,t = 1, At denotes a stock of adopted
technology, and σA stands for the final goods mark up in region A. A term yj

A,t represents
the amount of variety goods j and the demand for variety j ∈ [0, At] follows from the
profit maximisation problem is the following:

max
yj

A,t≥0

[∫ At

0
(yj

A,t)
1

σA dj

]σA

−
∫ At

0
(pj

A,ty
j
A,t)dj ,

which also yields the inverse demand function which follows from the optimality condi-
tion for output:

pj
A,t =

 yj
A,t

YA,t

 1
σA

−1

≡ pj
A,t(y

j
A,t) , (1.12)

where pj
A,t also denotes a price level of variety goods j in region A.
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Since, the profit of competitive market is normal profit, πA,t = 0, then

PA,tYA,t =
∫ At

0
(pj

A,ty
j
A,t)dj .

Monopolistic intermediate good production of variety j ∈ [0, At] can be described as

yj
A,t = N j

UA,t .

Intermediate good producers demand unskilled labour to maximise their profits

max
Nj

UA,t

pj
A,t(y

j
A,t) · yj

A,t −WUA,tN
j
UA,t ⇒ max

Nj
UA,t

(N j
UA,t)

1
σA

(YA,t)
1

σA
−1

−WUA,tN
j
UA,t .

The optimality condition for unskilled labour is given by

WUA,t = 1
σA

pj
A,t . (1.13)

Because 1/σA is less than 1, then the unskilled wages are marked down relative to a
competitive economy. The production of variety j therefore makes a profit:

πj
A,t =

(
1 − 1

σA

)
pj

A,ty
j
A,t .

Hence, the final good production function for the representative and competitive final
good production in region A can be derived as

YA,t =
[∫ At

0
(N j

UA,t)
1

σA dj

]σA

=
[∫ At

0

(
NUA,t

At

) 1
σA
dj

]σA

= NUA,t

At

[∫ At

0
(1)dj

]σA

∴ YA,t = AσA−1
t NUA,t ,

where the aggregate unskilled labour demand N j
UA,t = NUA,t/At.
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Applying the final good function to rewrite the inverse demand function as follows:

pj
A,t =

 yj
A,t

YA,t

 1
σA

−1

=

 N j
UA,t

AσA−1
t NUA,t

 1
σA

−1

=
( 1
AσA

t

) 1
σA

−1

pj
A,t = AσA−1

t .

Therefore, the profit function of the representative and competitive final good production
can be written as

πA,t =
(

1 − 1
σA

)
pA,tyA,t

=
(

1 − 1
σA

)
AσA−1

t

NUA,t

At

∴ πA,t =
(

1 − 1
σA

)
AσA−2

t NUA,t . (1.14)

1.2.3 Technology creators in region R

As mention previously, a final good is produced by combining the manufacturing and
also the technology creation sectors. Specifically, in region R, the innovator (technology
creator) produces new technologies through research and development (R&D), while the
technology adopter (another type of technology creator) produces by adopting existing
technologies in the region A. To develop new technologies, firms in the region R require
skilled labour to work towards that objective. This study defines τt as the number of
technologies that will be available at time t + 1 that each unit of skilled labour can
create.

Assuming that τt is produced by

τt = ωtTtN
θR−1
SR,t , (1.15)

which is the period creation of new technology function. The term θR − 1 is the share
of skill labour in new technology creation. Assuming that technology creating process is
elastic with θR < 1 which implies a diminishing aggregate level of technology creation.
In addition, the term ωt is the technology shocks which satisfies the law of motion,

logωt = (1 − ρω) log ω̄ + ρω logωt−1 + ϵωt , (1.16)
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where ϵωt ∼ i.i.d.N(0, σω) and ρω states the degree of persistence of technology shocks
and ω̄ is a steady state of shock to R&D technology.

Let VR,t be the value of a new technology then the maximisation problem of technology
creation firm f is

max
Nf

SR,t

θRβSREt
ΛSR,t+1
ΛSR,t

VR,t+1
Tt+1

τtN
f
SR,t −WSR,tN

f
SR,t ,

yielding an optimality condition that determines the wage,

WSR,t = θRβSREt

[
ΛSR,t+1
ΛSR,t

VR,t+1
Tt+1

τt

]
. (1.17)

Let ξR be the survival rate of any existing technology for region R. Then, the evolution
of technologies can be expressed as follows:

Tt+1 = ξRTt + τtNSR,t , (1.18)

where a term τtNSR,t is the creation of new technologies and ξRTt reflects the remaining
technologies.

Suppose there is an existing stock of technology with multiple varieties available. If a
new variety, defined as j, is introduced to this existing stock, then the producer of this
new variety will have to buy its patent at a certain cost, denoted as VR,t. However, the
producer can expect to earn perpetual profits, represented by πR,t, unless the technology
becomes obsolete or dies out. If the technology does become outdated, however, the
producer will no longer be able to generate any profits from it. Therefore,

VR,t = −WSR,tNSR,t + ΩR,tNSR,t + ξRβSREt

[
ΛSR,t+1
ΛSR,t

VR,t+1

]
, (1.19)

where ΩR,t is the value of created technology contribution and ΩR,t = (1+γT )tηR(τt/Tt)
which ηR is a constant scaling parameter for periodic value of created technology.

1.2.4 Technology adopters in region A

For region A to thrive in the technology sector, it must implement new technologies
and recruit skilled labour to work with these new technologies, much like the prosperous
region R. Let us denote Φt as the number of newly adopted technologies available at
t+ 1 that each unit of skilled labour in the region A is capable of producing. Assuming
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that Φt can be written as

Φt =
κAtTt−1N

θA−1
SA,t

ρ(1 + γT )t−1 , (1.20)

which is the period creation of newly adopted technology function. This period is de-
termined by the degree of adopting ability, which is denoted by the parameter κ and
takes values within the range of κ ∈ (0, 1). The parameter ρ is a scaling parameter for
an interaction between the current adoption of technology and the previous creation of
technology and γT denotes the growth rate of technology.

Let VA,t be the value of a new adopted technology then the maximisation problem of
technology creation firm f is

max
Nf

SA,t

θAβSAEt
ΛSA,t+1
ΛSA,t

VA,t+1
At+1

ΦtN
f
SA,t −WSA,tN

f
SA,t ,

yielding an optimality condition that provides the wage function as follows:

WSA,t = θAβSAEt

[
ΛSA,t+1
ΛSA,t

VA,t+1
At+1

Φt

]
. (1.21)

Given ξA be the survival rate of any existing technology for region A which is the same
rate as in region R. Then, the evolution of adopted technologies can be expressed as

At+1 = ξAAt + ΦtNSA,t , (1.22)

where a term ΦtNSA,t is the adoption of additional new adopted technologies and ξAAt

reflects the remaining adopted technologies.

If a new variety j is added to the existing stock of technology, the producer of this
variety can expect a perpetual profit πA,t unless the technology dies. Hence,

VA,t = −WSA,tNSA,t + ΩA,tNSA,t + ξAβSAEt

[
ΛSA,t+1
ΛSA,t

VA,t+1

]
, (1.23)

where ΩA,t is the value of adopted technology contribution and ΩA,t = (1+γT )tηA(Φt/At)
which ηA is a constant scaling parameter for periodic value of adopted technology.
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1.2.5 Aggregation for region R

The constant elasticity of substitution (CES) aggregation of the differentiated final goods
yields:

YR,t =
[∫ Tt

0
(yj

R,t)
1

σR dj

]σR

. (1.24)

Intermediate goods production function is defined the following:

yj
R,t = N j

UR,t . (1.25)

From the definition of aggregate unskilled labour demand,

NUR,t = TtN
j
UR,t

∴ N j
UR,t = NUR,t

Tt
. (1.26)

Thus, the aggregate production function can be written as

YR,t = T σR−1
t NUR,t . (1.27)

The aggregate consumption can be expressed by

CR,t = CSR,t + CUR,t . (1.28)

The aggregate skilled labour,

NSR,t = Nf
SR,t . (1.29)

The aggregate labour can be written as

NSR,t +NUR,t = NR,t = 1 . (1.30)

The aggregate intermediate producer profit,

πR,t = Ttπ
j
R,t . (1.31)
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1.2.6 Aggregation for region A

The CES aggregation of the differentiated final goods yields:

YA,t =
[∫ At

0
(yj

A,t)
1

σA dj

]σA

. (1.32)

Intermediate goods production function:

yj
A,t = N j

UA,t . (1.33)

From the definition of aggregate unskilled labour demand,

NUA,t = AtN
j
UA,t

∴ N j
UA,t = NUA,t

At
. (1.34)

Thus, the aggregate production function can be written as

YA,t = AσA−1
t NUA,t . (1.35)

The aggregate consumption can be expressed by

CA,t = CSA,t + CUA,t . (1.36)

The aggregate skilled labour,

NSA,t = Nf
SA,t . (1.37)

The aggregate labour can be written as

NSA,t +NUA,t = NA,t = 1 . (1.38)

The aggregate intermediate producer profit,

πA,t = Atπ
j
A,t . (1.39)
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1.2.7 Market Clearing

The total outputs in each region i, i ∈ {R,A}, are allocated to the households’ con-
sumption. Therefore, goods market-clearing condition is given by

Yi,t = Ci,t . (1.40)

1.3 Results

This study focuses on analysing the impact of exogenous movements on endogenous
productivity. It examines a shock to the technology R&D or technology creation shock.
Before conducting the quantitative analysis using Dynare to evaluate the impact of a
shock to technology R&D represented by a term ωt on equilibrium variables, the model
is solved by detrending the variables and then linearising around the certainty equivalent
steady-state. The complete formation of model equations and their stationarised version
can be found in Appendix 1.6.1 and 1.6.2. Numerical values used in this analysis are
shown in Appendix 1.6.4, which were collected from Anzoategui et al. (2019), Emenogu
and Michelis (2019), and a dissertation of Pathompituknukoon (2020). The research
findings are presented in Figures 1.4, 1.5, and 1.6, which highlight selected variables
that respond to a standard deviation technology R&D shock, ωt. The left-hand side
of these three figures shows the impulse response to one standard deviation technology
R&D shock of region R, while the right-hand side is of region A.

The study found that a positive technology R&D shocks in region R resulted in a
sudden increase in the number of new technologies, see the left side of Figure 1.4. This
is because higher levels of R&D can enhance the number of newly created technologies or
the marginal created technologies per skilled labour, leading to higher marginal benefits.
Consequently, the technology creation sector employs more skilled labour, as shown in
the left side of Figure 1.5. However, despite the increased demand, skilled households
still face a labour supply shortage, as they prefer to work more due to the positive
interest rate and expected future skilled wages.

When there is an excess demand for skilled labour due to a positive response to a
technology R&D shock, several economic factors come into play. Firstly, the skilled
wage increases, which incentivises skilled households to work more. Secondly, the skilled
labour share also increases in the short run. This is because skilled households typically
have a higher income level, which results in a higher consumption rate, as shown in the
left-hand of Figure 1.5. They also tend to prefer saving more since the interest rate
positively responds to the technology R&D shock. In addition, the technology level
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Figure 1.4: Impulse response to one standard deviation positive technology R&D
shock (a)

Source: Author’s calculation

also experiences a positive response to the shock. This is because the creation of new
technologies increases, leading to higher output in the region R, as shown in the left-hand
of Figure 1.4.

The marginal product of unskilled labour also increases in response to the positive
technology creation shock, which motivates firms to hire more unskilled labour, as shown
in the left of Figure 1.6. This, in turn, creates an excess demand for unskilled labour.
However, while the unskilled labour wage positively responds to the technology R&D
shock, the unskilled labour share responds in the opposite direction. This is mainly due
to the supply shortage of unskilled labour. Despite this, the consumption of unskilled
labour remains positive because they receive higher incomes and can borrow to maintain
a steady consumption rate. Overall, these economic factors work together to create a
complex and dynamic system that responds to changes in technology and labour demand.

One of the transformative elements that significantly impact the result of technology
creation shock on region R to region A is the delayed response of the technology adoption
sector. This sector typically adopts new technologies by imitating them from another
region or region R, which means that the benefits of adopting such technologies are not
immediately realised. The adoption process takes some time to take effect, and thus,
it is essential to understand the short-term impact of technology creation shock on the
region, as shown in the right side of Figure 1.4.
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Figure 1.5: Impulse response to one standard deviation positive technology R&D
shock (b)

Source: Author’s calculation

When a new technology is adopted, it leads to an increased marginal benefit, which in
turn, drives up the demand for skilled labour. The technology adoption sector, being
a significant player in this process, not only values but also depends heavily on the
skills of its workforce, as shown in the right side of Figure 1.5. However, the supply of
skilled labour remains constant, leading to excess demand. This excess demand creates
a competitive environment where firms are willing to pay more elevated wages to attract
skilled households, thereby highlighting the crucial role of skilled labour in the technology
adoption sector.

Technological advancements not only lead to an increase in the wages of skilled labour
but also elevate their share in the economy. This, in turn, triggers a rise in the con-
sumption of skilled households due to their augmented income. Consequently, technology
creation shock has a positive influence on the regional economy as a whole, stimulating
an upsurge in the demand for skilled labour, higher wages, and increased consumption
by skilled households.

Additionally, when firms adopt advanced technologies, it also leads to increased pro-
ductivity and marginal output of unskilled labour, as presented in the right of Figure
1.6. This means that firms are able to hire more unskilled labour due to the higher de-
mand for their services in the production process. However, unskilled households tend
to have a lower supply of labour since they prefer to engage in more leisure activities and
borrowing. This creates a situation where there is a higher wage for unskilled labour
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while their overall share in the labour market decreases. As a result of the higher wages,
unskilled workers are able to earn more income and raise their consumption levels. This
creates a positive cycle where increased productivity leads to higher wages and increased
consumption, which in turn drives further economic growth.

Figure 1.6: Impulse response to one standard deviation positive technology R&D
shock (c)

Source: Author’s calculation

The process of the long-term adjustment mechanism can be visualised in Figures 1.4, 1.5,
and 1.6. As shown in the figures, the region R experiences a sharp increase in the creation
of new technologies, which is followed by a gradual decrease over time. Introducing these
technologies results in a hike in both skilled and unskilled wages, which then converge
to their steady-state values. The value of created technologies contribution in the R&D
sector also experiences a sharp decrease initially before gradually increasing to its steady-
state. This is because of the fact that the newly created technologies are initially in
high demand, and their contribution to the R&D sector is significant. However, as
time passes, the demand for these technologies decreases, leading to a decrease in their
contribution to the R&D sector.

Simultaneously, the profits earned by good producers experience a sharp rise initially,
which is then followed by a gradual decrease and converge to its steady-state. This
is because the newly created technologies allow the good producers to reduce their
production costs, which initially leads to an overflow in profits. However, as these
technologies become more widespread, the cost reduction benefits decrease, leading to a
gradual decrease in earnings over time. Therefore, the R&D sectors initially tend to hire
less skilled labour and then gradually increase their workforce as the demand for creating
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new technologies decreases. On the other hand, the firms initially hire more unskilled
labour and then gradually decrease their workforce as the cost reduction benefits of the
new technologies become less significant. This adjustment process occurs over a long
period, leading to a balanced and stable economy.

A decline in the interest rate can have a significant impact on the incentives for skilled
and unskilled labours. Skilled labours tend to prefer more consumption, whereas un-
skilled labours prefer more work and less consumption. However, as the interest rate
continues to decrease and eventually converges to zero or its steady state, the prefer-
ences of these groups will shift. Skilled labours will begin to prefer more work and
less consumption as the interest rate approaches its steady-state. Conversely, unskilled
labours will prefer less work and more consumption as the interest rate approaches zero.
This shift in preferences will ultimately lead to a convergence of both groups towards
their steady-state. As a result, the output of good producers will initially increase but
will then gradually decrease as the interest rate continues to approach its steady-state.
This is a complex economic phenomenon that can have widespread implications for both
skilled and unskilled labours, as well as for those who rely on their products and services.

The region A has a unique long-term adjustment mechanism which controls the rate
at which newly adopted technologies and the number of adopted technologies increase
over time. This mechanism is influenced by the fact that skilled labour requires a
significant amount of time to adopt these technologies from region R. The speed of
technology adoption is then slow but steady. It is worth noting that the number of
adopted technologies tends to decrease over time, eventually converging to its steady-
state. While these technologies may lead to a substantial increase in skilled and unskilled
wages in later periods, the wages will eventually decrease and converge to a steady state.

The contribution of adopted technologies to the sectors in which they are implemented
is subject to a decrease over time due to the rising wages of skilled labour. However, the
value of the adopted technologies’ contribution will initially experience growth before
eventually converging towards zero. Notably, the demand for skilled labour in these
adopted sectors will sharply decrease, but it will increase before eventually converging
towards its steady state. In response to the technology shock, the demand for unskilled
labour will increase in the early periods for good producers. This is because the tech-
nology R&D shock leads to an increase in the demand for unskilled labour. However,
the demand for unskilled labour by firms will eventually decrease and converge towards
a steady state. It is also worth noting that the good producers’ profit will slightly in-
crease for a while before it turns to decrease and converge towards zero. This is because
the firms will initially experience a boost in their productivity due to the adoption of
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new technologies. However, over time, the effect of this boost will begin to weaken and
eventually fade, leading to a decline in profit to a steady state.

Over a period of time, the interest rate has experienced fluctuations in response to
technology R&D shock. Initially, the interest rate started decreasing before it eventually
increased and then converged to zero. On the other hand, the skilled labour supply
initially responded negatively to the shock before turning positive. The skilled labour
supply experienced a decline for some time before it eventually turned to increase and
converged to zero. In contrast, the unskilled labour supply responded both positively
and negatively to the shock. After the initial response, the supply then turned to increase
and decrease until it eventually converged to its steady state over time.

The analysis indicates that there is a significant gap between the labour demands and
labour supplies, resulting in an increase in employment opportunities. The skilled house-
holds initially experience a steep rise in consumption, which gradually declines and even-
tually reaches its steady-state after a period of time. On the other hand, the consumption
behaviour of unskilled households responds positively to the shock, followed by a neg-
ative adjustment, and eventually converges to its steady state after an upward trend.
Additionally, the output of good producers significantly increases in response to the
technology R&D shock, followed by a decline in the growth rate, eventually converging
to its steady state over time. These findings provide insights into the complex dynamics
of the labour market, household consumption behaviour, and production output.

1.4 Conclusions

This chapter developed a Real Business Cycle (RBC) model with heterogeneous house-
holds and regions to study endogenous technology’s role as the driving force of economic
growth. The model has two regions: the technology creation (via research and devel-
opment or R&D) region and the technology adoption region. Each region has similar
sectors: households, technology sectors, and good producers. In addition, households
are separated into skilled and unskilled types: skilled labour share is supplied to the
technology sector, while unskilled labour share is supplied to good production. The
model studies the effect, channel, and mechanical adjustment of technology creation or
technology R&D shock on the economic growth in different regions. The parameter
values are mainly collected from Anzoategui et al. (2019), and Emenugu and Michelis
(2019) and some are calculated in the study.

The quantitative analysis established the following results. For the region R, the positive
technology R&D shocks suddenly increase the amount of newly created technologies and
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then increase the stock of created technologies. This also pushes the output of the region
R to grow. The more prominent created technologies imply the higher marginal benefit
of skilled labour and the higher marginal product of unskilled labour. The labour wages
and consumption are hence grown up. However, each type of labour share’s response is
in a different direction. The skilled labour share increases in response to the technology
R&D shocks while the unskilled labour share decreases since the skilled labour seems to
gain higher returns than the unskilled type.

Moreover, the positive technology shocks in the region R can affect the economy in the
region A because the skilled labour in the region A can replicate or adopt the technology
from another region. Thus, the more extensive stock of created technology causes a
higher level of newly adopted technologies and a larger stock of adopted technologies.
Then, the output is driven to a higher level such that the marginal benefit of skilled
labour and the marginal product of unskilled labour are larger. These imply that they
gain higher wages and they can then consume more. However, skilled labour will gain
more wealth than unskilled labour. Then, there is more share of skilled labour while the
share of unskilled labour is lessened. We notice that the direction of effect on most of
the variables in the region A are similar to the region R. However, the size of changes
in effect on the variable in the region A is larger because the economic variables in the
region A are a more sensitive response to shocks than in the region R.

By the way, the results also present the long-run mechanism of adjustment. For the
region R, the positive shock will continue increasing the amount of newly created tech-
nologies, the stock of created technologies, the aggregate output, the skilled labour’s
wage, the unskilled labour’s wage, and the skilled household’s consumption. However,
those variables will decrease to a steady state in the long run. In the meantime, the
skilled labour share will decrease from a positive value to a negative one. Then, it will
increase to zero because the skilled household’s return seems to reduce and converge to
a steady state while the unskilled labour share responds to the shock in the opposite
direction and then converges to a zero or steady state.

Additionally, unskilled consumption will decrease from positive to negative and then
converge to zero over time because they are assumed to be borrowers who prefer to
consume more in the present than in the future. For the region A, we can notice that
the behaviour of variables is similar to the region R. However, there are time lags for
the region A since the skilled labour in this region has to take time to replicate or adopt
technology from the region R.

This study provides implications related to the endogenous technology mechanism and
economic growth in two regions. The region with R$D or technology creation sector
can boost its output, wages, consumption, and skilled labour share in the short term.
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However, those variables will adjust themselves to respond to the positive technology
shock convergence to their steady states in the long run since that shock is temporary.
Meanwhile, the behaviour of variables in the region with the technology adoption sector
also responds to the shock in the same direction, but they have lag movements and
a larger scale of change in those variables. These results suggest that the technology
improvement in R&D region should occur continually and permanently in order to drive
economic growth in the long run. In contrast, the adopted technology region should
accelerate technology improvement, for example, by training labour to be more skilled
and increasing R&D funding to catch up and overcome another region.

In this model, there are some limitations as follows. First, the price is assumed to be
fixed and normalised to be one. Second, the wage is considered to be a perfectly flexible
adjustment. Those limitations can be relaxed by assuming assumptions of price and
wage rigidities that might be employed in future studies.
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1.6 Appendix

1.6.1 Model Equations

The model equations are defined as follow:

ΛUR,t = 1
CUR,t

(A.1)

χUR

1 −NUR,t
= [1 + ψRµUR,t]ΛUR,tWUR,t (A.2)

βUR
EtΛUR,t+1

ΛUR,t
RR,t + µUR,t(RR,t − 1 + νR) = 1 (A.3)

ΛSR,t = 1
CSR,t

(A.4)

χSR

1 −NSR,t
= ΛSR,tWSR,t (A.5)

βSREt
ΛSR,t+1
ΛSR,t

RR,t = 1 (A.6)

ΛUA,t = 1
CUA,t

(A.7)

χUA

1 −NUA,t
= (1 + ψAµUA,t)ΛUA,tWUA,t (A.8)

βUAEt
ΛUA,t+1
ΛUA,t

RA,t + µUA,t(RA,t − 1 + νA) = 1 (A.9)

ΛSA,t = 1
CSA,t

(A.10)

χSA

1 −NSA,t
= ΛSA,tWSA,t (A.11)

βSAEt
ΛSA,t+1
ΛSA,t

RA,t = 1 (A.12)

YR,t = T σR−1
t NUR,t (A.13)

WUR,t = 1
σR

pR,t (A.14)

πR,t =
(

1 − 1
σR

)
T σR−1

t NUR,t (A.15)

pR,t = T σR−1
t (A.16)

τt = ωtTtN
θR−1
SR,t (A.17)



31

θRβSREt

[
ΛSR,t+1
ΛSR,t

VR,t+1
Tt+1

· τt

]
= WSR,t (A.18)

Tt+1 = ξRTt + τtNSR,t (A.19)

VR,t = −WSR,tNSR,t + ΩR,tNSR,t + ξRβSREt
ΛSR,t+1
ΛSR,t

VR,t+1 (A.20)

ΩR,t = (1 + γT )tηR
τt

Tt
(A.21)

YA,t = AσA−1
t NUA,t (A.22)

WUA,t = 1
σA

pA,t (A.23)

πA,t =
(

1 − 1
σA

)
AσA−1

t NUA,t (A.24)

pA,t = AσA−1
t (A.25)

Φt =
κAtTt−1N

θA−1
SA,t

ρ(1 + γT )t−1 (A.26)

θAβSAEt

[
ΛSA,t+1
ΛSA,t

VA,t+1
At+1

· Φt

]
= WSA,t (A.27)

At+1 = ξAAt + ΦtNSA,t (A.28)

VA,t = −WSA,tNSA,t + ΩA,tNSA,t + ξAβSAEt
ΛSA,t+1
ΛSA,t

VA,t+1 (A.29)

ΩA,t = (1 + γT )tηA
Φt

At
(A.30)

CR,t = CSR,t + CUR,t (A.31)

CA,t = CSA,t + CUA,t (A.32)

NR,t = NSR,t +NUR,t = 1 (A.33)

NA,t = NSA,t +NUA,t = 1 (A.34)

YR,t = CR,t (A.35)

YA,t = CA,t (A.36)

log(ωt) = (1 − ρω) log ω̄ + ρω logωt−1 + ϵω,t (A.37)
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1.6.2 Stationarised Equations

The version of model stationary consists of thirty-seven equations as follow:

Λ̃UR,t = 1
C̃UR,t

(A.1s)

χUR

1 −NUR,t
= [1 + ψRµUR,t]Λ̃UR,tW̃UR,t (A.2s)

βUR
EtΛ̃UR,t+1

(1 + γT )Λ̃UR,t

RR,t + µUR,t(RR,t − 1 + νR) = 1 (A.3s)

Λ̃SR,t = 1
C̃SR,t

(A.4s)

χSR

1 −NSR,t
= Λ̃SR,tW̃SR,t (A.5s)

βSREt
Λ̃SR,t+1

(1 + γT )Λ̃SR,t

RR,t = 1 (A.6s)

Λ̃UA,t = 1
C̃UA,t

(A.7s)

χUA

1 −NUA,t
= (1 + ψAµUA,t)Λ̃UA,tW̃UA,t (A.8s)

βUAEt
Λ̃UA,t+1

(1 + γT )Λ̃UA,t

RA,t + µUA,t(RA,t − 1 + νA) = 1 (A.9s)

Λ̃SA,t = 1
C̃SA,t

(A.10s)

χSA

1 −NSA,t
= Λ̃SA,tW̃SA,t (A.11s)

βSAEt
Λ̃SA,t+1

(1 + γT )Λ̃SA,t

RA,t = 1 (A.12s)

ỸR,t = T̃ σR−1
t NUR,t (A.13s)

W̃UR,t = 1
σR

p̃R,t (A.14s)

π̃R,t =
(

1 − 1
σR

)
T̃ σR−1

t NUR,t (A.15s)

p̃R,t = T̃ σR−1
t (A.16s)

τ̃t = ωtT̃tN
θR−1
SR,t (A.17s)

θRβSREt

[
Λ̃SR,t+1

(1 + γT )Λ̃SR,t

ṼR,t+1

T̃t+1
· τ̃t

]
= W̃SR,t (A.18s)

(1 + γT )T̃t+1 = ξRT̃t + τ̃tNSR,t (A.19s)
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ṼR,t = −W̃SR,tNSR,t + Ω̃R,tNSR,t+ξRβSREt
Λ̃SR,t+1

(1 + γT )Λ̃SR,t

ṼR,t+1 (A.20s)

Ω̃R,t = ηR
τ̃t

T̃t
(A.21s)

ỸA,t = ÃσA−1
t NUA,t (A.22s)

W̃UA,t = 1
σA

p̃A,t (A.23s)

π̃A,t =
(

1 − 1
σA

)
ÃσA−1

t NUA,t (A.24s)

p̃A,t = ÃσA−1
t (A.25s)

Φ̃t = κ

ρ
ÃtT̃t−1N

θA−1
SA,t (A.26s)

θAβSAEt{
Λ̃SA,t+1

(1 + γT )Λ̃SA,t

ṼA,t+1

Ãt+1
· Φ̃t} = W̃SA,t (A.27s)

(1 + γT )Ãt+1 = ξAÃt + Φ̃tNSA,t (A.28s)

ṼA,t = −W̃SA,tNSA,t + Ω̃A,tNSA,t+ξAβSAEt
Λ̃SA,t+1

(1 + γT )Λ̃SA,t

ṼA,t+1 (A.29s)

Ω̃A,t = ηA
Φ̃t

Ãt
(A.30s)

C̃R,t = C̃SR,t + C̃UR,t (A.31s)

C̃A,t = C̃SA,t + C̃UA,t (A.32s)

NR,t = NSR,t +NUR,t = 1 (A.33s)

NA,t = NSA,t +NUA,t = 1 (A.34s)

ỸR,t = C̃R,t (A.35s)

ỸA,t = C̃A,t (A.36s)

log(ωt) = (1 − ρω) log ω̄ + ρω logωt−1 + ϵω,t (A.37s)
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1.6.3 Variable Descriptions

The model consists of thirty-seven equations related to thirty-seven variables (thirty-six
endogenous variables and one variable of shock processes) described in the following
table.

Variable Description
1 At Stock of adopted technology in region A

2 CA,t Aggregate consumption in region A

3 CR,t Aggregate consumption in region R

4 CSA,t Skilled labour’s consumption in region A

5 CSR,t Skilled labour’s consumption in region R

6 CUA,t Unskilled labour’s consumption in region A

7 CUR,t Unskilled labour’s consumption in region R

8 ΛSA,t Skilled labour’s shadow price of budget in region A

9 ΛSR,t Skilled labour’s shadow price of budget in region R

10 ΛUA,t Unskilled labour’s shadow price of budget in region A

11 ΛUR,t Unskilled labour’s shadow price of budget in region R

12 NSA,t Skilled labour in region A

13 NSR,t Skilled labour in region R

14 NUA,t Unskilled labour in region A

15 NUR,t Unskilled labour in region R

16 µUA,t Unskilled labour’s shadow value of borrowing in region A

17 µUR,t Unskilled labour’s shadow value of borrowing in region R

18 ωt R&D productivity shocks

19 ΩA,t Value of adopted technology contribution

20 ΩR,t Value of created technology contribution
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Variable Description
21 pA,t Price level (intermediate goods) in region A

22 pR,t Price level (intermediate goods) in region R

23 πA,t Firm’s profit in region A

24 πR,t Firm’s profit in region R

25 RA,t Interest rate in region A

26 RR,t Interest rate in region R

27 Φt Period creation of new adopted technology in region A

28 Tt Stock of created technology in region R

29 τt Period creation of new technology in region R

30 VA,t Value of adopted technology in region A

31 VR,t Value of created technology in region R

32 WSA,t Skilled labour’s wage in region A

33 WSR,t Skilled labour’s wage in region R

34 WUA,t Unskilled labour’s wage in region A

35 WUR,t Unskilled labour’s wage in region R

36 YA,t Output or goods in region A

37 YR,t Output or goods in region R
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1.6.4 Numerical Values for Parameters

The set of parameters used in this model is collected from Anzoategui et al (2019),
Emenogu and Michelis (2019), Pathompituknukoon’s dissertation (2020) of Master of
Research (MRes) in Economics at the University of Essex, and some parameters are
calibrated. The model consists of 25 parameters as in the following table.

Parameters Definition Value
βUA Borrowers’ discount factor of region A 0.985000

βUR Borrowers’ discount factor of region R 0.985000

βSA Savers’ discount factor of region A 0.995000

βSR Savers’ discount factor of region R 0.995000

χUA Unskilled labour weight of utilities of region A 1.000000

χUR Unskilled labour weight of utilities of region R 1.000000

χSA Skilled labour weight of utilities of region A 1.000000

χSR Skilled labour weight of utilities of region R 1.000000

ηA Scaling parameter for periodic value of adopted technology 0.100000

ηR Scaling parameter for periodic value of created technology 0.100000

γT The growth rate of technology 0.157000

κ Ability of technology adoption where κ ∈ (0, 1) 0.800000

ν Debt cost parameter 0.024000

ω̄ Steady state of shock to R&D technology 1.000000

ψA Exogenous payment-to-income limit of region A 0.280000

ψR Exogenous payment-to-income limit of region R 0.280000

ρ Scaling parameter for interaction between current technology
adoption and previous technology creation 0.000001

ρω Persistence of shock to R&D technology 0.803000

σA Steady state of final goods mark up of region A 1.100000

σR Steady state of final goods mark up of region R 1.100000

σω Standard deviation of shock to R&D technology 0.100000

θA R&D elasticity of region A 0.376000

θR R&D elasticity of region R 0.376000

ξA Survival rate of technology of region A 0.980000

ξR Survival rate of technology of region R 0.980000
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1.6.5 Additional Results

Impulse response to a one standard deviation of technology R&D shock in the region R
are shown in Figure 1.7, 1.8, and 1.9 as follow:

Figure 1.7: Impulse response to one standard deviation positive technology R&D
shocks (A.1)

Source: Author’s calculation
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Figure 1.8: Impulse response to one standard deviation positive technology R&D
shocks (A.2)

Source: Author’s calculation
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Figure 1.9: Impulse response to one standard deviation positive technology R&D
shocks (A.3)

Source: Author’s calculation



Chapter 2

Endogenous Technology, Inflation
Dynamics, and Economic Growth

The previous chapter explored how productivity improvements and technological inno-
vations interact in firms. In chapter 1, we aimed to create an endogenous growth model
for two regions, a closed economy, where growth is driven by technology creation and
adoption for each region. The quantitative results showed that the stock of both created
and adopted technologies and the level of skilled labour cooperating with research and
development (R&D) are important factors. A one-time positive shock of technology
R&D affects the creation of new technology and newly adopted technology, which are
endogenous factors determining long-run growth. Endogenous technology plays an es-
sential role in stimulating economic growth. In addition, Chapter 1 demonstrated the
results of a one-time positive technology shock on equilibrium productivity growth and
how it affects the level of both skilled and unskilled labour, as it improves the economy.

Although the previous model mainly explains the growth driven by new endogenous
technology, there is a limitation to addressing policy issues, i.e., monetary policy and
fiscal policy, as it is based on the real business cycle (RBC) framework, which does not
take into account changes in those policies. This means that technology R&D is one
of many factors that play a central role in the economy. However, technology R&D
can be crucial in shaping key macroeconomic variables’ dynamic behaviour, but other
factors might also be significant. This chapter 2 will develop a model that accounts for
the effects of a dynamic change in policy, especially monetary policy. The study begins
with a version of the standard New Keynesian (NK) model with nominal price and wage
setting. Then, this study uses a version of this model for monetary policy analysis. The
positive monetary policy shock will impede the overheated economy and the severity of
inflation but negatively affect the stock of endogenous technology. This shock affects
another economy similarly in later periods through the technology adoption channel.

40
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2.1 Introduction

In monetary theory, the relationship between inflation and growth is a classic topic of
discussion. One of the ways through which monetary policy can impact economic growth
is through nominal rigidities in the economic system. Even a simple endogenous growth
model can demonstrate that changes in the monetary expansion rate can have an impact
on growth if inflation affects firm decisions. There are several approaches to monetary
policy; one of the most well-known is the Taylor rule. Developed by John Taylor in
1993, it is a simple interest rate rule that helps manage inflation.

Another popular approach is inflation targeting, which has been endorsed by economists
such as Bernanke and Mishkin (1997), Clarinda et al. (1999), and Hüpper and Kempa
(2023). Inflation targeting involves setting a specific inflation rate target and using
monetary policy to maintain it. Over the years, there have been many improvements
to the theoretical frameworks for policy analysis. Many of these have incorporated
the techniques of dynamic general equilibrium theory to take the lead in a real business
cycle (RBC) frameworks. The dynamic general equilibrium framework differs from RBC
because it recognises the importance of nominal price rigidities in evaluating monetary
policy. It is a more complex framework that accounts for a broader range of economic
factors, including the interactions between different markets and the effects of policy
changes over time.

This study aims to expand the literature on a RBC model within a monetary New
Keynesian (NK) framework. In the RBC models, money does not play any role and
is inconsistent with the mainstream literature (Christiano et al., 2018), despite its sig-
nificant role in various economic histories. For instance, Bernanke and Gertler (1995)
illustrated how monetary policy significantly affected the severity of the recession in the
early 1980s. Tight monetary policy directly weakens borrowers’ financial position, which
includes rising interest rates associated with extending floating-rate debt and reducing
net cash flows. Higher interest rate levels also lead to the collapse of the reduction of
asset prices and their values, contributing to the ensuing recession. However, the RBC
framework implies that a monetary policy shock does not affect any real variables.

In contrast, simple NK models suggest that real variables respond to monetary policy
shocks, as in Friedman and Schwartz (1965), Bernanke and Blinder (1992), Christiano et
al. (2011), and Gertler and Karadi (2015). Consequently, many modern macroeconomic
literature pieces desire to develop the NK models to analyse monetary policy and answer
other related policy questions. This study, in particular, focuses on the monetary policy’s
impact on the NK model and how it can be used to address various policy-related issues.
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This study aims to explore the concept of monetary policy within the NK model, which
incorporates features such as nominal price and wage rigidities, endogenous technology
growth, and adjustments in interest rates based on inflation and output. The framework
is based on the pioneering work of economist Milton Friedman, published in 1968, which
demonstrated that monetary policy has no lasting influence on real variables such as
output and the real interest rate. However, in the short term, monetary policy can have
an impact due to sticky prices and wage assumptions.

Using the NK model’s impulse response functions, we can see that a positive monetary
policy shock, such as a central bank using a tight or contractionary monetary policy
to tackle rising inflation, will have several negative consequences. Firstly, a positive
monetary policy shock will reduce both aggregate output and inflation in the innovating
region. In addition, this shock will have a negative impact on the creation of new
technology and the stock of endogenous technology. This is significant because the
accumulation of new technology is a necessary factor in the growth and development
of an economy. Thus, while monetary policy may not have long-term impacts on real
variables, it can affect the economy in the short term. The NK model allows us to better
understand the effects of monetary policy on the economy and highlights the importance
of technological innovation in economic growth.

On the one hand, various papers related to the endogenous growth theory with a dy-
namic stochastic feature, such as in Kydland and Prescott (1982), Stadler (1994), Cooley
and Prescott (1995) and Rebelo (2005), are modelled based on the RBC and growth.
Technology, as a term for total factor productivity (TFP) shocks, played an important
role in macroeconomic fluctuation in the RBC models. However, the endogenous growth
channel enriches a standard NK model with significant supply-side features for deter-
mining long-term growth. For example, a study by Anzoategui et al. (2019) introduces
endogenous growth through the technology sectors based on research and development
(R&D) of the technology creation region while another region can adopt innovative
technologies with a limited degree of adoption to expand the variety of goods in the
economy.

On the other hand, there is various research on the development of the NK models that
feature nominal price and wage rigidities to analyse how important monetary policy is. In
a study conducted by Anzoategui et al. in 2019, the impact of endogenous productivity
on the economy was analysed. The study also included the role of monetary policy in the
growth mechanism, as well as models proposed by Christiano et al. (2005) and Smets
and Wouters (2007). These models suggest that wages are sticky by assumption, as
explained in literature of Bernanke and Blinder (1992) and Christiano et al. (1999). In
addition, several studies show that prices and wage stickiness arise endogenously. The
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endogenous growth models with nominal price and wage rigidities features are modelled
based on dynamic stochastic general equilibrium (DSGE) framework and growth (i.e.,
Evans and dos Santos, 2002; Hasumi et al., 2018; Christiano et al., 2018; and Abbritti
et al., 2021) in which monetary policy shocks induce positive co-movement between
measured productivity and inflation.

This chapter presents a model demonstrating how the interplay between an endogenous
technology R&D channel and nominal price and wage rigidities in a NK framework can
influence economic outcomes. The model highlights the importance of technological
progress in driving economic growth and how it interacts with the rigidity of prices
and wages. Anzoategui et al. (2019) contributed to the existing literature in this area.
This study builds on that work and introduces endogenous growth in the model via
an innovation sector that creates new technology to expand the variety of goods in the
economy. Unlike the literature, this chapter’s model does not include physical capital,
but newly created technology is a factor in intermediate goods production. As in stan-
dard NK models, nominal rigidities arise from Calvo (1983), where firms and households
can change prices and wages with some exogenous probability. This study uses this ver-
sion of the NK model to address the monetary policy issue and analyse the interaction
between monetary policy and volatility in aggregate economic variables.

Chapter 2 is structured as follows. Section 2.2 outlines a NK model with the basic
features of the endogenous growth model that takes into account for nominal prices and
wage rigidities. Section 2.3 illustrates the estimation results and their interpretation of
monetary policy shock and preference shock on aggregate variables across two-region
economy. Finally, section 2.4 concludes the chapter.

2.2 The Model

Based on Anzoategui et al. (2019), this study has developed a NK model that incorpo-
rates both standard and non-standard features. The non-standard feature is that the
model includes a term representing endogenous technology for two symmetric regions,
which this study refers to as regions R and A. The region R is the area where technology
creation is carried out through R&D, while region A is the region where technology is
created through adoption. The model also includes skilled households as inputs for the
technology creation and adoption section. Moreover, the model assumes that nominal
prices and wages drive inflation dynamics, which in turn have an endogenous effect on
productivity and economic growth. Therefore, the monetary policy should respond to
actual or expected inflation changes.
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2.2.1 Households

For each region i, i ∈ {R,A}, of this two-region economy, the characteristics of the
households are defined by their lifetime utility for skilled and unskilled labours. The
representative households’ preferences in each region are determined by their propensity
to supply their labour to good producers as unskilled labour and to the technology sector
as skilled labour. As a result, they earn different wages depending on their labour type.
In addition, The households are characterised as patient and impatient, which divides
the character of the skilled and unskilled types. This study assumes that the skilled type
is a patient household that tends to save for future consumption, while the impatient
household, unskilled labour, is the borrower in this economy. The characteristics of
heterogeneous households are defined as their lifetime utility for unskilled and skilled
labours.

•Skilled Households

The representative skilled households want to maximise their expected discounted utility
function as follows:

Et

∞∑
t=0

βt
Si[U(CSi,t, NSi,t)] ,

where βSi,t ∈ (0, 1) is a savers’ discount factor. The current period utility of skilled
households is a function of their consumption CSi,t and skilled type of labour NSi,t for
each region i ∈ {R,A} given by

U(CSi,t, NSi,t) = logCSi,t + χSi log(1 −NSi,t) ,

subject to their budget constraint1

Pi,tCSi,t +Bi,t = Ri,t−1Bi,t−1 +WSi,tNSi,t + πi,t ,

where χSi denotes the skilled leisure weights in utility, Pi,t is a price level for final goods,
Bi,t is the amount of loans, Ri,t−1Bi,t−1 is paying back money from the loans in period
t − 1 with real interest rate, Ri,t−1 , WSi,t is a wage of skilled labour, and πi,t is an
income of skilled households in term of firms’ profit as they are the owner.

1This is written in terms of aggregate variables. See Appendix 2.6.5 for a full derivation and descrip-
tion.



45

Then, the maximisation problem for the representative skilled households can be written
as Lagrangian function as follows:

max
CSi,t,NSi,t,Bi,t

Et

∞∑
t=0
βt

Si{logCSi,t + χSi log(1 −NSi,t)

+ ΛSi,t[Ri,t−1Bi,t−1 +WSi,tNSi,t + πi,t − Pi,tCSi,t −Bi,t]} ,

where ΛSi,t is a skilled labour’s shadow price of budget.

The optimality conditions for consumption of skilled labour, the amount of skilled labour,
and the loans are given by

CSi,t : ΛSi,t = 1
Pi,tCSi,t

, (2.1)

NSi,t : ΛSi,tWSi,t = χSi

1 −NSi,t
, (2.2)

Bi,t : βSiEt
ΛSi,t+1
ΛSi,t

Ri,t = 1 . (2.3)

•Unskilled Households

The representative unskilled households want to maximise their expected discounted
utility function as follows:

Et

∞∑
t=0

βt
Ui[U(CUi,t, NUi,t)] ,

where βUi,t ∈ (0, 1) is a borrowers’ discount factor. The current period utility of unskilled
households is a function of their consumption CUi,t and unskilled labour NUi,t for each
region i given by

U(CUi,t, NUi,t) = logCUi,t + χUi log(1 −NUi,t) ,

subject to their budget and borrowing constraints2

Pi,tCUi,t +Ri,t−1Bi,t−1 = Bi,t +WUi,tNUi,t ,

(Ri,t − 1 + νi)Bi,t ≤ ψiWUi,tNUi,t ,

where χUi denotes the unskilled leisure weights in utility, Ri,t−1Bi,t−1 is the amount of
paying back money with real interest rate Ri,t−1, Bi,t is borrowed money, WUi,t is a wage
of unskilled labour, νi is debt cost parameter, and ψi is the exogenous payment-to-income
(PTI) ratio.

2See Appendix 2.6.5 for a full derivation and description.
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Then, the maximisation problem for the representative unskilled households can be
rewritten as Lagrangian function as follows:

max
CUi,t,NUi,t,Bi,t

Et

∞∑
t=0
βt

Ui{logCUi,t + χUi log(1 −NUi,t)

+ ΛUi,t[Bi,t +WUi,tNUi,t − Pi,tCUi,t −Ri,t−1Bi,t−1]

+ ΛUi,tµUi,t[ψiWUi,tNUi,t − (Ri,t − 1 + νi)Bi,t]} ,

where ΛUi,t is an unskilled labour’s shadow price of budget and µUi,t is a Lagrange’s
multiplier for unskilled borrowing constraint or unskilled labour’s shadow value of bor-
rowing.

The optimality conditions for consumption of unskilled labour, the amount of unskilled
labour, and borrowing are given by

CUi,t : ΛUi,t = 1
Pi,tCUi,t

, (2.4)

NUi,t : (1 + ψiµUi,t)WUi,tΛUi,t = χUi

1 −NUi,t
, (2.5)

Bi,t : βUiEt
ΛUi,t+1
ΛUi,t

Ri,t + µUi,t(Ri,t − 1 + νi) = 1 . (2.6)

2.2.2 Firms

Following the studies of Gancia et al. (2013) and Anzoategui et al. (2019), who ex-
amined the impact of technology creation and adoption on the productive sector, the
firms’ section constructed the productive sector by combining the manufacturing and
technology creation sectors. The productive sector in region R has been achieved on
technology creation through R&D, which involves the creation of new technology. This
process requires highly skilled labour to carry out the research, development and imple-
mentation of new technologies. On the contrary, in region A, there is a need for skilled
labour to work on technology adoption. This involves the adoption and integration of
new technologies into existing systems. The process requires a team of skilled individuals
who can analyse, implement and troubleshoot the new technology.

The representative and competitive final good production for region R can be written
the following:

YR,t =
[∫ Tt

0
(yj

R,t)
1

σR dj

]σR

, σR > 1 ,
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where YR,t is the numeric goods with price PR,t, Tt is stock of created technology in
region R, and σR is a final goods mark up which is greater than one. The demand for
variety j ∈ [0, Tt] follows from the profit maximisation problem is

max
yj

R,t≥0

[∫ Tt

0
(yj

R,t)
1

σR dj

]σR

−
∫ Tt

0
(pj

R,ty
j
R,t)dj ,

which yields the inverse demand function which follows from the optimality condition
for output:

pj
R,t =

 yj
R,t

YR,t

 1
σR

−1

≡ pj
R,t(y

j
R,t) .

Intermediate good production of variety j ∈ [0, Tt] can be described the following:

yj
R,t = N j

UR,t .

Intermediate good producers demand unskilled labour to maximise their profits can be
described as follows:

max
Nj

UR,t

pj
R,t(y

j
R,t) · yj

R,t −WUR,tN
j
UR,t − VR,t

Tt
τt−1NSR,t−1

= max
Nj

UR,t

N j
UR,t

YR,t

 1
σR

−1

·N j
UR,t −WUR,tN

j
UR,t − VR,t

Tt
τt−1NSR,t−1

= max
Nj

UR,t

(N j
UR,t)

1
σR

(YR,t)
1

σR
−1

−WUR,tN
j
UR,t − VR,t

Tt
τt−1NSR,t−1 .

The optimality condition for unskilled labour is given by

WUR,t = 1
σR

pj
R,t . (2.7)

Because 1/σR is less than one, then the unskilled wages are marked down relative to a
competitive economy. The production of variety j therefore makes a profit:

πj
R,t =

(
1 − 1

σR

)
pj

R,ty
j
R,t − VR,t

Tt
τt−1NSR,t−1 . (2.8)

Hence, the final good production can be expressed as the following:

YR,t = T σR−1
t NUR,t . (2.9)
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Applying the above final good production to rewrite the inverse demand function,

pj
R,t = T σR−1

t ,

where the aggregate unskilled labour demand N j
UR,t = NUR,t/Tt.

Then, the optimal wage for unskilled type can be written as:

WUR,t = 1
σR

pj
R,t = 1

σR
T σR−1

t . (2.10)

Therefore, the profit function of the representative and competitive final good production
can be written as follows:

πR,t =
(

1 − 1
σR

)
T σR−2

t NUR,t − VR,t

Tt
τt−1NSR,t−1 . (2.11)

These are similar for region A that the representative and competitive final good pro-
duction for region A can be written as the following:

YA,t =
[∫ At

0
(yj

A,t)
1

σA dj

]σA

, σA > 1 ,

where YA,t is the numeric goods with price PA,t, At is stock of adopted technology in
region A, and σA is a final goods mark up and is valued greater than 1. The demand
for variety j ∈ [0, At] follows from the profit maximisation problem as

max
yj

A,t≥0

[∫ At

0
(yj

A,t)
1

σA dj

]σA

−
∫ At

0
(pj

A,ty
j
A,t)dj ,

which also yields the inverse demand function which follows from the optimality condi-
tion for output as follows:

pj
A,t =

 yj
A,t

YA,t

 1
σA

−1

≡ pj
A,t(y

j
A,t) .

However, the profit of competitive market is normal profit, πA,t = 0, hence

PA,tYA,t =
∫ At

0
(pj

A,ty
j
A,t)dj .

Intermediate good production of variety j ∈ [0, At] can be described as

yj
A,t = N j

UA,t .
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Intermediate good producers demand unskilled labour to maximise their profits

max
Nj

UA,t

pj
A,t(y

j
A,t) · yj

A,t −WUA,tN
j
UA,t − VA,t

At
ϕt−1NSA,t−1

= max
Nj

UA,t

(N j
UA,t)

1
σA

(YA,t)
1

σA
−1

−WUA,tN
j
UA,t − VA,t

At
ϕt−1NSA,t−1 .

The optimality condition for unskilled labour is given by

WUA,t = 1
σA

pj
A,t . (2.12)

Then, the unskilled wages are marked down, due to the value of 1/σA is less than one,
relative to a competitive economy.

The producer of variety j therefore makes a profit:

πj
A,t =

(
1 − 1

σA

)
pj

A,ty
j
A,t − VA,t

At
ϕt−1NSA,t−1 . (2.13)

Hence, the final good production function for the representative and competitive final
good production in region A can be derived as the following:

YA,t = AσA−1
t NUA,t . (2.14)

Applying the final good function to rewrite the inverse demand function,

pj
A,t = AσA−1

t ,

where the aggregate unskilled labour demand N j
UA,t = NUA,t/At.

Then, the optimal wage for unskilled type in region A can be written as follows:

WUA,t = 1
σA

pj
A,t = 1

σA
AσA−1

t . (2.15)

Therefore, the profit function of the representative and competitive final good production
in region A can be written as the following:

πA,t =
(

1 − 1
σA

)
AσA−2

t NUA,t − VA,t

At
ϕt−1NSA,t−1 . (2.16)
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2.2.3 Price Dynamics

Following Calvo (1983), all final goods firms face the demand for consumption goods j
of household type x in region i,

Cj
xi,t =

P j
i,t

Pi,t


−νpi

νpi −1

Cxi,t ,

taking the price Pi,t and consumption Cxi,t as given.

Each firm may re-optimise its price, P ∗
i,t, only with probability 1−ζi in any given period

such that ζi ∈ [0, 1] independent across firms (Yun, 1996). In this context, a term of
ζi implies the index of price stickiness in region i and the average price duration is
(1 − ζi)−1. Then, the aggregate price can be expressed as followed:

Pi,t =
[
ζi(Pi,t−1)

−1
νpi −1 + (1 − ζi)(P ∗

i,t)
−1

νpi −1
]−(νpi −1)

. (2.17)

The firms will choose their prices by taking the demand for goods derived from all
demand for consumption in the region i as given. However, assuming that all firms
have the same cost structure, they will set their prices to the same. Thus, the price
maximisation problem is given as follows:

max
P ∗

i,t

Et

{ ∞∑
k=0

(ζpiβx)k · Λx,t+k

Λx,t

[
P ∗

i,t

Pi,t+k
· Yi,t+k|t − MCi,t+k

Pi,t+k
· Y j

i,t+k|t

]}
,

where MCi,t+k is the marginal cost for producing one unit of goods and Λx,t denotes
a shadow price of household type x, subject to the demand facing each firm when it
chooses price P ∗

i,t ,

Y j
i,t =

(
P ∗

i,t

Pi,t

) −νpi
νpi,t −1

Yi,t ,

where νpi is a steady state final goods mark up price in each region i.

Then, the maximisation problem can be rewritten as Lagrangian function as follows:

max
P ∗

i,t

Et


∞∑

k=0
(ζpiβx)k · Λx,t+k

Λx,t

( P ∗
i,t

Pi,t+k

) −1
νpi −1

· Yi,t+k − MCi,t+k

(Pi,t+k)
−1

νpi −1
· (P ∗

i,t)
−νpi

νpi −1 · Yi,t+k

 .

Each firm will respectively choose their optimal price P ∗
i,t in each period t to maximise

their profits while prices remain effective. They gain the optimality condition for price
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in the region i as follows:

Et{
∞∑

k=0
(ζpiβx)k · Λx,t+k

Λx,t
[
(

−1
νpi − 1

)
(P ∗

i,t)
−νpi

νpi −1

(Pi,t+k)
−1

νpi −1
Yi,t+k

− MCi,t+k

(Pi,t+k)
−1

νpi −1

(
−νpi

νpi − 1

)
(P ∗

i,t)
−2νpi +1

νpi −1 Yi.t+k] } = 0 ,

P ∗
i,t = νpi

Et
∑∞

k=0(ζpiβx)k · Λx,t+k

Λx,t
· (Pi,t+k)

1
νpi −1 ·MCi,t+kYi,t+k

Et
∑∞

k=0(ζpiβx)k · Λx,t+k

Λx,t
· (Pi,t+k)

1
νpi −1Yi,t+k

. (2.18)

We can define the numerator and denominator of optimal price setting conditions for
goods as Hp1i,t and Hp2i,t, respectively. Thus, Equation 2.18 can be rewritten as follows:

P ∗
i,t

Pi,t
= νpi

Hp1i,t

Hp2i,t
, (2.19)

where the numerator and denominator can be written in recursive forms as the following:

Hp1i,t = MCiYi,t

Pi,t
+ ζpiβxEt

(
Λx,t+1
Λx,t

)(
Pi,t+1
Pi,t

) νpi
νpi −1

Hp1i,t+1 (2.20)

and

Hp2i,t = Yi,t + ζpiβxEt

(
Λx,t+1
Λx,t

)(
Pi,t+1
Pi,t

) 1
νpi −1

Hp2i,t+1 . (2.21)

2.2.4 Wage Dynamics

Similar to the price setting, the wage of household type x in the region i may be re-
optimised to W ∗

xi,t with probability 1 − ζwxi in each period t such that a term ζwxi is
independent across workers. Thus, ζwxi indicates the index of wage stickiness of labour
type x in region i, and the average wage duration is (1 − ζwxi)−1, then the aggregate
wage for labour type x in region i can be expressed as follows:

Wxi,t =
[
ζwxi(Wxi,t)

−1
νwxi−1 + (1 − ζwxi)(W ∗

xi,t)
−1

νwxi−1

]−(νwxi−1)
, (2.22)

where νwxi is a steady state mark up wage for labour type x in each region i.

The household will choose the wage for their labour type x in the region i by taking
the demand for labour as given. However, we assume that all households have the
same preference, and then they will set their wages to the same wage. Thus, the wage
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maximisation problem is constructed by,

max
W ∗

xi,t

Et

{ ∞∑
k=0

(ζwxiβxi)k
[
logCxi,t+k + χxi log(1 −Nh

xi,t+k)
]}

.

Subject to the demand for labour type x,

Nh
xi,t =

(
W ∗

xi,t

Wxi,t

) −νwxi
νwxi−1

·Nxi,t ,

where χxi denotes a labour weight of utilities for each labour type x in region i.

Each household will choose their optimal wage W ∗
xi,t in each period t respectively to max-

imise their utility while wages remain effective, then they get the optimality condition
for wages for labour type x in the region i as follows:

Et{
∞∑

k=0
(ζwxiβxi)k [ 1

Cxi,t+k

( −1
νwxi − 1

)
(W ∗

xi,t)
−νwxi

νwxi−1

 Nxi,t+k

Pi,t+k(Wxi,t)
−νwxi

νwxi−1


+ χxi

1
1 −Nh

xi,t+k

(−1)
( −νwxi

νwxi − 1

)(
W ∗

xi,t

Wxi,t+k

)−2νwxi+1
νwxi−1 Nxi,t+k

Wxi,t+k
] } = 0,

W ∗
xi,t = νwxi

Et
∑∞

k=0(ζwxiβxi)k ·Nxi,t+k ·MRSxi,t+kPi,t+k

Et
∑∞

k=0(ζwxiβxi)k ·Nxi,t+k
, (2.23)

where MRSxi,t+k denotes the marginal rate of substitution between consumption and
working hours.

We can define the numerator and denominator of optimal wage setting condition for
labour as Hwx1i,t and Hwx2i,t, respectively. Thus, Equation 2.23 can be rewritten as
follows:

W ∗
xi,t = νwxi

Hwx1i,t

Hwx2i,t
, (2.24)

where the numerator and denominator can be written in the recursive forms as the
following:

Hwx1i,t = Nxi,tMRSxi,tPi,t + ζwxiβxiEt

(
Λxi,t+1
Λxi,t

)
Hwx1i,t+1 (2.25)

and

Hwx2i,t = Nxi,t + ζwxiβxiEt

(
Λxi,t+1
Λxi,t

)
Hwx2i,t+1 . (2.26)
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2.2.5 Technology creators in region R

This section will discuss the productive sector, which consists of the manufacturing and
technology creation sectors. In region R, technology creation is carried out by technology
creators or innovators through R&D, while technology creators or adopters in region A

do technology adoption. For firms in region R to create new technologies, they require
skilled labour to work towards that goal.

Considering the number of technologies, τt, available at time t + 1 that each unit of
skilled labour can create as τt. The production for τt is given by:

τt = ωtTtN
θR−1
SR,t , (2.27)

which represents the period of the creation of new technology. ωt is a scale of ability
on technology creation, which is also defined as an R&D productivity shock, Tt is the
available technology stock at time t, and NSR,t is the number of skilled labours in the
region R. A term θR−1 represents the share of skilled labour in new technology creation.
Assuming that the technology-creating process is elastic, we can infer that θR is less than
one, which implies a diminishing aggregate level of technology creation.

Let VR,t be the value of a new technology then the maximisation problem of technology
creation firm f is

max
Nf

SR,t

θRβSREt
ΛSR,t+1
ΛSR,t

VR,t+1
Tt+1

τtN
f
SR,t −WSR,tN

f
SR,t ,

yielding an optimality condition that provides the wage as follows:

WSR,t = θRβSREt

[
ΛSR,t+1
ΛSR,t

VR,t+1
Tt+1

τt

]
. (2.28)

Given a parameter ξR be the survival rate of any existing technology for region R. Then,
the evolution of technologies can be expressed as the following:

Tt+1 = ξRTt + τtNSR,t , (2.29)

where a term ξRTt reflects the remaining technologies and τtNSR,t is the creation of new
technologies.

If a new technology is added to the existing stock of technology, represented by a variety
j, the producer who buys the patent at a price VR,t can expect to generate a perpetual
profit, represented by πR,t, for as long as the technology remains viable. This means
that the producer can expect to earn a profit indefinitely, unless the technology becomes
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obsolete or is replaced by a newer, more advanced technology. Therefore, the value
function of technology creation in region R can be expressed as follows:

VR,t = −WSR,tNSR,t + ΩR,tNSR,t + ξRβSREt

[
ΛSR,t+1
ΛSR,t

VR,t+1

]
, (2.30)

where ΩR,t is the value of created technology contribution and

ΩR,t = (1 + γT )tηR

(
τt

Tt

)
, (2.31)

which ηR is a constant scaling parameter for periodic value of created technology.

2.2.6 Technology adopters in region A

In region A, the technology sector produces new technology through technology adop-
tion. To work with this new technology, skilled labour is required, just like in region R.
Assuming that Φt is the number of newly adopted technologies available at period t+ 1
that each unit of skilled labour in the region A can produce and the production for Φt

can be written as follows:

Φt =
κAtTt−1N

θA−1
SA,t

ρ(1 + γT )t−1 . (2.32)

This Equation 2.32 represents the period of creation of a newly adopted technology
function. The parameter κ is a degree of adopting ability, where κ belongs to the
range between 0 and 1, κ ∈ (0, 1), and ρ is a scaling parameter for interaction between
current technology adoption and previous technology creation. In addition, At is stock
of adopted technology at time t and NSA,t is the number of skilled labours in the region
A. A term θA − 1 represents the share of skilled labour in newly adopted technology.
Assuming that the adoption technology process is elastic, we can infer that θA is less
than one, which implies a diminishing aggregate level of technology adoption.

Let VA,t be the value of a new adopted technology then the maximisation problem of
technology creation firm f is

max
Nf

SA,t

θAβSAEt
ΛSA,t+1
ΛSA,t

VA,t+1
At+1

ΦtN
f
SA,t −WSA,tN

f
SA,t ,

yielding an optimality condition that provides the wage

WSA,t = θAβSAEt

[
ΛSA,t+1
ΛSA,t

VA,t+1
At+1

Φt

]
. (2.33)

Consider a scenario where the survival rate of any existing technology in region A,
denoted by the parameter ξA, is at the same rate as in region R. In such a case, the
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evolution of adopted technologies can be expressed as the following equation:

At+1 = ξAAt + ΦtNSA,t , (2.34)

where a term ξAAt reflects the remaining adopted technologies and ΦtNSA,t represents
the adoption of additional new technologies.

When a new variety, denoted as j, is added to the current technology stock, the producer
of this variety j can expect to earn a perpetual profit, represented by πA,t. This profit
is expected to continue indefinitely, unless the technology dies. The perpetual profit
indicates that the producer can earn a continuous income stream from the new variety
without any predetermined expiration date. Therefore, the value function of technology
adoption in region A can be expressed as follows:

VA,t = −WSA,tNSA,t + ΩA,tNSA,t + ξAβSAEt

[
ΛSA,t+1
ΛSA,t

VA,t+1

]
, (2.35)

where ΩA,t is the value of adopted technology contribution and

ΩA,t = (1 + γT )tηA

(Φt

At

)
. (2.36)

A parameter ηA is a constant scaling parameter for periodic value of adopted technology.

2.2.7 Inflation and Fisher Rule

Back in 1930, Irving Fisher introduced the theory of interest, which proposed that the
nominal interest rate could be calculated by adding up the real interest rate and the
expected inflation rate (Fisher, 1930). This Fisher rule can be expressed as a gross rate
formula as the following:

Rni,t = Ri,tEtΠP i,t+1 . (2.37)

In this Equation 2.37, Rni,t denotes the nominal interest rate for each region i, Ri,t

represents the real interest rate, and ΠP i,t+1 stands for inflation.

To calculate the gross rate of inflation, this study uses a formula that compares present
prices with previous-period prices or the ratio of those two terms, which is given as
follows:

ΠP i,t = Pi,t

Pi,t−1
. (2.38)
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2.2.8 Monetary Policy

The central bank employs the interest rate policy as a means of stabilising inflation and
output whenever they deviate from their usual levels or steady-state values. The interest
rate reaction function for region R, derived from the research of Herbst and Schorfheide
(1984), Galí (2007), and Anzoategui et al. (2019), can be expressed mathematically
through the following equation:

RnR,t = ιRnR,t

[(ΠP R,t+1

Π̄P R

)ρΠP R
(
ỸR,t

ȲR

)ρY R

R̄nR

](1−ρRnR)

(RnR,t−1)ρRnR , (2.39)

where ιRnR,t denotes the interest rate policy shock, ΠP R,t+1 is the gross inflation rate,
and Π̄P R stands for the target inflation rate. In addition, ỸR,t represents the level of
aggregate output that already detrend using the endogenous steady-state growth rate,
ȲR stands for the target level of output, and R̄nR denotes the nominal target rate.

The parameter ρΠP R is a degree of contraction monetary policy when inflation exceeds
its target value, ρY R denotes a degree of contraction monetary policy when the economy
is overgrowth, ρRnR is a degree of interest rate smoothing, and is range between 0 and
1, 0 < ρRnR < 1, and the parameters ρΠP R and ρY R are greater than zero.

The interest rate policy shock ιRnR,t is assumed to be AR(1) process and is expressed
as follows:

log ιRnR,t = (1 − ριRnR) log (ῑRnR) + ριRnR log (ιRnR,t−1) + ϵιRnR , (2.40)

where ριRnR is persistence of nominal interest rate policy shock and ϵιRnR is interest rate
policy shock that assumed to be serially uncorrelated and normally distributed with
mean zero and standard deviation σιRnR or ϵιRnR ∼ N(0, σιRnR).

Conversely, the interest rate reaction function for region A is defined the following:

RnA,t =
[(ΠP A,t+1

Π̄P A

)ρΠP A
(
ỸA,t

ȲA

)ρY A

R̄nA

](1−ρRnA)

(RnA,t−1)ρRnA . (2.41)

2.2.9 Aggregation for region R

The aggregate consumption can be expressed as follows:

CR,t = CSR,t + CUR,t . (2.42)
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The aggregate labour can be written as follows:

NR,t = NSR,t +NUR,t . (2.43)

2.2.10 Aggregation for region A

The aggregate consumption can be expressed as follows:

CA,t = CSA,t + CUA,t . (2.44)

The aggregate labour can be written as follows:

NA,t = NSA,t +NUA,t . (2.45)

2.2.11 Market Clearing

The total outputs in each region i, i ∈ {R,A}, are allocated to the households’ con-
sumption. Therefore, goods market-clearing conditions are given by,

Yi,t = Ci,t . (2.46)

2.3 Results

Within the framework of the endogenous growth study, there are several endogenous
factors that could impact economic growth. This study examines a simple yet widely
utilised model concerning the monetary transmission mechanism that facilitates precise
results regarding growth. The problems that households and firms must solve and ex-
amine the necessary conditions describe the standard dynamic equilibrium under the
assumption that all are interior and assume that the dynamic equilibrium converges to
a steady state growth path. Those give a system of seventy-one nonlinear equations
describing seventy-one endogenous variables of the model.

The equations that describe the system can be found in Appendix 2.6.1, and their
stationary version detrends the dynamic equilibrium using the endogenous steady-state
growth rate. This is demonstrated in Appendix 2.6.2. Since this chapter is mainly
interested in the growth consequences of inflationary monetary policy in this framework,
the results section will start with the impulse response to one standard deviation of
monetary policy shock or a positive monetary policy shock using the software Dynare
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to evaluate the impact and followed by the impulse response to one standard deviation
of skilled household preference shock.

2.3.1 Monetary Policy Shock

In the economic region R, when there is a positive monetary policy shock, the nominal
interest rate increases sufficiently to ensure that the real interest rate becomes positive,
following Taylor’s principle, as depicted on the left side of Figure 2.1. This means that
the real interest rate will be higher than the inflation rate, which has a significant impact
on the economy. Due to this increase in real interest rates, there is a subsequent decrease
in aggregate output and inflation, as shown on the left side of Figure 2.2. This decrease
in aggregate output and inflation is due to the perception of the final goods producers
that inflation will significantly decrease in the near future, leading to a decline in their
profits. The rise in real interest rates makes borrowing more expensive, which leads to a
decrease in investment and, in turn, results in reduced aggregate demand. As a result,
the prices of goods and services decrease, leading to a drop in inflation.

Figure 2.1: Impulse response to a one standard deviation of monetary policy shock
(a)

Source: Author’s calculation

In response to a one-time positive monetary policy shock, the final goods production in
region R reacted by adjusting their operations. Specifically, they opted to reduce the
wages of unskilled workers. This decision consequently led to a reduction in financial
support to the research and development sector. The decrease in support caused a decline
in skilled wages as well. This reduction in wages was not only affected to the unskilled
workforce; it also impacted skilled workers. As a result of these changes, the inputs
of final goods producers were affected. This included the quantity of unskilled labour
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(NUR,t) and technology level (Tt), both of which decreased. The decline in unskilled
labour was a direct result of the reduction in wages that followed the monetary policy
shock. The decrease in technology level was due to the reduction in funding to the R&D
sector. This reduction in support led to a decline in technological advancements, which
ultimately impacted the technology level of final goods producers. This is shown in the
left-hand side of Figure 2.3.

Figure 2.2: Impulse response to a one standard deviation of monetary policy shock
(b)

Source: Author’s calculation

Households with skilled workers tend to exhibit a greater degree of financial prudence,
with a focus on saving and investing for the future. These households tend to work
and consume less, prioritising lending money to earn a higher return on the increasing
interest rate. This saving and investing strategy helps them build wealth over time and
provides a cushion against unexpected expenses or emergencies. On the other hand,
households with unskilled workers tend to indicate a higher degree of impulsivity and
short-term thinking. These households tend to borrow more money to consume more,
even though they may prefer to work less due to the lower unskilled wage. This behaviour
can be attributed to their lower propensity to save, which makes them more reliant on
borrowing to meet their immediate spending needs.

In comparison to the short response of some variables in region R, region A experienced
a delayed response of most macroeconomic variables to the positive monetary policy
shock. The impulse responses to this shock in region A are shown on the right-hand
sides of Figures 2.1, 2.2 and 2.3. This delay can be attributed to the technology gap
between the two regions. Despite this delay, the economy of region A, which has adopted
technology, has been experiencing consistent growth for a while, as depicted on the right
of Figure 2.2. This growth is due to the comprehensive adoption of technology, which
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Figure 2.3: Impulse response to a one standard deviation of monetary policy shock
(c)

Source: Author’s calculation

has significantly increased aggregate output. However, this increase in output has led
to a decrease in the number of unskilled labours. As a result, producers of final goods
have a higher marginal product of unskilled labour, which has led to an increase in
unskilled wages in the short term. Therefore, while the adoption of technology has been
beneficial for the overall economy of region A in the short run, it has also resulted in
some unintended consequences, such as a reduction in the number of unskilled labours.

However, there is a significant increase in the overall output, it has both direct and
indirect effects on the Taylor rule. The direct effect is that when the aggregate output
deviates positively from its target, it increases both the nominal and real interest rates.
This means that a higher output of goods and services creates an increase in demand
for these outputs. This higher level of demand can lead to an increase in prices as the
market responds to the higher demand. However, the increase in prices can also lead to
an increase in nominal interest rates as lenders seek to protect their returns in the face
of inflation. In addition, the increase in output also leads to a rise in the real interest
rates as firms demand higher rates of return on their investments.

On the other hand, the indirect effect of a larger output on the Taylor rule is that it
implies excess supply, leading to a decline in both price and inflation. This decline in
inflation impedes both the nominal and real interest rates as inflation deviates from its
target. However, the indirect effect seems to dominate, leading to an increase in both the
nominal and real interest rates, as shown on the right side of Figure 2.1. It is important
to note that this rise in both kinds of interest rates helps adjust the macro variables to
their steady state in the long run. This means that the increase in interest rates helps
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stabilise the economy by reducing inflationary pressures and bringing the economy back
to its equilibrium level.

2.3.2 Preference Shock

According to the additional results obtained from the positive preference shock of skilled
households in the region R, it has been observed that skilled households tend to work
more but consume less so that they can lend more money. On the other hand, unskilled
households tend to work less but consume more by borrowing more money. Conse-
quently, the shock causes a sudden decrease in skilled consumption and a sharp increase
in skilled labour while unskilled consumption increases and unskilled labour decreases,
as illustrated on the left-hand side in Figure 2.4.

Figure 2.4: Impulse response to a one standard deviation of skilled preference shock
(a)

Source: Author’s calculation

It has been observed that a shock to skilled consumption tends to have a greater negative
impact on skilled consumption than an unskilled one. As a result, the overall level of
aggregate consumption in the economy decreases. This decline in consumption leads
to an increase in both nominal and real interest rates, as unskilled households tend to
borrow more than skilled households lend. The decrease in aggregate consumption also
leads to a temporary decrease in aggregate output. This, in turn, results in an increase
in prices and inflation, as presented on the left-hand side of Figure 2.5.

However, firms operating in the economy will expect a decrease in future profits due to
this decline in consumption. As a result, they will adjust their operations by reducing
their aggregate output, inputs, and financial support for R&D activities. This reduction
in aggregate output leads to a decrease in both skilled and unskilled wages. Moreover,
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it also leads to a decrease in R&D technology, which is essential for long-term economic
growth and development. This can be seen in Figures 2.6 and 2.7, which illustrate the
impact of the shock to skilled consumption on the overall economy.

In the long run, economic variables are expected to adjust to their steady-state values
through the implementation of the Taylor rule by the central bank’s monetary policy
reaction. As seen in the left-hand side of Figure 2.5, negative deviations in aggregate
output and inflation will prompt the central bank to reduce the nominal interest rate,
leading to a decrease in the real interest rate according to the Taylor principle. This
decrease in the real interest rate will stimulate the economy as firms expect inflation
to increase. Consequently, firms will begin to hire more unskilled labour and employ
more R&D technologies to produce more aggregate output. The economy is expected
to recover and stabilise by implementing such measures in the long run.

Figure 2.5: Impulse response to a one standard deviation of skilled preference shock
(b)

Source: Author’s calculation

As a result of a positive skilled preference shock, both unskilled and skilled wages are
increasing. This is because the marginal products of labour are rising, leading to an
increase in the number of unskilled labours but a decrease in their consumption. Skilled
households, on the other hand, are consuming more but working less due to the lower
real interest rate, which results in a smaller return on lending. Additionally, there is
an increase in aggregate consumption as skilled consumption dominates over unskilled
consumption. The demand for aggregate consumption responds more than the aggregate
output, leading to an excess demand for production that will push the price and inflation
up. Finally, all economic variables will eventually adjust to their steady-state values in
the long run.



63

Additionally, in the region A, a decrease in R&D technologies in the region R leads to a
smaller number of adopted technologies. However, there are technology gaps that region
A can fill up and catch up with the region R. The technology adopter has identified these
gaps and then hires more skilled labours. This hiring of skilled labour outweighs the
decrease in the number of adopted technologies and leads to a higher level of adopted
technologies in the initial periods. The increase in the level of adopted technologies
causes an increase in aggregate output, shown on the right-hand side in Figures 2.5 and
2.7. However, firms may end up hiring less unskilled labour because they expect slight
inflation and a smaller profit in the future.

Figure 2.6: Impulse response to a one standard deviation of skilled preference shock
(c)

Source: Author’s calculation

The right-hand side in Figure 2.6 demonstrates that a skilled preference shock in the
region R significantly impacts the skilled wage in the region A. The reason for this is
that the marginal adopted technologies of skilled labour decrease, leading to a negative
response in the skilled wage. At the same time, the unskilled wage increases because of
an increase in the marginal product of unskilled labour. This difference in the response
of the skilled and unskilled wages can be attributed to the varying degrees of skill
preference shocks in different regions. When skilled households experience a decrease
in wages, they tend to save and lend less money. This is because they consume more
to maintain their standard of living. On the other hand, unskilled households tend to
borrow more loans because they want to work less. This results in an excess demand
for loans, which pushes up both the real and nominal interest rates.

In response to a preference shock, both skilled and unskilled consumption in the region A
increase, as does aggregate consumption, as indicated in Figure 2.4. However, the change
in aggregate output is greater than the change in aggregate consumption. Consequently,
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there is excess production supply, leading to a decrease in prices and inflation in the short
run. The monetary policy will react with the positive deviation of aggregate output by
increasing the nominal interest rate. Conversely, the nominal interest rate will also
decrease in response to the negative deviation of inflation. However, the central bank
prioritises inflation targeting over output targeting, resulting in a lower adjustment of
the nominal interest rate. Since the return on lending decreases, skilled households will
lend less money and prefer lower consumption and work levels.

Figure 2.7: Impulse response to a one standard deviation of skilled preference shock
(d)

Source: Author’s calculation

In regions where households are defined as unskilled, access to loans may be limited,
resulting in reduced consumption and increased work. Despite the increase in the number
of adopted technologies in region A, due to advancements in R&D technologies from
region R, the level of adopted technologies remains lower due to a decrease or shortage
of skilled labour, as seen on the right-hand side of Figure 2.7. This indicates that
although the technology is available, there needs to be more skilled labour to utilise it
effectively.

Consequently, the lower level of adopted technologies leads to a decrease in aggregate
output, meaning that the total amount of goods and services produced is less than what
could be produced if the technology was used effectively. Moreover, this decrease in
aggregate production dominates a decrease in aggregate consumption, implying that
people are consuming less than they could be if the technology were used effectively.

In the long run, the excess supply of output will cause the price level and inflation to
decrease. This happens because the lower aggregate output means that there is more
supply than demand for goods and services. This excess supply will eventually lead to a
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decrease in prices as businesses attempt to attract customers by selling their goods and
services at lower prices. As a result, inflation will also decrease in the long run.

2.4 Conclusions

Chapter 2 develops a New Keynesian DSGE model that features price and nominal wage
stickiness. The model is used for monetary policy analysis to understand the interaction
between monetary policy and volatility in aggregate economic variables. Using the
software Dynare to evaluate the impact of a shock to nominal interest rate, ιRnR,t, on
equilibrium variables or a positive monetary policy shock, the impulse response functions
show the deviation from the steady-state for each macroeconomic variable. The nominal
interest rate increases much enough to push the real interest rate to have positive values
in response to a monetary policy shock, which follows Taylor’s principle. Meanwhile,
the aggregate output, inflation, the creation of new technology, and the stock of created
technology in the innovating region, the region R, are negative responses to the shock
since the positive real interest rate negatively affects the firms’ decision as they expect the
lower profit in the future as the shock sharply reduces the inflation. With a technology
gap between the two regions, however, there is a lag effect from this monetary policy
shock in the region A.

The quantitative results also include the impact of a skilled preference shock, βSR,t,
on the economy, which causes a sudden decrease in skilled consumption and a sharp
increase in skilled labour while unskilled consumption increases and unskilled labour
decreases. This shock leads to a decrease in aggregate consumption, an increase in both
nominal and real interest rates, and a temporary decrease in aggregate output, resulting
in a decrease in both skilled and unskilled wages, as well as R&D technology. However,
in the long run, economic variables are expected to adjust to their steady-state values
through the implementation of the Taylor rule by the central bank’s monetary policy
reaction. Additionally, a decrease in R&D technologies in region R leads to a smaller
number of adopted technologies in region A, but there are technology gaps that region
A can catch up with for a while. Finally, the response of skilled and unskilled wages to
a skilled preference shock can be attributed to varying degrees of skill preference shocks
in different regions.

In conclusion, monetary policy typically affects not only one region or country but also
other regions. The effect of policy implementation can be transmitted to other regions
through various channels, and the transmission channels between regions are the key to
the economy’s growth, especially in developing areas. However, this study only focuses
on the impact of monetary policy through the technology adoption channel from one
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region to another. This study suggests that the monetary authorities in developing
regions should monitor this channel more to support economic growth and stabilise
economic volatility. The policy in the advanced regions also affects the entrepreneurs
in developing regions through the technology adoption channel. Thus, the firm owners
should understand the consequences of the effect on this channel (and other transmission
channels) to manage their business to grow smoothly in the long run.
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2.6 Appendix

2.6.1 Model Equations

The model consists of 71 equations as follow:

ΛUR,t = 1
PR,tCUR,t

(B.1)

χUR

1 −NUR,t
= [1 + ψRµUR,t](1 + γT )tΛUR,tWUR,t (B.2)

βUR
EtΛUR,t+1

ΛUR,t
RR,t + µUR,t(RR,t − 1 + νR) = 1 (B.3)

ΛSR,t = 1
PR,tCSR,t

(B.4)

χSR

1 −NSR,t
= (1 + γT )tΛSR,tWSR,t (B.5)

βSREt
ΛSR,t+1
ΛSR,t

RR,t = 1 (B.6)

PR,t = [ζP R((1 + γT )PR,t−1)
−1

νP R−1 (B.7)

+ (1 − ζP R)(P ∗
R,t)

−1
νP R−1 ]−(νP R−1)

P ∗
R,t

PR,t
= νP R

HP 1R,t

HP 2R,t
(B.8)

HP 1R,t = (1 + γT )tMCR,tYR,t

PR,t
(B.9)

+ ζP RβUREt

(
(1 + γT )ΛUR,t+1

ΛUR,t

)(
PR,t+1

(1 + γT )PR,t

) νP R
νP R−1

HP 1R,t+1

HP 2R,t = YR,t (B.10)

+ ζP RβUREt

(
(1 + γT )ΛUR,t+1

ΛUR,t

)(
PR,t+1

(1 + γT )PR,t

) 1
νP R−1

HP 2R,t+1

ΛUA,t = 1
PA,tCUA,t

(B.11)

χUA

1 −NUA,t
= (1 + ψAµUA,t)(1 + γT )tΛUA,tWUA,t (B.12)
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βUAEt
ΛUA,t+1
ΛUA,t

RA,t + µUA,t(RA,t − 1 + νA) = 1 (B.13)

ΛSA,t = 1
PA,tCSA,t

(B.14)

χSA

1 −NSA,t
= (1 + γT )tΛSA,tWSA,t (B.15)

βSAEt
ΛSA,t+1
ΛSA,t

RA,t = 1 (B.16)

PA,t = [ζP A((1 + γT )PA,t−1)
−1

νP A−1 (B.17)

+ (1 − ζP A)(P ∗
A,t)

−1
νP A−1 ]−(νP A−1)

P ∗
A,t

PA,t
= νP A

HP 1A,t

HP 2A,t
(B.18)

HP 1A,t = (1 + γT )tMCA,tYA,t

PA,t
(B.19)

+ ζP AβUAEt

(
(1 + γT )ΛUA,t+1

ΛUA,t

)(
PA,t+1

(1 + γT )PA,t

) νP A
νP A−1

HP 1A,t+1

HP 2A,t = YA,t + ζP AβUAEt

(
(1 + γT )ΛUA,t+1

ΛUA,t

)
(B.20)

·
(

PA,t+1
(1 + γT )PA,t

) 1
νP A−1

HP 2A,t+1

YR,t = T σR−1
t NUR,t (B.21)

WUR,t = 1
σR

T σR−1 (B.22)

πR,t =
(

1 − 1
σR

)
T σR−2

t NUR,t − VR,t

Tt
(1 + γT )τt−1NSR,t−1 (B.23)

WUR,t = {ζW UR[(1 + γT )WUR,t−1]
−1

νW UR−1 (B.24)

+ (1 − ζW UR)(W ∗
UR,t)

−1
νW UR−1 }−(νW UR−1)

W ∗
UR,t = νW UR

HW U1R,t

HW U2R,t
(B.25)

HW U1R,t = (1 + γT )NUR,tMRSUR,tPR,t (B.26)

+ ζW URβUREt

(
(1 + γT )tΛUR,t+1

ΛUR,t

)
HW U1R,t+1

HW U2R,t = (1 + γT )tNUR,t (B.27)

+ ζW URβUREt

(
(1 + γT )ΛUR,t+1

ΛUR,t

)
HW U2R,t+1

τt = ωtTtN
θR−1
SR,t (B.28)

WSR,t = θRβSREt

[
ΛSR,t+1
ΛSR,t

VR,t+1
Tt+1

· τt

]
(B.29)

Tt+1 = ξRTt + τtNSR,t (B.30)
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VR,t = −WSR,tNSR,t + ΩR,tNSR,t (B.31)

+ ξRβSREt
ΛSR,t+1
ΛSR,t

VR,t+1

ΩR,t = (1 + γT )tηR
τt

Tt
(B.32)

WSR,t = {ζW SR[(1 + γT )WSR,t−1]
−1

νW UR−1 (B.33)

+ (1 − ζW UR)(W ∗
UR,t)

−1
νW UR−1 }−(νW SR−1)

W ∗
SR,t = νW SR

HW S1R,t

HW S2R,t
(B.34)

HW S1R,t = NSR,tMRSSR,tPR,t (B.35)

+ ζW SRβSREt

(
(1 + γT )ΛSR,t+1

ΛSR,t

)
HW S1R,t+1

HW S2R,t = (1 + γT )tNSR,t (B.36)

+ ζW SRβSREt

(
(1 + γT )ΛSR,t+1

ΛSR,t

)
HW S2R,t+1

YA,t = AσA−1
t NUA,t (B.37)

WUA,t = 1
σA

AσA−1
t (B.38)

πA,t =
(

1 − 1
σA

)
AσA−2

t NUA,t − VA,t

At
(1 + γT )Φt−1NSA,t−1 (B.39)

WUA,t = {ζW UA((1 + γT )WUA,t−1)
−1

νW UA−1 (B.40)

+ (1 − ζW UA)(W ∗
UA,t)

−1
νW UA−1 }−(νW UA−1)

W ∗
UA,t = νW UA

HW U1A,t

HW U2A,t
(B.41)

HW U1A,t = (1 + γT )tNUA,tMRSUA,tPA,t (B.42)

+ ζW UAβUAEt

(
(1 + γT )ΛUA,t+1

ΛUA,t

)
HW U1A,t+1

HW U2A,t = (1 + γT )tNUA,t (B.43)

+ ζW UAβUAEt

(
(1 + γT )ΛUA,t+1

ΛUA,t

)
HW U2A,t+1

Φt = κ

ρ
·
AtTt−1N

θA−1
SA,t

(1 + γT )t−1 (B.44)

WSA,t = θAβSAEt

[
ΛSA,t+1
ΛSA,t

VA,t+1
At+1

· Φt

]
(B.45)

At+1 = ξAAt + ΦtNSA,t (B.46)

VA,t = −WSA,tNSA,t + ΩA,tNSA,t + ξAβSAEt
ΛSA,t+1
ΛSA,t

VA,t+1 (B.47)
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ΩA,t = ηA(1 + γT )t Φt

At
(B.48)

WSA,t = {ζW SA[(1 + γT )WSA,t−1]
−1

νW SA−1 (B.49)

+ (1 − ζW SA)(W ∗
SA,t)

−1
νW SA−1 }−(νW SA−1)

W ∗
SA,t = νW SA

HW S1A,t

HW s2A,t
(B.50)

HW S1A,t = (1 + γT )tNSA,tMRSSA,tPA,t (B.51)

+ ζW SAβSAEt

(
(1 + γT )ΛSA,t+1

ΛSA,t

)
HW S1A,t+1

HW S2A,t = (1 + γT )tNSA,t (B.52)

+ ζW SAβSAEt

(
(1 + γT )ΛSA,t+1

ΛSA,t

)
HW S2A,t+1

ΠP R,t = PR,t

(1 + γT )PR,t−1
(B.53)

ΠP A,t = PA,t

(1 + γT )PA,t−1
(B.54)

RnR,t = RR,tEtΠP R,t+1 (B.55)

RnA,t = RA,tEtΠP A,t+1 (B.56)

RnR,t = ιRnR

[(ΠP R,t+1

Π̄P R

)ρΠP R

(
YR,t

(1 + γT )tȲR

)ρY R

R̄nR

](1−ρRnR)

RρRnR
nR,t−1 (B.57)

RnA,t =
[(ΠP A,t+1

Π̄P A

)ρΠP A

(
YA,t

(1 + γT )tȲA

)ρY A

R̄nA

](1−ρRnA)

RρRnA
nA,t−1 (B.58)

CR,t = CSR,t + CUR,t (B.59)

CA,t = CSA,t + CUA,t (B.60)

NR,t = NSR,t +NUR,t (B.61)

NA,t = NSA,t +NUA,t (B.62)

YR,t = CR,t (B.63)

YA,t = CA,t (B.64)

log ιRnR,t = (1 − ριRnR) log (ῑRnR) + ριRnR log (ιRnR,t−1) + ϵιRnR (B.65)

log βSR,t = (1 − ρβSR
) log (β̄SR) + ρβSR

log (βSR,t−1) + ϵβSR
(B.66)

log βUR,t = (1 − ρβUR
) log (β̄UR) + ρβUR

log (βUR,t−1) + ϵβUR
(B.67)

log(ωt) = (1 − ρω) logω + ρω logωt−1 + ϵω,t (B.68)

log νP R,t = (1 − ρνP R) log (ν̄P R) + ρνP R log (νP R,t−1) + ϵνP R (B.69)

log νWSR,t = (1 − ρνWSR
) log (ν̄WSR

) + ρνWSR
log (νWSR,t−1) + ϵνWSR

(B.70)

log νWUR,t = (1 − ρνWUR
) log (ν̄WUR

) + ρνWUR
log (νWUR,t−1) + ϵνWUR

(B.71)
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2.6.2 Stationarised Equations

The version of model stationary consists of 71 equations as follow:

Λ̂UR,t = 1
P̃R,tC̃UR,t

; Λ̂UR,t = (1 + γT )2tΛUR,t (B.1s)

χUR

1 −NUR,t
= [1 + ψRµUR,t]Λ̂UR,tW̃UR,t (B.2s)

βUR
EtΛ̂UR,t+1

(1 + γT )2Λ̂UR,t

RR,t + µUR,t(RR,t − 1 + νR) = 1 (B.3s)

Λ̂SR,t = 1
P̃R,tC̃SR,t

(B.4s)

χSR

1 −NSR,t
= Λ̂SR,tW̃SR,t (B.5s)

βSREt
Λ̂SR,t+1

(1 + γT )2Λ̂SR,t

RR,t = 1 (B.6s)

P̃R,t = [ζP R(P̃R,t−1)
−1

νP R−1 + (1 − ζP R)(P̃ ∗
R,t)

−1
νP R−1 ]−(νP R−1) (B.7s)

P̃ ∗
R,t

P̃R,t

= νP R
H̃P 1R,t

H̃P 2R,t

(B.8s)

H̃P 1R,t = MCR,tỸR,t

P̃R,t

+ ζP RβUREt

(
Λ̂UR,t+1

Λ̂UR,t

)(
P̃R,t+1

P̃R,t

) νP R
νP R−1

H̃P 1R,t+1 (B.9s)

H̃P 2R,t = ỸR,t + ζP RβUREt

(
Λ̂UR,t+1

Λ̂UR,t

)(
P̃R,t+1

P̃R,t

) 1
νP R−1

H̃P 2R,t+1 (B.10s)

Λ̂UA,t = 1
P̃A,tC̃UA,t

(B.11s)

χUA

1 −NUA,t
= (1 + ψAµUA,t)Λ̂UA,tW̃UA,t (B.12s)

βUAEt
Λ̂UA,t+1

(1 + γT )2Λ̂UA,t

RA,t + µUA,t(RA,t − 1 + νA) = 1 (B.13s)

Λ̂SA,t = 1
P̃A,tC̃SA,t

(B.14s)

χSA

1 −NSA,t
= Λ̂SA,tW̃SA,t (B.15s)

βSAEt
Λ̂SA,t+1

(1 + γT )2Λ̂SA,t

RA,t = 1 (B.16s)

P̃A,t = [ζP A(P̃A,t−1)
−1

νP A−1 (B.17s)

+ (1 − ζP A)(P̃ ∗
A,t)

−1
νP A−1 ]−(νP A−1)

P̃ ∗
A,t

P̃A,t

= νP A
H̃P 1A,t

H̃P 2A,t

(B.18s)
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H̃P 1A,t = MCA,tỸA,t

P̃A,t

(B.19s)

+ ζP AβUAEt

(
Λ̂UA,t+1

Λ̂UA,t

)(
P̃A,t+1

P̃A,t

) νP A
νP A−1

H̃P 1A,t+1

H̃P 2A,t = ỸA,t + ζP AβUAEt

(
Λ̂UA,t+1

Λ̂UA,t

)
(B.20s)

·
(
P̃A,t+1

P̃A,t

) 1
νP A−1

H̃P 2A,t+1

ỸR,t = T̃ σR−1
t NUR,t (B.21s)

W̃UR,t = 1
σR

T̃ σR−1 (B.22s)

π̃R,t =
(

1 − 1
σR

)
T̃ σR−2

t NUR,t − ṼR,t

T̃t
τ̃t−1NSR,t−1 (B.23s)

W̃UR,t = {ζW UR(W̃UR,t−1)
−1

νW UR−1 (B.24s)

+ (1 − ζW UR)(W̃ ∗
UR,t)

−1
νW UR−1 }−(νW UR−1)

W̃ ∗
UR,t = νW UR

H̃W U1R,t

H̃W U2R,t

(B.25s)

H̃W U1R,t = MRSUR,tP̃R,tNUR,t (B.26s)

+ ζW URβUREt

(
Λ̂UR,t+1

Λ̂UR,t

)
H̃W U1R,t+1

H̃W U2R,t = NUR,t + ζW URβUREt

(
Λ̂UR,t+1

Λ̂UR,t

)
H̃W U2R,t+1 (B.27s)

τ̃t = ωtT̃tN
θR−1
SR,t (B.28s)

W̃SR,t = θRβSREt

[
Λ̂SR,t+1

(1 + γT )2Λ̂SR,t

ṼR,t+1

T̃t+1
· τ̃t

]
(B.29s)

(1 + γT )T̃t+1 = ξRT̃t + τ̃tNSR,t (B.30s)

ṼR,t = −W̃SR,tNSR,t + Ω̃R,tNSR,t (B.31s)

+ ξRβSREt
Λ̂SR,t+1

(1 + γT )Λ̂SR,t

ṼR,t+1

Ω̃R,t = ηR
τ̃t

T̃t
(B.32s)

W̃SR,t = {ζW SR(WSR,t−1)
−1

νW SR−1 (B.33s)

+ (1 − ζW SR)(W̃ ∗
SR,t)

−1
νW SR−1 }−(νW SR−1)

W̃ ∗
SR,t = νW SR

H̃W S1R,t

H̃W S2R,t

(B.34s)
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H̃W S1R,t = MRSSR,tP̃R,tNSR,t (B.35s)

+ ζW SRβSREt

(
Λ̂SR,t+1

Λ̂SR,t

)
H̃W S1R,t+1

H̃W S2R,t = NSR,t + ζW SRβSREt

(
Λ̂SR,t+1

Λ̂SR,t

)
H̃W S2R,t+1 (B.36s)

ỸA,t = ÃσA−1
t NUA,t (B.37s)

W̃UA,t = 1
σA

ÃσA−1
t (B.38s)

π̃A,t =
(

1 − 1
σA

)
ÃσA−2

t NUA,t − ṼA,t

Ãt
Φ̃t−1NSA,t−1 (B.39s)

W̃UA,t = [ζW UA(W̃UA,t−1)
−1

νW UA−1 (B.40s)

+ (1 − ζW UA)(W̃ ∗
UA,t)

−1
νW UA−1 ]−(νW UA−1)

W̃ ∗
UA,t = νW UA

H̃W U1A,t

H̃W U2A,t

(B.41s)

H̃W U1A,t = MRSUA,tP̃A,tNUA,t (B.42s)

+ ζW UAβUAEt

(
Λ̂UA,t+1

Λ̂UA,t

)
H̃W U1A,t+1

H̃W U2A,t = NUA,t (B.43s)

+ ζW UAβUAEt

(
(Λ̂UA,t+1

Λ̂UA,t

)
H̃W U2A,t+1

Φ̃t = κ

ρ
· ÃtT̃t−1N

θA−1
SA,t (B.44s)

W̃SA,t = θAβSAEt

[
Λ̂SA,t+1

(1 + γT )2Λ̂SA,t

ṼA,t+1

Ãt+1
· Φ̃t

]
(B.45s)

(1 + γT )2Ãt+1 = ξAÃt + Φ̃tNSA,t (B.46s)

ṼA,t = −W̃SA,tNSA,t + Ω̃A,tNSA,t + ξAβSAEt
Λ̂SA,t+1

(1 + γT )Λ̂SA,t

ṼA,t+1 (B.47s)

Ω̃A,t = ηA
Φ̃t

Ãt
(B.48s)

W̃SA,t = [ζW SA(W̃SA,t−1)
−1

νW SA−1 (B.49s)

+ (1 − ζW SA)(W̃ ∗
SA,t)

−1
νW SA−1 ]−(νW SA−1)

W̃ ∗
SA,t = νW SA

H̃W S1A,t

H̃W s2A,t

(B.50s)

H̃W S1A,t = MRSSA,tP̃A,tNSA,t (B.51s)

+ ζW SAβSAEt

(
Λ̂SA,t+1

Λ̂SA,t

)
H̃W S1A,t+1
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H̃W S2A,t = NSA,t + ζW SAβSAEt

(
Λ̂SA,t+1

Λ̂SA,t

)
H̃W S2A,t+1 (B.52s)

ΠP R,t = P̃R,t

P̃R,t−1
(B.53s)

ΠP A,t = P̃A,t

P̃A,t−1
(B.54s)

RnR,t = RR,tEtΠP R,t+1 (B.55s)

RnA,t = RA,tEtΠP A,t+1 (B.56s)

RnR,t = ιRnR

[(ΠP R,t+1

Π̄P R

)ρΠP R

(
ỸR,t

ȲR

)ρY R

R̄nR

](1−ρRnR)

RρRnR
nR,t−1 (B.57s)

RnA,t =
[(ΠP A,t+1

Π̄P A

)ρΠP A

(
ỸA,t

ȲA

)ρY A

R̄nA

](1−ρRnA)

RρRnA
nA,t−1 (B.58s)

C̃R,t = C̃SR,t + C̃UR,t (B.59s)

C̃A,t = C̃SA,t + C̃UA,t (B.60s)

NR,t = NSR,t +NUR,t (B.61s)

NA,t = NSA,t +NUA,t (B.62s)

ỸR,t = C̃R,t (B.63s)

ỸA,t = C̃A,t (B.64s)

log ιRnR,t = (1 − ριRnR) log (ῑRnR) + ριRnR log (ιRnR,t−1) + ϵιRnR (B.65s)

log βSR,t = (1 − ρβSR
) log (β̄SR) + ρβSR

log (βSR,t−1) + ϵβSR
(B.66s)

log βUR,t = (1 − ρβUR
) log (β̄UR) + ρβUR

log (βUR,t−1) + ϵβUR
(B.67s)

log(ωt) = (1 − ρω) logω + ρω logωt−1 + ϵω,t (B.68s)

log νP R,t = (1 − ρνP R) log (ν̄P R) + ρνP R log (νP R,t−1) + ϵνP R (B.69s)

log νWSR,t = (1 − ρνWSR
) log (ν̄WSR

) + ρνWSR
log (νWSR,t−1) + ϵνWSR

(B.70s)

log νWUR,t = (1 − ρνWUR
) log (ν̄WUR

) + ρνWUR
log (νWUR,t−1) + ϵνWUR

(B.71s)
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2.6.3 Variable Descriptions

The model consists of 71 equations related to 71 variables (64 endogenous variables and
7 variable of exogenous shock processes) described in the following table.

Variable Description
1 At Stock of adopted technology in region A

2 βSR,t Savers’ discount factor of region R

3 βUR,t Borrowers’ discount factor of region R

4 CA,t Aggregate consumption in region A

5 CR,t Aggregate consumption in region R

6 CSA,t Skilled labour’s consumption in region A

7 CSR,t Skilled labour’s consumption in region R

8 CUA,t Unskilled labour’s consumption in region A

9 CUR,t Unskilled labour’s consumption in region R

10 Hp1A,t Numerator of the optimal price setting in region A

11 Hp1R,t Numerator of the optimal price setting in region R

12 Hp2A,t Denominator of the optimal price setting in region A

13 Hp2R,t Denominator of the optimal price setting in region R

14 Hws1A,t Numerator of the optimal skilled wage setting in region A

15 Hws1R,t Numerator of the optimal skilled wage setting in region R

16 Hws2A,t Denominator of the optimal skilled wage setting in region A

17 Hws2R,t Denominator of the optimal skilled wage setting in region R

18 Hwu1A,t Numerator of the optimal unskilled wage setting in region A

19 Hwu1R,t Numerator of the optimal unskilled wage setting in region R

20 Hwu2A,t Denominator of the optimal unskilled wage setting in region A

21 Hwu2R,t Denominator of the optimal unskilled wage setting in region R

22 ιRnR,t Interest rate policy shock

23 ΛSA,t Skilled labour’s shadow price of budget in region A

24 ΛSR,t Skilled labour’s shadow price of budget in region R

25 ΛUA,t Unskilled labour’s shadow price of budget in region A

26 ΛUR,t Unskilled labour’s shadow price of budget in region R
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Variable Description
27 MCA,t Marginal cost of final goods in region A

28 MCR,t Marginal cost of final goods in region R

29 MRSSA Marginal rate of substitution of skilled households in region A

30 MRSSR Marginal rate of substitution of skilled households in region R

31 MRSUA Marginal rate of substitution of unskilled households in region A

32 MRSUR Marginal rate of substitution of skilled households in region R

33 µUA,t Unskilled labour’s shadow value of borrowing in region A

34 µUR,t Unskilled labour’s shadow value of borrowing in region R

35 NSA,t Skilled labour in region A

36 NSR,t Skilled labour in region R

37 NUA,t Unskilled labour in region A

38 NUR,t Unskilled labour in region R

39 νP R Mark up price

40 νW SR Mark up skilled-wages

41 νW UR Mark up unskilled-wages

42 ωt R&D productivity shocks

43 ΩA,t Value of adopted technology contribution

44 ΩR,t Value of created technology contribution

45 PA,t Price level for final goods in region A

46 P ∗
A,t Optimal price level for final goods in region A

47 PR,t Price level for final goods in region R

48 P ∗
R,t Optimal price level for final goods in region R

49 πA Profit of firms in region A

50 πR Profit of firms in region R

51 ΠP A Gross rate of inflation in region A

52 ΠP R Gross rate of inflation in region R

53 Φt Period creation of new adopted technology in region A

54 RA,t Real interest rate of region A

55 RR,t Real interest rate of region R
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Variable Description
56 RnA,t Nominal interest rate of region A

57 RnR,t Nominal interest rate of region R

58 Tt Stock of created technology in region R

59 τt Period creation of new technology in region R

60 VA,t Value of adopted technology in region A

61 VR,t Value of created technology in region R

62 WSA,t Skilled labour’s wage in region A

63 W ∗
SA,t Optimal skilled labour’s wage in region A

64 WSR,t Skilled labour’s wage in region R

65 W ∗
SR,t Optimal skilled labour’s wage in region R

66 WUA,t Unskilled labour’s wage in region A

67 W ∗
UA,t Optimal unskilled labour’s wage in region A

68 WUR,t Unskilled labour’s wage in region R

69 W ∗
UR,t Optimal unskilled labour’s wage in region R

70 YA,t Final output or goods in region A

71 YR,t Final output or goods in region R
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2.6.4 Numerical Values for Parameters

The set of parameters used in this model are collected from Anzoategui et al (2019),
Bosworth and Ellis (1979) and Caballero and Jaffe (1996) cited in Anzoategui et al
(2019), Emenogu and Michelis (2019), Galí’s Handbook (2007), Pathompituknukoon’s
dissertation (2020) of Master of Research (MRes) in Economics at the University of
Essex, some parameters are calibrated in the first chapter, and some parameters are
calibrated in this chapter. The model consists of 62 parameters as in the following
table.

Parameters Definition Value
βSA Savers’ discount factor of region A 0.9950

β̄SR Savers’ discount factor of region R 0.9950

βUA Borrowers’ discount factor of region A 0.9850

β̄UR Borrowers’ discount factor of region R 0.9850

χSA Skilled labour weight of utilities of region A 1.0000

χSR Skilled labour weight of utilities of region R 1.0000

χUA Unskilled labour weight of utilities of region A 1.0000

χUR Unskilled labour weight of utilities of region R 1.0000

ηA Scaling parameter for periodic value of adopted 0.1000
technology

ηR Scaling parameter for periodic value of created 0.1000
technology

γT The growth rate of technology 0.15700

ῑRnR Steady state of shock to monetary policy 1.00000

κ Ability of technology adoption where κ ∈ (0, 1) 0.80000

ν Debt cost parameter 0.02400

νP A Steady state final goods mark up price in region A 1.10000

ν̄P R Steady state final goods mark up price in region R 1.10000

νW SA Steady state skilled labour mark up wage in region A 0.14900

ν̄W SR Steady state skilled labour mark up wage in region R 0.14900

νW UA Steady state unskilled labour mark up wage in region A 0.14900

ν̄W UR Steady state unskilled labour mark up wage in region R 0.14900

ω̄ Steady state of shock to R&D technology 1.00000
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Parameters Definition Value
Π̄P A Target rate of inflation at steady state of region A 1.00000

Π̄P R Target rate of inflation at steady state of region R 1.00000

ψA Exogenous payment-to-income limit of region A 0.28000

ψR Exogenous payment-to-income limit of region R 0.28000

R̄nA Nominal interest rate at a steady state of region A 1.34538

R̄nR Nominal interest rate at a steady state of region R 1.34538

ρ Scaling parameter for interaction between current 0.08000
technology adoption and previous technology creation

ρβSR Persistence of skilled households’ preference shock 0.40000

ρβUR Persistence of unskilled households’ preference shock 0.40000

ριRnR Persistence of nominal interest rate policy shock 0.46500

ρνP R Persistence of markup price shock of region R 0.40600

ρνW SR Persistence of markup skilled wages’ shock of region R 0.27300

ρνW UR Persistence of markup unskilled wages’ shock of region R 0.27300

ρΠP A Degree of contraction monetary policy when the 1.94000
inflation exceeds its target value of region A

ρΠP R Degree of contraction monetary policy when the 1.94000
inflation exceeds its target value of region R

ρRnA Degree of interest rate smoothing of region A 0.37000

ρRnR Degree of interest rate smoothing of region R 0.37000

ρY A Degree of contraction monetary policy when the economy 0.13000
is overgrowth of region A

ρY R Degree of contraction monetary policy when the economy 0.13000
is overgrowth of region R

ρω Persistence of shock to R&D technology 0.80300

σA Steady state of final goods mark up of region A 1.35000

σR Steady state of final goods mark up of region R 1.35000

σβSR Standard deviation of skilled labour preference shock 0.00010

σβUR Standard deviation of unskilled labour preference shock 0.00010
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Parameters Definition Value
σιRnR Standard deviation of interest rate policy shock 0.00010

σνP R Standard deviation of markup price shock 0.00010

σνW SR Standard deviation of markup skilled wages’ shock 0.00010

σνW UR Standard deviation of markup unskilled wages’ shock 0.00010

σω Standard deviation of technology R&D shock 0.00010

θA R&D elasticity of region A 0.37600

θR R&D elasticity of region R 0.37600

ξA Survival rate of technology in region A 0.98000

ξR Survival rate of technology in region R 0.98000

ȲA Target level of output at steady state of region A 0.29934

ȲR Target level of output at steady state of region R 0.42265

ζP A Degree of price Stickiness in region A 0.93500

ζP R Degree of price Stickiness in region R 0.93500

ζW SA Degree of skilled wage stickiness in region A 0.90800

ζW SR Degree of skilled wage stickiness in region R 0.90800

ζW UA Degree of unskilled wage stickiness in region A 0.90800

ζW UR Degree of unskilled wage stickiness in region R 0.90800
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2.6.5 Households’ Problem Description

Skilled Households - The current period utility of skilled households is the function
of their consumption CSi,t and skilled labour NSi,t as follows:

Et

∞∑
t=0

βt
SiU(CSi,t, NSi,t) ,

where U(CSi,t, NSi,t) ≡ logCSi,t + χSi log(1 − NSi,t) and CSi,t ≡
[∫ 1

0 (Cj
Si,t)

1
νpi dj

]νpi

represents consumption index, which j ∈ [0, 1] and Cj
Si,t represents the quantity of

goods j consumed by skilled types of consumer in region i ∈ {R,A} at period t, νpi is a
final goods mark up price, and χSi denotes the skilled labour weights of labour in utility.

Their budget constraint is given by

∫ 1

0
P j

i,tC
j
Si,tdj +Bi,t = Ri,t−1Bi,t−1 +

∫ 1

0
W h

Si,tN
h
Si,tdh+ πi,t ,

where P j
i,t is the price of goods j, Ri,t is the interest rate, Bi,t is an amount of money

that household lend, NSi,t ≡
[∫ 1

0 (Nh
Si,t)

1
νwsi dh

]νwsi

is an aggregated version of skilled

type, h ∈ [0, 1] represents the skilled labour index which Nh
Si,t denotes the quantity of

skilled labour employed by good-producer in region i ∈ {R,A} in period t, and W h
Si,t

denotes the nominal wage of each types of labour for all individual h ∈ [0, 1].

Unskilled Households - The current period utility of unskilled households is the func-
tion of their consumption CUi,t, x ∈ {U, S} and unskilled type of labour NUi,t as follows:

Et

∞∑
t=0

βt
UiU(CUi,t, NUi,t) ,

where U(CUi,t, NUi,t) ≡ logCUi,t + χUi log(1 − NUi,t) and CUi,t ≡
[∫ 1

0 (Cj
Ui,t)

1
νpi dj

]νpi

represents consumption index, which j ∈ [0, 1] and Cj
Ui,t represents the quantity of goods

j consumed by unskilled households in period t, and χUi denotes the labour weights for
unskilled labour in utility.

Their budget constraint is given by

∫ 1

0
P j

i,tC
j
Ui,tdj +Ri,t−1Bi,t−1 = Bi,t +

∫ 1

0
W h

Ui,tN
h
Ui,tdh ,
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where P j
i,t is the price of goods j, Ri,t is the interest rate. Bi,t is an amount of money

that households borrow and their borrowing constraint is given by

(Ri,t − 1 + νi)Bi,t ≤ ψi

∫ 1

0
W h

Ui,tN
h
Ui,tdh ,

where νi is a debt cost parameter, ψi is an exogenous payment-to-income limit, Nh
Ui,t

denotes the quantity of unskilled labour employed by good-producer in region i ∈ {R,A}
in period t, and W h

Ui,t denotes the nominal wage of unskilled labour for all individual
h ∈ [0, 1].

Households’ maximisation problem - Beginning with solving the optimal allocation
of the expenditure on consumption that maximisation of Cxi,t, x ∈ {U, S}, where U and
S denote for unskilled and skilled types of labour respectively, for any given expenditure
level

∫ 1
0 P

j
i,tC

j
xi,tdj = Zxi,t by setting the Lagrangian as

L ≡
[∫ 1

0
(Cj

xi,t)
1

νpi

]νpi

− λ

[∫ 1

0
P j

i,tC
j
xi,tdj − Zxi,t

]
.

The optimality condition for consumption of each types of labour is given by

Cj
xi,t : νpi

[∫ 1

0
(Cj

xi,t)
1

νpi dj

]νpi

(
1
νpi

)
(Cj

xi,t)
1−νpi

νpi − λP j
i,t = 0[

(Cxi,t)
1

νpi

]νpi −1
· (Cj

xi,t)
1−νpi

νpi = λP j
i,t .

For good j,

(Cxi,t)
νpi −1

νpi · (Cj
xi,t)

1−νpi
νpi = λP j

i,t .

For any good ℓ,

(Cxi,t)
νpi −1

νpi · (Cℓ
xi,t)

1−νpi
νpi = λP ℓ

i,t .

Dividing good j by good ℓ

Cj
xi,t

Cℓ
xi,t


1−νpi

νpi

=
P j

i,t

P ℓ
i,t

Cj
xi,t = Cℓ

xi,t

P j
i,t

P ℓ
i,t


νpi

1−νpi

, (B.5.1)
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which can be plugged in to the expression for expenditure of each types of labour on
consumption,

(P ℓ
i,t)

νpi
νpi −1Cℓ

xi,t

∫ 1

0
(P j

i,t)
−1

νpi −1dj = Zxi,t . (B.5.2)

Since the consumption price index in region i is

Pi,t =
[∫ 1

0
(Pi,t)

−1
νpi −1dj

]−(νpi −1)
. (B.5.3)

This can be rewritten as,

∫ 1

0
(P j

i,t)
−1

νpi −1dj = (Pi,t)
−1

νpi −1 .

Using this assumption for Equation B.5.2, hence,

(P ℓ
i,t)

νpi
νpi −1 · Cℓ

xi,t · (Pi,t)
−1

νpi −1 = Zxi,t ,

yielding the demand for consumption good ℓ as

Cℓ
xi,t =

(
P ℓ

i,t

Pi,t

) −νpi
νpi −1

· Zxi,t

Pi,t
, ∀ℓ ,

and the demand for consumption good j is

Cj
xi,t =

P j
i,t

Pi,t


−νpi

νpi −1

· Zxi,t

Pi,t
,∀j .

Substituting the demand for consumption good j into the consumption index for each
skilled types,

Cxi,t =


∫ 1

0


P j

i,t

Pi,t


−νpi

νpi −1

· Zxi,t

Pi,t


1

νpi

dj


νpi

Cxi,t = Zxi,t

Pi,t

∴ Zxi,t = Pi,tCxi,t . (B.5.4)

Therefore,

∫ 1

0
P j

i,tC
j
xi,tdj = Pi,tCxi,t . (B.5.5)

Now, we have to solve for the cost minimisation for good producers to obtain the demand
for each types of labour in region i. The minimisation of Nh

xi,t at any given cost level,
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∫ 1
0 W

h
xi,tN

h
xi,tdh = Zwxi,t, by formalising the Lagrangian function as

L ≡
[∫ 1

0
(Nh

xi,t)
1

νwxi dh

]νwxi

− λ

[∫ 1

0
W h

xi,tN
h
xi,tdh− Zwxi,t

]
.

The optimality condition for the amount of each types of labour is given by

Nh
xi,t : νwxi

[∫ 1

0
(Nh

xi,t)
1

νwxi dh

]νwxi−1 ( 1
νwxi

)
(Nh

xi,t)
1−νwxi

νwxi − λW h
xi,t = 0[

N
1

νwxi
xi,t

]νwxi−1
· (Nh

xi,t)
1−νwxi

νwxi = λW h
xi,t .

For labour h,

N
νwxi−1

νwxi
xi,t · (Nh

xi,t)
1−νwxi

νwxi = λW h
xi,t .

For any labour m,

N
νwxi−1

νwxi
xi,t · (Nm

xi,t)
1−νwxi

νwxi = λWm
xi,t .

Dividing labour h by labour m,

(
Nh

xi,t

Nm
xi,t

) 1−νwxi
νwxi

=
W h

xi,t

Wm
xi,t

Nh
xi,t = Nm

xi,t

(
W h

xi,t

Wm
xi,t

) νwxi
1−νwxi

, (B.5.6)

which can be plugged in the expression for cost of good producer in region i,

(Wm
xi,t)

νwxi
νwxi−1 ·Nm

xi,t

∫ 1

0
(W h

xi,t)
−1

νwxi−1dh = Zwxi,t . (B.5.7)

Since the each skilled labour wage index in region i is

Wxi,t =
[∫ 1

0
(W h

xi,t)
−1

νwxi−1dh

]−(νwxi−1)
, (B.5.8)

then,

∫ 1

0
(W h

xi,t)
−1

νwxi−1dh = W
−1

νwxi−1
xi,t .
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Using this assumption for Equation B.5.7. Hence,

(Wm
xi,t)

νwxi
νwxi−1 ·Nm

xi,t ·W
−1

νwxi−1
xi,t = Zwxi,t

Nm
xi,t = (Wm

xi,t)
−νwxi

νwxi−1 · Zwxi,t ·W
1

νwxi−1
xi,t .

Then, we yield the demand for each skilled types of labour m,

Nm
xi,t =

(
Wm

xi,t

Wxi,t

) −νwxi
νwxi−1

· Zwxi,t

Wxi,t
, ∀m ,

and the demand for each skilled types of labour h,

Nh
xi,t =

(
W h

xi,t

Wxi,t

) −νwxi
νwxi−1

· Zwxi,t

Wxi,t
,∀h .

Substituting the demand for each skilled types of labour h into the each skilled types of
labour index,

Nxi,t =

∫ 1

0


(
W h

xi,t

Wxi,t

) −νwxi
νwxi−1

· Zwxi,t

Wxi,t


1

νwxi

dh


νwxi

Nxi,t = Zwxi,t

Wxi,t

∴ Zwxi,t = Wxi,tNxi,t . (B.5.9)

Therefore,

∫ 1

0
W h

xi,tN
h
xi,tdh = Wxi,tNxi,t . (B.5.10)
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2.6.6 Additional Results

Impulse response to a one standard deviation of monetary policy shock in the region R
are shown in Figure 2.8, 2.9, and 2.10, and impulse response to a one standard deviation
of skilled preference shock in the region R are shown in Figure 2.11, 2.12, and 2.13 as
follow:

Figure 2.8: Impulse response to a one standard deviation of monetary policy shock
(A.1)

Source: Author’s calculation
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Figure 2.9: Impulse response to a one standard deviation of monetary policy shock
(A.2)

Source: Author’s calculation
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Figure 2.10: Impulse response to a one standard deviation of monetary policy shock
(A.3)

Source: Author’s calculation
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Figure 2.11: Impulse response to a one standard deviation of preference shock (B.1)

Source: Author’s calculation
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Figure 2.12: Impulse response to a one standard deviation of preference shock (B.2)

Source: Author’s calculation
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Figure 2.13: Impulse response to a one standard deviation of preference shock (B.3)

Source: Author’s calculation



Chapter 3

Productivity Growth and Convergence
Across Countries

The previous two chapters mainly explored the relationship between productivity im-
provements and technological advancements in firms. These two chapters introduced a
model that considers the effects of a dynamic policy change. Using the framework of
endogenous growth models, RBC and NK models, we analysed two regions - a closed
economy where growth is driven by technology creation and adoption. The quantitative
results showed that both created and adopted technologies, as well as skilled labour in-
volved in research and development (R&D), are significant factors. A positive monetary
policy shock can hinder an overheated economy and decrease the severity of inflation,
but it can also have a negative impact on the stock of endogenous technology besides
monetary policy.

Even though the previous studies were mainly based on a theoretical framework, Chapter
3 provides practical evidence through an empirical study using country-industry data
of developed and developing economies. Our study found that R&D and technology
transfer are crucial drivers of economic growth and productivity. Countries that invest
in R&D and facilitate technology transfer have higher productivity growth rates. Inter-
national trade can also significantly increase productivity rates by providing access to
new resources, markets, and technologies. Human capital, which refers to a country’s
workforce’s knowledge, skills, abilities, and experience, also plays a role in boosting
productivity, although to a lesser extent than international trade. Policymakers and
business leaders should prioritise R&D, technology transfer, and international trade to
promote innovation and drive economic growth.

95
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3.1 Introduction

The role of technological innovation in driving economic growth is widely acknowledged
as a critical factor in the development of any country. The adoption of technology is
seen as a key driver of economic transformation, and therefore, it is essential to create
policies that facilitate its usage. To achieve this, it is crucial to measure the extent of
technology usage and understand the factors that both motivate and hinder innovation
and technology adoption. While firms are primarily responsible for keeping up with
technological advances (as in Perilla Jimenez, 2019 and Nelson, 2008), they are also the
primary adopters of technology for producing goods and services. Upgrading technology
is, therefore, of utmost importance in fostering productivity gains, which serve as the
engine of economic growth and prosperity.

Moreover, technological advancement has the potential to create new industries, prod-
ucts, and services, which can lead to job creation, increased innovation, and higher
living standards. It also plays a vital role in improving the efficiency and effectiveness of
operations, reducing costs, and enhancing the quality of products and services. There-
fore, it is crucial for policymakers to recognize the importance of technology in driving
economic growth and prosperity and to create an environment that encourages innova-
tion and technology adoption. By doing so, they can ensure that their nation remains
competitive, productive, and prosperous in the global marketplace.

For countries with limited natural resources, the path to becoming a developed econ-
omy requires progress in agriculture, manufacturing, or services production technology
(Hayami and Godo, 2005; Benhabib et al., 2014; and König et al., 2016). However,
investing in research and development (R&D) is crucial for progress. R&D is then an
essential catalyst for technological change and productivity growth, as it fosters innova-
tion and adoption within and beyond the country (Romer, 1994; Jones and Williams,
2000; Nelson, 2008; König et al., 2016; and de Ridder, 2017). The recent empirical
literature has dedicated significant attention to R&D, with various analyses conducted
to comprehend its impact on productivity growth.

One popular approach is econometric studies, which aim to explore the relationship be-
tween productivity and R&D, along with other relevant variables. Various studies, e.g.
Frantzen (2000) and Griffith (2000), have explored the significant role of R&D in driv-
ing technological advancements and enhancing productivity across different countries.
Those literature have provided valuable insights into the benefits of investing in R&D
for long-term economic growth and development. By investing in R&D, countries can
create innovative products and services, which can lead to increased competitiveness
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and economic growth (Aghion and Howitt, 1998; Zachariadis, 2003; Aghion and Howitt,
2008; and Alder et al., 2022).

Additionally, developing new technologies through R&D can foster the creation of new
industries and job opportunities and enhance the efficiency of existing ones. The findings
of these studies highlight the critical importance of investing in R&D for countries
to remain competitive in the global economy. By encouraging an innovative culture
and promoting the adoption of new technologies, countries can improve their economic
competitiveness, generate new employment opportunities, and enhance the quality of
life for their citizens.

Extensive research has been conducted on income disparities across countries, focusing
on identifying contributing factors, e.g. Coe et al. (1995) and Griffith et al. (2003). One
of the key factors that has been found to influence income disparities is the endogenous
factor, specifically the total factor productivity (TFP) or technical factor. Economic
literature has discussed and utilized this factor widely. Several studies conducted by
Harrigan (1997), Parente and Prescott (2002), Cameron et al. (2005), and Comin and
Hobijn (2010) have provided evidence that supports the existence of income disparities
between countries. Moreover, Evans (1997) has demonstrated that countries sharing a
common technology have exhibited similar growth patterns over the postwar period.

Furthermore, it is commonly argued that the convergence of income levels can be at-
tributed to R&D efforts that promote technological advancements and productivity
within each country, regardless of varying levels of R&D intensity. Studies by Howitt
(2000), Acemoǧlu and Zilibotti (2001), and Jones (2016) support this notion. These
studies have helped researchers understand how R&D can be instrumental in reducing
income disparities between countries.

Figure 3.1: Human and financial resources devoted to R&D

Source: OECD, Main Science and Technology Indicators Database, http://oe.cd/msti , September 2023.
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Furthermore, there has been a recent increase in the proportion of workers engaged in
technology production through R&D. The Research and Development Statistics (RDS)
is a comprehensive database that provides detailed and current information on R&D
investments across all OECD countries and selected non-member economies. This re-
source includes data on the financial and human capital resources devoted to R&D. The
latest release in 2021 features historical data on human capital and financial resources
allocated to R&D, offering an in-depth look at how various countries have invested in
R&D over time, represented by Figure 3.1. We can see the trend that links to the growth
of R&D expenditure and researchers for each group of countries where the high potential
country of each group tends to have a higher intensity of R&D and human resources.

Persistent differences in income can be attributed in part to factors such as the expanding
technology frontier, capital accumulation, and factor productivity, as detailed in studies
by Barro and Sala-i-Martin (1997), Jones (2016), Berlingieri et al. (2020) and Cervellati
et al. (2023). The diffusion of technology across countries can also be interpreted in
terms of differences in TFP and income. However, the adoption of new technologies
from leading countries can result in significant lags and reduced intensity of adoption,
highlighting the critical importance of both the level and intensity of technology use in
driving economic growth.

Figure 3.2 represents the per centage of a country’s Gross Domestic Product (GDP)
spent on R&D. This ratio is widely used to determine the intensity of technology usage
within a country or region. The graph compares the R&D intensity in the Organization
for Economic Cooperation and Development (OECD) area from 2001 to 2021, which
shows a consistent increase in R&D and its intensity in recent years. Several emerging
economies are playing a key role in driving technological advancements within the OECD
area. However, the Republic of Korea stands out by making substantial investments and
spearheading progress with the highest reported R&D intensity, which accounts for 4.9
per cent of its GDP.

This indicates that the Republic of Korea is making significant investments in developing
new technologies and improving existing ones. Many empirical studies have shown that
R&D can significantly impact economic growth. To estimate and test the effect of R&D
on growth, researchers often use TFP growth as a proxy variable. For instance, Jones
(1995) used the number of scientists and engineers in advanced economies like Germany,
France, Japan, and the United States to measure TFP growth and R&D. In doing so,
Jones was able to test the validity of endogenous R&D, which is an important concept
in understanding the relationship between R&D and economic growth.

Technological advancements are a vital driving force behind economic growth and de-
velopment. The process of creating new technology relies heavily on R&D, which can
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Figure 3.2: Gross domestic spending on R&D, total percentage of GDP 2000-2022

Source: OECD (2023), doi: 10.1787/d8b068b4-en (Accessed on 6 June 2023).

involve innovating locally or adopting technology from other countries. However, several
factors can impact the output of R&D. Bartelsman and Wolf (2014) found that despite
less than 13 per cent of workers in the manufacturing industry being employed by firms
that performed R&D, about 70 per cent of the measured R&D from 1981-2001 was car-
ried out by these workers. This suggests that only a slight fraction of the population
has the necessary skills to produce and innovate new technology.

Various studies have highlighted the significance of skilled individuals in creating new
technology. Acemoǧlu and Zilibotti (2001) and Hendricks and Schoellman (2023) have
emphasized that the number of skilled individuals in a population is a determining
factor in creating new technology. This emphasizes the need for governments and firms
to invest in developing and encouraging talent in science, technology, engineering, and
mathematics (STEM) fields.

Measuring the output of R&D or the stock of technology in the manufacturing industry
can be challenging. Patents are often used as a proxy in various literature as they
produce a constant growth rate (as in Griliches and Lichtenberg, 1984; and Kortum,
1997) and can be viewed as a proportional improvement in productivity. Patents are
a proper way to track technological progress as they offer insights into the volume and
direction of R&D investments. However, it is essential to note that patents can be
thought of as a proportional improvement in productivity.

The world is experiencing a remarkable increase in the speed of technology adoption,
resulting in a decrease in the time gap between the creation and application of new
technologies. This period, known as the speed of adoption, has a significant impact on
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the growth of countries across the world. By reducing the adoption lag, we can help
narrow the growth gap between countries at the forefront of technology adoption and
those that are lagging behind. Previous research conducted by Nelson and Phelps (1966)
and Acemoǧlu et al. (2006) established that the speed of adoption is a critical factor in
determining a country’s growth.

Comin and Hobijn (2010) conducted a comprehensive study on the Cross-country His-
torical Adoption of Technology (CHAT) database, which revealed that the time it takes
for technology to be adopted has significantly decreased over time. For example, there
was an average of 4.3 years reduction in the adoption period of a technology invented
a decade later. The dataset provides information on the international adoption of 15
technologies between 1820 and 2003 across 166 countries. This study illustrates that the
pace of technology adoption is a crucial component in determining a country’s growth, as
it can reduce the growth gap between countries and provide opportunities for countries
that lag behind to catch up with the rest of the world. Hence, the rate of technology
adoption is one of fundamental factor determining growth.

The role of R&D in innovation and imitation has been extensively discussed in theoreti-
cal literature, with scholars suggesting that R&D can play both of these roles. However,
there is limited empirical research that examines the statistical significance and quantita-
tive importance of cross-country R&D interactions. Some studies conducted at the firm
level suggest that firms with high R&D investments benefit from spillovers, as found by
Jaffe (1986) in the United States Additionally, innovative firms tend to benefit the most
from the innovations of others, as Geroski et al. (1993) found in the United Kingdom
While these findings are insightful, further research is necessary to obtain a complete un-
derstanding of how R&D affects industry productivity growth and social rates of return
in various countries. This extension study on this topic could benefit in the creation of
more favourable policies that endorse innovation and technological advancement, while
considering the distinctive features of various regions and industries.

This empirical chapter will explore the importance of R&D in driving productivity
growth across industries in fourteen countries from 1990 to 2019. The results of this
study highlight that countries that are technologically less advanced than others at the
productivity frontier can catch up at a faster pace if they increase their investments
in the R&D sector. We use a panel of industries from different countries to emphasize
the role of technology transfer and absorptive capacity in driving productivity growth
for economies that are lagging behind in technology. This implies that the ability of
an economy to absorb new technologies and innovations plays a crucial role in driving
productivity growth. In addition, The study will provide insights into the importance of
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R&D investment in driving productivity growth, technology transfer, and absorptive ca-
pacity in the context of lagging economies and highlight the need for countries to invest
in R&D to enhance their technological capabilities and achieve sustained productivity
growth.

The analysis of this chapter takes into account various factors while examining the rate
of TFP growth. These factors include the impact of R&D, international trade, and
human capital. In order to determine the extent of technology transfer, the distance
from the technological frontier is calculated directly. The country that is situated at the
frontier of technology or productivity growth is defined as the one with the highest level
of technology. However, this leads to the question of whether countries that are further
from the technological frontier have more significant potential for productivity growth.
This potential can be achieved through the adoption of technology by more advanced
countries.

Chapter 3 will first begin with the theoretical framework of R&D and TFP growth in
Section 3.2. After that, Section 3.3 will describe the data and variable measurements
used in this study. Next, Section 3.4 will present the empirical analysis and interpretation
of the findings from fourteen different advanced and emerging countries between 1990
and 2019. The study has revealed that technology transfer and innovation significantly
reduce technology disparities between countries. At the same time, higher levels of
adoption are strongly associated with increased productivity in emerging economies,
ultimately benefiting advanced economies as well. Finally, Section 3.5 will conclude the
chapter.
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3.2 Theoretical Framework

This section will provide a comprehensive and detailed overview of the theoretical frame-
work that explains the relationship between R&D and TFP growth. The framework is
based on existing literature from Griffith et al. (2004). The relationship between R&D
and TFP growth is of great interest to researchers, policymakers, and businesses. R&D
activities are seen as a crucial driver of innovation, which, in turn, leads to increased pro-
ductivity and economic growth. However, the exact nature of the relationship between
R&D and TFP growth is complex and needs to be more adequately understood.

Griffith et al. (2004) proposed a theoretical framework to shed light on this relationship.
Their framework suggests that R&D activities contribute to TFP growth by generating
new knowledge, which is then used to improve production processes and develop new
products and services. This leads to increased efficiency, competitiveness, and economic
growth through higher productivity. To support their framework, they reviewed a sig-
nificant body of literature on R&D and TFP growth. Their analysis covered theoretical
and empirical studies, highlighting the importance of R&D investment for long-term
economic growth. Overall, this literature offers a useful theoretical framework to under-
stand the R&D and TFP growth relationship. By taking into account the various factors
that influence this relationship, researchers, policymakers, and businesses can develop
more effective strategies to promote innovation, productivity, and economic growth.

To better understand this framework, this study considers a world that consists of two
distinct types of countries, i ∈ {I, F}, - frontier countries (denoted as F ) and non-
frontier countries (denoted as I). Frontier countries are characterized by their high
technological advancement and innovation level, while non-frontier countries are lagging
in these areas. Each country, whether frontier or non-frontier, is capable of producing a
fixed number of manufacturing goods, which are represented by j = 1, . . . , J . The value
added in each industry j at time t is defined as Yij,t, produced using a combination of
labour input, represented by Nij,t, and physical capital stock, represented by Kij,t as
in Equation 3.1. This production process is carried out using a standard neoclassical
production technology.

Yij,t = Aij,tFj,t(Nij,t,Kij,t) . (3.1)

where Aij,t is an index that measures technical efficiency, also known as TFP, which
is allowed to vary across countries i, sectors j and time t, and F(·, ·) is the production
function with homogeneous degree one and indicate a diminishing marginal return to
the accumulation of each factor either labour input Nij,t or physical capital stock Kij,t.

It is essential to note that this framework is built upon the concept of R&D, which is
the process of discovering new knowledge that can be used to develop new or improved
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products, processes, or services. We will explore how R&D activities impact TFP growth
in both frontier and non-frontier countries and how these activities can drive economic
growth in the long run.

This study is based on the literature on productivity growth and R&D and assumes that
the TFP denoted as Aij,t, is a function of two main factors: the stock of R&D knowledge
(Sij,t) and the residual of influences (Dij,t). Moreover, a vector of control variables,
including human capital and international trade, is also considered. To determine the
rate of TFP growth, take logarithms and differentiate them with respect to time. This
helps us to identify the rate of growth of the stock of R&D knowledge that affects the
rate of TFP growth.

Specifically, the equation for the growth rate of TFP in discrete time is

∆ lnAij,t = γ∆ lnSij,t + δ∆ lnDij,t + uij,t , (3.2)

where ∆ lnAij,t is the change in the natural logarithm of TFP and γ = (dY/dS)(S/Y )
represents the elasticity of value added in response to changes in the R&D knowledge
stock. Moreover, ∆ lnSij,t stands for the change in the natural logarithm of the stock
of R&D knowledge and δ = (dY/dD)(D/Y ) is the elasticity of output with respect to
the residual set of influences. The term ∆ lnDij,t represents the change in the natural
logarithm of the residual of influences, and uij,t

1 is a stochastic error with a zero expected
value and constant variance for all observations, where E(uij,t) = 0 and E(u2

ij,t) = σ2.

This study also assumes that the rate of depreciation of the stock of R&D knowledge, τ ,
is low, then the rate of TFP growth can be rewritten as the ratio of R&D expenditure
to value-added,

∆ lnAij,t = η

(
Ri

Yi

)
j,t−1

+ δ lnDij,t−1 + uij,t , (3.3)

where η ≡ (dY/dS) is the rate of return of R&D knowledge stock or marginal product
of R&D and variable Rij,t−1 is the real R&D expenditure which is a crucial element
of the stock of R&D knowledge, Sij,t.2 A term of (Ri/Yi)j,t−1 can be defined as R&D
expenditure as a ratio or percentage of GDP or as R&D intensity. This percentage is
used to indicate an economy’s degree of investment in generating new technology.

In order to account for factors that are not directly observed but still affect the rate
of TFP growth, such as specific characteristics of a country or industry that encourage
investment in R&D, this study includes a country-industry specific fixed effect (ωij) in

1The errors corresponding to different observations have zero correlation, and E(uij,t · ukj,t) = 0
for i ̸= k. We also assume that any control variables are not correlated with the error term, then
E(∆ ln Sij,t · uij,t) = 0 and E(∆ ln Dij,t · uij,t) = 0.

2Note that Ṡij,t = Rij,t − τSij,t, where τ is the rate of depreciation of the stock of R&D knowledge
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the error term (uij,t). This helps to control for any unobserved heterogeneity that may
be correlated with the explanatory variables. Using this econometric specification as
outlined in Equation 3.4, we can then use the Equation for TFP growth in industry j

for a given country i as presented in Equation 3.3.

uij,t = ωij + ϵij,t , (3.4)

where ϵij,t represents a serially uncorrelated error.

This model aims to clarify how R&D impacts the growth of TFP. The endogenous tech-
nology or innovation and growth model is the theoretical basis for this model. It posits
that new ideas can be used at zero marginal cost in the R&D sector. Moreover, patent
protection enables each innovator to benefit from their discoveries. The model high-
lights that R&D activity has a direct effect on the rate of TFP growth. This is because
R&D produces innovations, which in turn affect TFP growth. Specifically, innovations
increase the expected flow of profits from acquiring patents for new technologies, thus
providing an economic incentive to engage in R&D. The model stresses that R&D is a
key driver of TFP growth, which has significant implications for economic development
and growth.

Furthermore, the model emphasizes that the expected flow of profits from the acquisition
of patents to new technology is necessary to determine the level of R&D investment. It
also highlights that the presence of patent protection, which enables innovators to ap-
propriate the returns from their discovery, is a necessary condition for the R&D activity
to generate innovations. Hence, the model underscores the importance of R&D activity
in promoting technological progress and innovation, which are crucial economic growth
and development determinants.

Equation 3.3 represents the relationship between R&D activity and TFP growth. How-
ever, to further enhance the model’s scope and applicability, this study also considers
the possibility of technology transfer from frontier to non-frontier countries within the
same industries, as suggested by the convergence literature, e.g. Caselli and Coleman
(2006), Bartelsman et al. (2008), Bai et al. (2024) and Lamperti et al. (2023). This
implies that countries that are behind the frontier can experience productivity growth
by adopting and incorporating the technologies developed by the frontier countries.

In addition to the possibility of technology transfer, the speed of international diffusion
of technology depends on several factors, including industry-specific characteristics and
relative levels of TFP with the frontier. Therefore, to accurately capture the effects of
technology transfer on TFP growth, the term technology transfer from the frontier to
the non-frontier, ln (AF /Ai)j,t−1, should be included in Equation 3.5. This will enable us
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to understand better the role of technology transfer in promoting sustainable economic
growth and development across countries and industries.

∆ lnAij,t = η1

(
Ri

Yi

)
j,t−1

+ θ1 ln
(
AF

Ai

)
j,t−1

+ δ lnDij,t−1 + ωij + ϵij,t , (3.5)

When examining countries that are not technology leaders, it is important to consider
the positive distance between their current level of technological development and the
technological frontier. This distance can be reduced through the transfer of technology,
which has been shown to impact productivity growth positively. This is supported by
the estimated value of θ1, which is a statistical measure used to quantify the relationship
between technology transfer and productivity growth. It is also important to consider
the dynamic adjustment of TFP over time. That is why the lagged dependent variable
is used. This variable captures the effect of past levels of TFP on current levels. It helps
to ensure that the study analysis considers the complete picture of TFP growth in these
countries.

In some academic papers (as in Nelson and Winter, 1977; Grossman and Helpman,
1990; Jones and Williams, 2000; and Benhabib et al., 2014), it has been argued that the
process of R&D can assist individuals or organizations in imitating or adopting exist-
ing technologies. Adopting a particular technology depends on the adopter’s technical
knowledge and skills in the respective industry or country. This concept is commonly re-
ferred to as absorptive capacity and is represented by Equation 3.6. The term absorptive
capacity, (Ri/Yi)j,t−1 ∗ ln (AF /Ai)j,t−1, captures the interaction between the intensity of
R&D and the gap in TFP. This highlights the role of R&D in the transfer of technology.
The TFP gap refers to the difference between the productivity of a particular country
or industry and the productivity of the leading country or industry in that particular
sector. Therefore, the greater the TFP gap, the further the country or industry is from
the technology frontier.

In turn, this creates more potential for technology transfer through R&D. The use of
R&D in technology transfer is a crucial factor in the development of competitive indus-
tries. It enables the transfer of knowledge and technology from the leading industries
to the industries that are behind in terms of productivity. The implementation of new
technologies is crucial for economic growth, as it can result in a significant increase in
productivity and efficiency. Therefore, it is important to understand the role of R&D
in technology transfer, particularly for countries and industries that need to catch up in



106

terms of productivity.

∆ lnAij,t = η1

(
Ri

Yi

)
j,t−1

+ θ1 ln
(
AF

Ai

)
j,t−1

+ θ2

(
Ri

Yi

)
j,t−1

ln
(
AF

Ai

)
j,t−1

+ θ2

(
Ri

Yi

)
j,t−1

ln
(
AF

Ai

)
j,t−1

+ δ lnDij,t−1 + ωij + ϵij,t ,

(3.6)

where the interaction term shows an absorptive capacity that captures the role of R&D
in technology transfer which in turn suggests a positive value for θ2.3

When analysing a country’s technological advancements, it is crucial to consider the
expression for TFP growth, denoted by ∆ lnAij,t. This expression can be switched from
Equation 3.6 to Equation 3.3. In the case where country i is the frontier country, it is easy
to note that Equation 3.6 simplifies to Equation 3.3 because ln(AF /Ai)j,t−1 = 0 when i =
F and η is equivalent to η1. By combining Equation 3.6 with this simplification, we can
determine how far a non-frontier country is from becoming a technological leader. This
model allows for an endogenous switch between country i for being either frontier or non-
frontier countries, resulting in consistent TFP growth across all industries and countries.
Thus, this approach is helpful in assessing a country’s technological advancement level
and can help identify areas where further investment and development are needed to
achieve a more efficient and productive economy.

Therefore, the econometric specification of TFP growth in industry j for a nonfrontier
country can be derived as Equation 3.6. Similarly, the econometric specification of TFP
growth in industry j for a frontier country is

∆ lnAF j,t = η

(
RF

Yi

)
j,t−1

+ δ lnDF j,t−1 + ωF j + ϵF j,t . (3.7)

This study merges the equations of frontier and non-frontier economies through cross-
equation constraints on the R&D intensity variable. Equations 3.6 and 3.7 are estimated
using the within-group estimator, while frontier observations are excluded when cross-
equations prove invalid for dependable results. The objective is to provide insight into
the influence of R&D intensity on economic growth in both economy types. According
to the model, a country’s identity plays a minor role in determining its potential for
technology transfer. Instead, what matters the most is the distance between a country
and the technological frontier. This implies that countries with productivity levels higher
than others but lower than the frontier still have the potential for technology transfer.

3In this additional specification, the parameter Θ ≡ θ1 + θ2(Rij,t−1/Yij,t−1) denotes as the speed of
technology transfer, and η ≡ η1 + θ2(Rij,t−1/Yij,t−1).
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The study further confirms that the correlation between distance from the technological
frontier and the potential for technology transfer remains valid even when using alter-
native measures of spillover potential. For instance, the frontier is defined using the
average of the two highest TFP levels instead of relying on the country with the highest
relative TFP. The gap of TFP measurement used in the study reveals proximity to the
cutting edge of technology by demonstrating different results when using TFP distance
to the geometric mean TFP in the industry. This means that the gap of TFP measure-
ment can provide insights into a country’s proximity to the leading edge of technology,
which can be useful in determining its potential for technology transfer.

This research study utilises time series analysis techniques to estimate the correlation
between TFP in frontier and nonfrontier countries. The study outlines the convergence
literature, such as a study by Nelson (2008) and Bartelsman et al. (2008), to provide
further insights into how standard measures of cross-country correlation between growth
rates and initial levels of relative TFP may be impacted. The standard deviation of
relative TFP, a measure of a country’s industry productivity compared to others in
the same sector, may be influenced by the correlation between initial and steady-state
distributions. This correlation can cause the standard deviation to increase, indicating
more significant productivity level variability, to decline, indicating more distinguished
uniformity, or remain consistent over time, indicating a consistent level of variation. It
is important to note that the sample period examined in this study is characterised by
cross-country variation across most industries. However, this is not a necessary model
implication but rather a data feature. The findings of this study provide insight into the
elaborate relationship between TFP across various countries and industries and could
have significant implications for policymakers and researchers.

3.3 Data Description

This study uses a wide range of reputable and dependable data sources with a high rep-
utation among the academic and research communities. These sources include renowned
institutions such as OECD Statistics, the World Bank, and the Penn World Table. The
data from these sources cover critical factors like value-added, labour, capital stock, and
R&D expenditure. Furthermore, the study enhances its accuracy and validity by incor-
porating business expenditures from the OECD ANBERD dataset and bilateral trade
data from the indicator for structural analysis (iSTAN) to represent R&D expenditures.
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For a thorough and comprehensive analysis, this study was first conducted across four-
teen countries, divided into two groups: seven advanced countries and seven high-
potential developing countries as in Table 3.1. The data analysed spans three decades,
from 1990 to 2019, and involved a total of 420 observations.4

Table 3.1: Country list

Advanced Countries High-Potential Country
Canada Brazil
Germany the People’s Republic of China
France India
United Kingdom the Republic of Korea
Italy Singapore
Japan Türkiye
United States South Africa

This study aims to explore the linkage between TFP growth, the TFP gap to the frontier,
and potential factors that can impact innovation and technology transfer. To determine
the TFP growth rate and TFP gap level, this study will the superlative-index-number
approach in Caves et al. (1982). This approach is flexible in specifying the production
technology and has been proven effective. In addition, this study will also draw upon
Harrigan (1997) and Griffith et al. (2004) to ensure accuracy in the measurement of
TFP for differences across countries on varied factors. This will provide a reliable basis
for investigating the correlation between TFP growth, the TFP gap to the frontier, and
other controlling factors.

Various studies have been conducted to calculate TFP growth in different contexts.
Some of these studies have used firm-level data to estimate firms’ productivity. Two-step
methods are commonly used in economics to estimate production functions that define
the relationship between inputs and outputs in a production process. These methods
are particularly useful when it is difficult or impossible to observe all the factors directly
contributing to productivity. Two well-known examples of two-step methods are the
ones developed by Olley and Pakes (1996) and Levinsohn and Petrin (2003).

These methods work by using investment and intermediate inputs as proxies for un-
observed productivity. The first step involves estimating a set of equations that relate
investment and intermediate inputs to output. This provides estimates of the produc-
tivity of each firm. The second step then involves using these estimates to construct a

4Within the empirical analysis, there is Section 3.4.2, which details an extension study. This extension
study incorporates a country-industry variation and includes a selection of countries that are listed in
Table 3.1. The extension study features a total of 825 observations, which provide a detailed and
comprehensive analysis of the various industries and countries involved.
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production function describing the relationship between the inputs and output. By us-
ing investment and intermediate inputs as proxies for unobserved productivity, two-step
methods allow researchers to estimate productivity even when some of the inputs are
unobservable or difficult to measure. These methods have been used to estimate produc-
tion functions in a variety of different industries, including manufacturing, agriculture,
and services.

However, Ackerberg et al. (2015) have highlighted a crucial issue related to identifying
coefficients on variable inputs. They argue that if a variable input is selected as a function
of unobserved productivity, then it becomes challenging to determine the coefficient on
that variable input. To overcome this limitation, Wooldridge (2009) suggests using a
generalized method of moment estimation. This method relies on instrumental variables
to identify the parameters of a model, which can help in obtaining consistent and efficient
estimators of the coefficients of interest. By using this approach, researchers can account
for the endogeneity of variables and obtain more reliable estimates of the relationships
between different inputs and outputs.

The methodologies established by Olley and Pakes (1996) and Ackerberg et al. (2015)
have been widely utilized to measure TFP growth using firm-level data. Compared
to industry-level studies, these approaches offer a more detailed and comprehensive
analysis of productivity and efficiency at the firm level. They allow for the measurement
of not only the inputs and outputs but also the underlying technology used by the
firm. However, the application of these approaches may be limited by data availability
and comparability issues at the industry level. As a result, this study has opted for an
alternative approach, namely, the value-added TFP index, to assess productivity growth
in firms followed from Griffith et al. (2004).

This study will measure TFP growth using a superlative index number approach derived
from the translog production function, which is widely recognised as one of the most
accurate in calculating TFP growth, as follows:

∆ lnAij,t ≡ ∆gTFPij,t = ∆ ln Yij,t − µ̃ij,t∆ lnNij,t − (1 − µ̃ij,t)∆ lnKij,t , (3.8)

where Yij,t is the real value added, Nij,t is the number of workers employed, Kij,t is the
real capital stock, and µ̃ij,t = 1

2(µij,t +µij,t−1) is the average of the share of labour where
µij,t is the share of labour in value-added.

In this study, the level of TFP in each country relative to the frontier is measured using
a superlative index number derived from the translog production function, as defined by
Equation 3.9. To evaluate the level of TFP in each country, a common reference point is
necessary. For this purpose, the geometric mean (G.M.) of all other countries is used as
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a reference point. The process of determining the level of TFP in each country relative
to the geometric mean of all other countries is carried out for each industry year. For
instance, the value-added in the machinery and equipment industry of a country in 1990
is measured relative to the geometric mean of the machinery and equipment industry of
all other countries in 1990.

This approach enables the estimation of the level of TFP in each country relative to
the geometric mean of all countries, which serves as a reference point for all countries.
Overall, this method provides a comprehensive and detailed approach to evaluating
the level of TFP in each country relative to the frontier and in comparison to other
countries. Calculating the level of TFP in each country relative to the geometric mean
as a reference point for all countries, or the MTFP (mean TFP), is as follows:

MTFPij,t = ln
(
Yij,t

Ȳj,t

)
− ρ̃ij,t ln

(
Nij,t

N̄j,t

)
− (1 − ρ̃ij,t) ln

(
Kij,t

K̄j,t

)
. (3.9)

The variables for the geometric means are denoted with the bar symbol. Specifically,
Ȳj,t represents the geometric mean of value-added, N̄j,t represents the geometric mean
of the number of workers employed, and K̄j,t represents the geometric mean of the real
capital stock in industry j at time t. The parameter ρ̃ij,t is calculated as follows: first,
finding the labour share in the country i for industry j at time t, represented by µij,t.
Next, taking the geometric mean of the labour share for industry j at time t, represented
by µ̄j,t. Finally, take the average of µj,t and µ̄ij,t and divide it by two. This gives us
ρ̃ij,t = 1

2(µij,t + µ̄j,t).

The frontier is the country with the highest TFP levels in each industry j relative to the
geometric mean at time t. We calculate the TFP gap or the distance from the frontier
by subtracting the MTFP of a non-frontier country from the MTFP of the frontier. This
provides us with a superlative-index-number measure of the TFP gap5 as follows.

ln
(
AF

Ai

)
j,t

≡ TFPGAPij,t = MTFPF j,t −MTFPij,t . (3.10)

Before delving into the analysis of the results, the study provides an overview of simple
descriptive statistics, which can be found in Tables 3.2. The TFP measurement has
been adjusted in various ways as suggested by the literature, and the preferred method
is the one that corrects for hours worked. Table 3.2 presents the mean annual growth
rates of TFP, highlighting the considerable heterogeneity in TFP growth rates across
countries. These findings certify further investigation and emphasize the need to identify
the drivers of this heterogeneity. The analysis of these results will help illustrate the
factors contributing to differences in TFP growth rates across countries.

5A country’s TFP distance or TFP gap from the frontier equivalences to ln(AF /Ai)j,t.
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Table 3.2: Mean annual growth rate of TFP as percentage between 1990-2019

Industry CAN DEU ITA JPN KOR USA
MAN Obs 29 28 29 25 28 29

Mean 0.0797 0.1325 0.0354 0.0934 0.0347 0.0213
S.D. 0.0559 0.0669 0.0424 0.0531 0.0653 0.0379

Source: Author’s calculation

In order to demonstrate this approach, Figure 3.3 shows the relative TFP for an ag-
gregate manufacturing sector using this method. The graph illustrates the exponential
value of the negative of the TFP gap, which corresponds to the TFP levels of each coun-
try as a proportion of the relative TFP in the frontier. This figure contains six countries:
Canada, Germany, Italy, Japan, the Republic of Korea, and the United States. Relative
TFP is a measure that compares a country’s TFP to the technological frontier, repre-
senting the highest level of productivity achievable with current technology. It assigns a
score of 1 to the frontier and less than 1 to nonfrontier countries, reflecting their relative
distance from the frontier. The larger the deviation from 1, the greater the distance
from the frontier for country i.

Figure 3.3: Relative TFP of sample countries on the aggregate manufacturing between
1990 and 2019.

Source: Author’s calculation

Throughout the study period, the United States was considered the leading country
in terms of technological advancement, except for 2016, when Canada surpassed it.
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However, many countries have managed to narrow the gap with the United States in
the overall manufacturing industries. Specifically, the Republic of Korea, which was
initially one of the furthest countries from the United States in 1990, has made significant
progress and closed almost half of the TFP gap by 2018. While some other countries like
Italy and Germany have not shown significant improvements in their relative positions
to the United States. At the same time, Canada was a strong competitor to the United
States throughout the considered sample periods.

Figure 3.4: Relative TFP of sample countries on the food products, beverages, and
tobacco industries between 1990 and 2019.

Source: Author’s calculation

It is important to note that the relative TFP differs by industry, and the identity of the
frontier and the country with the next highest and other lower levels of relative TFP
remains relatively stable over time in some industries. For example, during the study
period, which spans from 1990 to 2019, the United States remained the technological
frontier country in the food products, beverages, and tobacco industries, while other
countries continued to maintain their positions relative to the frontier country, depicted
by Figure 3.4. However, there are instances of a loss of technological leadership as one
economy overtakes another in specific industries, such as Canada losing its position as
the leader from the 2000s to the United States in the machinery and equipment industry.6

6For more detailed figures information, kindly refer to Appendix 3.7.4.
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The study presents Table 3.3, which provides a detailed analysis of the sample mean
and standard deviation of relative TFP for each various countries in 1999, 2009, and
2019. The values have been calculated using Equation 3.10. Relative TFP measures
the productivity of a country relative to a frontier country. A country is considered
a frontier country if it has the highest productivity level in a particular industry. To
determine a country’s productivity level, the study has interpreted the exponent of each
country relative TFP, where this number equals to 1 for the frontier country and less
than 1 for non-frontier countries. The closer this number is to 1, the higher the level of
TFP in the country i relative to the frontier. On the other hand, the further away the
number is from 1, or the smaller the number, the lower the level of TFP in country i

relative to the frontier.

Table 3.3: Relative TFP in 1999, 2009 and 2019 (hours adjustment)

Industry 1990 1994 1998 2002 2006 2010 2014 2019
MAN Frontier KOR JPN USA USA SGP JPN KOR SGP

Mean 0.5963 0.7310 0.5235 0.5987 0.6949 0.7144 0.7954 0.7816
S.D. 0.7190 0.8245 0.6811 0.6921 0.6123 0.5834 0.7039 0.8441

Note: Frontier is the highest TFP country; Mean is the mean and S.D. is the standard deviation of the relative TFP across
countries.

As previously discussed, the econometric estimation in this study does not primarily
focus on the identity of a frontier country. Instead, this study uses the measure of dis-
tance from the technology frontier to capture the potential for technology transfer. In
the analysis of aggregate manufacturing industry data from 1990 to 2019, this study has
observed that there have been significant changes in the average levels of relative TFP
across countries. This indicates that there has been a convergence in levels of relative
TFP within the manufacturing industries of the fourteen countries in the sample. In
other words, the productivity levels of these countries have been steadily advancing to-
wards the technological frontier over time, which is a positive indicator of their economic
growth and development. This convergence in TFP levels within the manufacturing in-
dustries of these countries is a promising sign that they are moving towards a more equal
foundation with more technologically advanced countries. Such advancements could lead
to more economic development and opportunities for the citizens of these countries.
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3.4 Empirical Results

3.4.1 The determinants of productivity growth of aggregate manufac-
turing industries across countries

This study is focused on understanding the growth of total factor productivity (TFP) in
the manufacturing sector over time. The research is based on panel data on aggregate
manufacturing and employs a rigorous analysis that controls for heterogeneity and fixed
effects. The study is conducted across fourteen countries7, including Canada, Germany,
France, the United Kingdom, Italy, Japan, the United States, Brazil, the People’s Re-
public of China, India, the Republic of Korea, Singapore, Türkiye, and South Africa,
and spans three decades from 1990 to 2019.

The research aims to evaluate the impact of various factors on TFP growth. Specifically,
the study starts by examining the impact of technology transfer on productivity growth
in the manufacturing sector without taking into account the effect of R&D as seen in
column (1) of Table 3.4. The analysis provides valuable insights into the individual effects
of each variable on TFP growth and contributes to the understanding of manufacturing
productivity growth over time.

Table 3.4: Impact of R&D in TFP growth: aggregate manufacturing

∆T F Pi,t (1) (2) (3) (4)
T F P GAPi,t−1 θ1 1.3548** (0.4626) 1.7210** (0.5210) 1.8456 (1.1887) 0.2638*** (0.0186)

(R/Y )i,t−1 η1 0.3877 (0.3472) 0.4065 (0.3444) 0.0567** (0.0177)
(T F P GAP × R/Y )i,t−1 θ2 -0.0488 (0.4143) -0.0592** (0.0195)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 420 observations from 1990-2019; sample is annual dataset; all regressions include full set of time dummies and
countries; robust standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is
the R&D intensity; * denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes
significance at 0.01 level (p < 0.01).

The variable TFPGAPi,t−1 is a crucial factor in facilitating technology transfer, which is
essential for increasing productivity growth rates in countries that are lagging behind in
aggregate manufacturing datasets. To better understand the link between R&D expen-
diture and productivity growth, this analysis includes the lagged level of R&D intensity,
(R/Y )i,t−1, in the econometric analysis. This term of (R/Y )i,t−1 refers to the ratio of
R&D expenditure to real value-added and is a crucial factor in promoting innovation.
When R&D intensity is combined with a term of a lagged TFP gap, TFPGAPi,t−1, it
captures the effect on the rate of technological transfer.

7See full description in Table 3.1



115

However, despite showing positive and negative signs, the R&D intensity and its interac-
tion terms in columns (2) and (3) are no longer significant in this analysis. This suggests
that other factors may be at play in determining the impact of R&D expenditure on
productivity growth in these countries. Despite this, incorporating the lagged TFP gap
and R&D intensity variables in the analysis offers valuable insights into how technology
transfer can promote productivity growth. This emphasizes the significance of sustained
investment in research and development in these countries.

In column (4) of the measurement of TFP growth, adjustments are made to consider
the differences in the number of hours worked across various countries. The statistical
analysis reveals that both R&D intensity and interaction terms significantly impact the
TFP measurement. In other words, countries that invest 1 per cent more in research
and development tend to have 5.67 per cent higher TFP levels than those that do not.
Moreover, the interaction between R&D intensity and TFP gap level has an impact on
the measurement of TFP. However, the estimated coefficient on the interaction R&D
intensity term is negative at 5.92 per cent. This suggests that as the TFP gap level
increases, the potential for technologies to be transferred through research and devel-
opment decreases. In other words, when there is a large gap between the TFP levels
of two countries, transferring technologies through research and development becomes
more challenging. As a result, there are fewer opportunities for new inventions to be
created and implemented in other areas, leading to lower productivity growth rates.

Table 3.5: Impact of R&D, human capital, and trade in TFP growth:
aggregate manufacturing

∆T F Pi,t (5) (6) (7) (8)
T F P GAPi,t−1 θ1 0.3307*** (0.0757) 0.4464** (0.1528) 0.4806** (0.1498) 0.7925*** (0.1755)

(R/Y )i,t−1 η1 0.0721** (0.0246) 0.0857** (0.0241) 0.0761** (0.0271) 0.0791** (0.0228)
(T F P GAP × R/Y )i,t−1 θ2 -0.0779** (0.0268) -0.1028* (0.0480) -0.0969* (0.0476) -0.0947* (0.0406)

Hi,t−1 η2 0.0541** (0.0207) 0.1559 (0.1230) 0.1427 (0.1131) 0.1568 (0.1093)
(T F P GAP × H)i,t−1 θ3 -0.1903 (0.2153) -0.2075 (0.2046) -0.2192 (0.1891)

IMPi,t−1 η3 0.0036** (0.0014) 0.0051** (0.0016)
(T F P GAP × IMP )i,t−1 θ4 -0.0045* (0.0019)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 420 observations from 1990-2019; sample is annual dataset; all regressions include full set of time dummies and
countries; robust standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is
the R&D intensity; H is human capital; IMP is imports from high-income economies; * denotes significance at 0.10 level
(p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).

This study extends upon a prior investigation by including human capital and trade roles.
The extended model, of the Equation 3.6, including impact of R&D, human capital, and
trade in TFP growth is shown as the Equation 3.11. It reproduces the previous findings
using the TFP gap measurement to account for working-hour differences. The analysis
shows a significant positive value for a lagged human capital variable, Hi,t−1, in column
(5) of Table 3.5, which suggests the importance of human capital in the growth of
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technology and innovation. Furthermore, the research expands on the previous analysis
by including a level and interaction human capital term in column (6).

∆ lnAij,t =θ1 ln
(
AF

Ai

)
j,t−1

+ η1

(
Ri

Yi

)
j,t−1

+ θ2

(
Ri

Yi

)
j,t−1

ln
(
AF

Ai

)
j,t−1

+ η2Hij,t−1 + θ3Hij,t−1 ln
(
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Ai

)
j,t−1

+ η3IMPij,t−1 + θ4IMPij,t−1 ln
(
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Ai

)
j,t−1

+ uij,t ,

(3.11)

Although the two variables are not statistically significant, they indicate the potential
role of human capital in developing technology and innovation. Surprisingly, the coef-
ficient on the interaction human capital term is negative, which suggests that human
capital might have a negative impact on the TFP growth rate through technology trans-
fer and the distance of TFP to the frontier. Therefore, the study’s results suggest that
human capital plays a crucial role in technology and innovation growth, but its impact
on the TFP growth rate needs further investigation.

In addition, international trade can lead to knowledge spillovers, which can impact
productivity growth through various channels. One channel is an increase in product
market competition, which can stimulate innovation and improve productivity. This
study then used the World Development database to measure imports from the frontier.
The findings suggest that the lagged import level term, IMPi,t−1, positively impacts
productivity growth as seen in column (7) of Table 3.5, which means that increased
imports from the frontier can enhance productivity growth rates.

This finding is consistent with the idea of knowledge spillovers, as increased imports
from the frontier can bring new ideas and technologies to follower countries. However,
the study also found that the effects of R&D and technology transfer remain unchanged.
This implies that while international trade can be a source of knowledge spillovers, it
may not replace the role of R&D and technology transfer in promoting productivity
growth.

When an import interaction term, (TFPGAP × IMP )i,t−1, is introduced, it was found
that productivity growth rates are negatively affected, as seen in column (8). This
implies that increased trade with the frontier may negatively impact productivity growth
rates for follower countries by affecting the speed of technology transfer. Specifically,
the negative impact of the import interaction term suggests that increased imports from
the frontier may lead to faster obsolescence of existing technologies in follower countries,
which can hinder productivity growth.
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The findings indicate that the connection between international trade, R&D activities,
and productivity growth is complicated and influenced by typical circumstances. The
study reveals that the relationship between these factors can vary significantly depending
on the context and is less precise than previously believed. While international trade can
be a source of knowledge spillovers, it may not replace the need for R&D and technology
transfer.

In column (8) of our analysis, we have found a potential link between the TFP gap
and imports within the dataset. The estimated coefficient for the TFP gap has jumped
from 0.4806 to 0.7925. Various literature indicates that technological convergence across
countries can increase through technology diffusion via imports, such as Coe and Help-
man (1995) and Somale (2021). However, the endowment of a country is also a crucial
factor in determining its potential for adopting technology from a frontier country. If a
country has low-quality learning and low-productive producers, they will benefit more
from imports rather than improving their learning and producing quality. Consequently,
the distance from the frontier tends to be larger and diverge when countries increase
their import level.

Moreover, the impact of international trade on TFP growth may depends on several
factors, such as the level of product market competition and the speed of technology
transfer. When countries that are followers of technological advancements increase their
trade with technologically advanced countries or frontier countries, it can have a negative
impact on their productivity growth rates. This happens because the rapid transfer
of technology from the frontier countries can sometimes result in the follower countries
experiencing difficulties adapting to the new technological advancements and integrating
them into their existing systems. As a result, they may be unable to fully utilise the
benefits of the new technologies with their domestic endowment, leading to a slower rate
of productivity growth.

After thoroughly analysing these empirical results and comparing them with the study
performed by Griffith et al. (2004), the findings revealed that the coefficients on technol-
ogy transfer, R&D, human capital, and international trade terms were positively signed
and statistically significant. This implies that these variables significantly influence the
growth and development of the economy under consideration. However, this study also
observed that the interaction terms of technology transfer, TFPGAPi,t−1, with R&D
intensity and human capital were weakly statistically significant and showed different
directions. This suggests that the relationship between these variables could be more
complex and require further investigation to understand their economic impact.

In addition, the interaction effect of international trade showed a negative coefficient,
which aligns with the findings of previous studies. This emphasises that international
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trade has a significant impact on the economy of any country. However, the effects
can be positive or negative, depending on the resources and capabilities of the country.
A country with abundant resources and advanced capabilities can benefit immensely
from international trade. On the other hand, if a country lacks resources and has lim-
ited capabilities, it may face negative consequences from international trade. Therefore,
policymakers must carefully consider a country’s strengths and weaknesses before engag-
ing in international trade to ensure maximum benefits and minimise potential adverse
effects.

Hence, the findings of this study demonstrate that technology transfer, R&D, human
capital, and international trade are critical determinants of economic growth and de-
velopment. However, their interaction effects need to be studied further to understand
their impact on the economy comprehensively.

3.4.2 The determinants of productivity growth of a sample countries
in OECD area

This study was designed to explore the significance of R&D and its influence on a
country’s economic growth. There is an extension study on various industries within
a select group of OECD countries, which included Canada, France, Germany, Italy,
Japan, the Republic of Korea, Türkiye, the United Kingdom, and the United States.
This extension study thoroughly analysed eight different industries as in Table 3.6,
conducting testing on diverse country and industry samples to ensure the dependability
and precision of our findings.

Table 3.6: Selected Industries

No Industry
1 Manufacturing
2 Food products, beverages and tobacco
3 Textiles, wearing apparel, leather and related products
4 Wood and paper products, and printing
5 Chemical, rubber, plastics, fuel products and other non-metallic

mineral products
6 Basic metals and fabricated metal products, except machinery

and equipment
7 Machinery and equipment
8 Furniture, repair and installation of machinery and equipment,

and other manufacturing
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After addressing gaps in the data, there are 825 observations from the countries and
industries mentioned earlier. This data is collected over three decades, from 1990 to 2019,
which allowed us to gain valuable insights into how R&D spending impacts economic
growth and innovation in these countries and industries. The objective of this extension
study is still focused on analysing the relationship between research and development
and productivity growth while considering the impact of international trade and human
capital. The aim is to assess the accuracy of the results by studying how each variable
affects innovation and technology transfer.

The study starts by examining simple descriptive statistics by industry before commenc-
ing the extension analysis. In Table 3.7, the study presents the mean annual growth
rates of TFP by industry, highlighting significant variations in TFP growth rates across
countries and manufacturing industries. These findings suggest that further investiga-
tion is necessary to identify the drivers of this heterogeneity. Analysing these results
will help illustrate the factors contributing to differences in TFP growth rates across
countries and industries.

Table 3.7: Mean annual growth rate of TFP as percentage between 1990-2019

Industry CAN DEU ITA JAP USA
MAN 0.0079 0.0132 0.0035 0.0093 0.0213
FBT -0.0118 -0.0027 -0.0047 -0.0077 -0.0025
TWL 0.0097 0.0181 0.0079 0.0239
WPP 0.0136 0.0183 0.0122 0.0081
CHR 0.0045 0.0199 0.0070 -0.0033
MFM 0.0090 0.0134 0.0068 -0.0019 0.0092
MAE 0.0157 0.0194 0.0057 0.0376 0.0692
FUR 0.0099 -0.0021 0.0166
Total 0.0068 0.0141 0.0037 0.0093 0.0173

MAN: Aggregate manufacturing; FBT: Food products, beverages and tobacco; TWL: Textiles, wearing apparel, leather and related
products; WPP: Wood and paper products, and printing; CHR: Chemical, rubber, plastics, fuel products and other non-metallic
mineral products; MFM: Basic metals and fabricated metal products, except machinery and equipment; MAE: Machinery and
equipment; FUR: Furniture, repair and installation of machinery and equipment, and other manufacturing.

Table 3.8 provides a summary statistics of the countries with the highest relative TFP
levels. The table offers a broad overview of the sample mean and standard deviation of
relative TFP for each industry across different countries in 1999, 2009, and 2019. The
values were obtained using Equation 3.10 as well as the previous analysis in Section
3.4.1, with relative TFP performing as a measure of the productivity of a country’s
industry compared to a frontier country. The table findings reveal significant variations
in relative TFP levels across different industries. Some industries, such as food products,
beverages and tobacco and wood and paper products, have consistently maintained their
position as leaders in TFP levels, while others have experienced a shift in technological
leadership. The study further indicates that the identity of the frontier economy is less
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significant than the distance measurement from the technological frontier country, which
captures the potential for technology transfer.

To determine the productivity level of a country, the study interprets the exponent of
each country-industry relative TFP. This number equals 1 for the frontier country and
less than 1 for non-frontier countries. The closer this number is to 1, the higher the
level of TFP in country i relative to the frontier. Conversely, the further away from
1, or the smaller the number, the lower the level of TFP in country i relative to the
frontier. Based on the study’s findings, it has been concluded that all manufacturing
industries, except for the machinery and equipment industry, displayed higher average
levels of relative TFP in 2009 as compared to 1999. Furthermore, the standard deviation
of relative TFP was observed to be greater in 2009 than in 1999 for all industries except
for the machinery and equipment industry. These results indicate a convergence in the
relative TFP levels among the manufacturing industries during the sample period.

Table 3.8: Relative TFP in 1999, 2009 and 2019 (hours adjustment)

Industry 1999 2009 2019 Industry 1999 2009 2019
MAN Frontier CAN USA USA CHR Frontier USA USA CAN

Mean 0.4015 0.4646 0.3763 Mean 0.4268 0.4479 0.2472
S.D. 0.2867 0.3257 0.2740 S.D. 0.4270 0.4654 0.3722

FBT Frontier USA USA USA MFM Frontier USA USA USA
Mean 0.4593 0.5455 0.5250 Mean 0.2608 0.3202 0.1876
S.D. 0.3773 0.4403 0.3777 S.D. 0.2362 0.3130 0.2256

TWL Frontier ITA USA USA MAE Frontier CAN USA USA
Mean 0.1183 0.2861 0.1731 Mean 0.5344 0.3098 0.2602
S.D. 0.1259 0.2007 0.1569 S.D. 0.4656 0.2877 0.3257

WPP Frontier USA USA USA FUR Frontier USA USA USA
Mean 0.2655 0.4262 0.2515 Mean 0.2928 0.5296 0.3760
S.D. 0.2387 0.3776 0.2969 S.D. 0.2577 0.4603 0.5317

MAN: Aggregate manufacturing; FBT: Food products, beverages and tobacco; TWL: Textiles, wearing apparel, leather and
related products; WPP: Wood and paper products, and printing; CHR: Chemical, rubber, plastics, fuel products and other
non-metallic mineral products; MFM: Basic metals and fabricated metal products, except machinery and equipment; MAE:
Machinery and equipment; FUR: Furniture, repair and installation of machinery and equipment, and other manufacturing. Note:
Frontier is the highest TFP country; Mean is the mean and S.D. is the standard deviation of the relative TFP across countries.

Additionally, we found that there was a movement for the manufacturing industries
to compare similar levels of TFP during the sample period. This suggests that the
productivity gap between the best and worst-performing industries decreased. However,
it is worth mentioning that this inclination varied among industries, with some showing
more significant convergence than others. A second dataset was used to extend the study,
which differed from the first dataset in terms of variable size and level of variation due
to the difference in limited access for both datasets. This distinction was attributed to
the fact that each industry’s technology leader country changed over time.
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It should be noted that relative TFP is a valuable measure that considers an entity’s
productivity in comparison to its peers within the same manufacturing industry. Cal-
culating relative TFP involves utilising the geometric mean, a reliable point of reference
for economic variables in panel data at an aggregate level. As such, it is crucial to
approach the interpretation of Tables 3.7 and 3.8 with care, taking into account both
the level of relative TFP and its magnitude. It is worth mentioning that relative TFP
is a measure that takes into account the productivity of an entity relative to its peers
in the same manufacturing industry. The calculation of relative TFP requires the use
of the geometric mean, which is a fixed point reference for economic variables in panel
data at this aggregate level. It is, therefore, important to notice when interpreting the
level of relative TFP as presented in Tables 3.7 and 3.8.

The results of the extended study have been partially shown in Table 3.9. In order to
adjust for differences in working hours, two additional columns, (2) and (3), have been
included, which replicate the results from column (1) using the relative TFP measure.
The coefficient value of the R&D remains the same and is not statistically significant
for any critical value. However, the findings suggest that technology transfer terms
(TFPGAPij,t−1) and absorptive capacity or an interaction terms of technology transfer
and R&D intensity, (TFPGAP×R/Y )ij,t−1, play crucial roles. The former has a positive
estimated coefficient value, indicating that technology transfer positively impacts TFP
growth. On the other hand, the latter or a term of absorptive capacity, exhibits a
negative coefficient value, suggesting that absorptive capacity has a negative impact on
the TFP growth. Overall, the study concludes that technology transfer and absorptive
capacity are significant factors that impact the growth of TFP.

Table 3.9: Impact of R&D, human capital, and trade in TFP growth: all industries

∆T F Pij,t (1) (2) (3)
T F P GAPij,t−1 θ1 0.1787*** (0.0408) 0.1527*** (0.0368) 0.1797*** (0.0390)

(R/Y )ij,t−1 η1 -0.0677 (0.1809) -0.0818 (0.1833) -0.0171 (0.1224)
(T F P GAP × R/Y )ij,t−1 θ2 -0.5061*** (0.0865) -0.5198*** (0.0812) -0.3041*** (0.0934)

Hij,t−1 η2 0.0592*** (0.0176) 0.0676*** (0.0194) -0.0380 (0.0401)
(T F P GAP × H)ij,t−1 θ3 -0.1259** (0.0516) -0.1043** (0.0490) -0.1079** (0.0425)

IMPij,t−1 η3 -0.2556* (0.1480) -0.2946* (0.1613) -0.1656 (0.0117)
(T F P GAP × IMP )ij,t−1 θ4 0.6255*** (0.1713) 0.6818*** (0.1639) 0.2856* (0.015)

Controls Yes Yes Yes
Hours adjustment Yes Yes

Time FE Yes
Country-Industry FE Yes Yes Yes

Sample countries 825 observations of Canada, France, Germany, Italy, Japan, the Republic of Korea, United Kingdom, and
United States from 1990-2019; sample is annual dataset; all regressions include full set of time dummies and full set of
country-industry interactions (within-group estimators); robust standard errors are in parentheses; ∆T F P is the TFP growth;
T F P GAP is the relative level of TFP; R/Y is the R&D intensity; H is human capital; IMP is imports from high-income
economies; * denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance
at 0.01 level (p < 0.01).

Those two terms describe different aspects of the relationship between productivity
growth and technology transfer. The first part suggests that countries that are further
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behind the frontier in the OECD group experience higher rates of productivity growth
within each industry. This means that countries that are less advanced in terms of
technology and productivity experience higher growth rates when compared to those at
the frontier of technological advancement. This is likely due to the fact that there is more
room for growth and improvement in these countries, and they have the opportunity to
adopt and adapt the latest technologies and practices.

Additionally, the second part highlights the importance of technology transfer through
R&D in promoting productivity growth. It suggests that the further a nonfrontier
country lies behind the frontier or the larger gap of TFP, the lower the potential for
technologies to be transferred through R&D and the lower the rates of productivity
growth. This highlights the importance of technology transfer through R&D and the
potential limitations that countries may face if they are not able to access and absorb
new technologies effectively.

These findings suggest that the transfer of technology and knowledge is essential to
promote productivity growth. However, the ability to adopt these new technologies
is essential in determining the extent to which productivity growth can be achieved.
Therefore, countries must focus on building their absorptive capacity to ensure that
they can effectively adopt and adapt new technologies and practices in order to achieve
sustainable productivity growth.

In addition, the estimated coefficient on the level of human capital in column (3) is
negative and not statistically significant. The interaction with technology transfer,
TFPGAPij,t−1, is also negative and significant at a significance level of 0.05. This
suggests that higher levels of education may lead to negative externalities, such as lower
innovation rates and slower technology transfer. It is worth noting that the data used
in this study primarily focused on industries where higher skill levels were not crucial.
Thus, investing in human capital may not necessarily result in increased productivity in
such industries. For example, machines can perform tasks more efficiently than humans
in industries such as wood, paper, and printing. Hence, firms may choose to substitute
workers with machines to boost productivity. This study offers valuable insights into the
connection between human capital and productivity. It indicates that while education
and skill development are essential, they may not always lead to better outcomes.

Furthermore, international trade alone does not seem to impact productivity growth
rates significantly. The findings show that the interaction of trade and technology trans-
fer has a positive and statistically significant effect at a significance level of 0.01. This
suggests that there are potential benefits to accelerating technology transfer through
trade and the frontier, as it can lead to increased productivity growth rates. Thus, it
is essential to incorporate technological advancements into international trade policies
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to promote economic growth and development. The evolution of a country’s technol-
ogy is dependent on its initial stock of technology and the arrival of new ideas, which
are randomly and exogenously distributed to potential firms. The quality of these new
ideas is influenced by domestic components and random insights drawn from the produc-
tivity distribution among all producing firms. Therefore, international trade can play
a significant role in creating and diffusing technology and ideas, ultimately linking to
productivity. This highlights the importance of considering technology transfer as an
essential element of international trade policies.

The results of the second dataset of OECD countries, as shown in Table 3.9, suggest
that technology transfer, absorptive capacity, and R&D have influenced the TFP growth.
This finding is consistent with the results of the first dataset of fourteen developed and
developing countries, as shown in Tables 3.4 and 3.5. However, there is a difference in
the estimated coefficient signs and results for the human capital variables between the
two datasets. Despite the fact that these two datasets use different groups of sample
countries, with one having a group of advanced and emerging economies and the other
having a group of OECD countries, the analysis of both datasets highlights the impor-
tance of technology transfer, absorptive capacity, and international trade in promoting
productivity growth.

Table 3.10: Impact of R&D, human capital, and trade in TFP growth:
food products, beverages and tobacco

∆T F Pij,t (1) (2) (3)
T F P GAPij,t−1 θ1 0.2717* (0.1074) 0.2184 (0.1064) 0.3567** (0.1277)

(R/Y )ij,t−1 η1 -0.0144** (0.0039) -0.0113* (0.0041) -0.0244* (0.0091)
(T F P GAP × R/Y )ij,t−1 θ2 0.0332 (0.0384) 0.0379 (0.0386) 0.1162* (0.0434)

Hij,t−1 η2 0.0463 (0.0317) 0.0468 (0.0278) 0.2005** (0.0466)
(T F P GAP × H)ij,t−1 θ3 -0.1187 (0.0616) -0.0537 (0.0529) 0.0443 (0.0855)

IMPij,t−1 η3 0.0086 (0.0129) 0.0043 (0.0136) 0.0213 (0.0318)
(T F P GAP × IMP )ij,t−1 θ4 -0.0017 (0.0294) 0.0100 (0.0315) 0.0002 (0.0287)

Controls Yes Yes Yes
Hours adjustment Yes Yes

Time FE Yes
Country FE Yes Yes Yes

Sample countries 150 observations of Canada, Germany, Italy, Japan, and United States from 1990-2019; sample is annual
dataset; all regressions include full set of time dummies and full set of country-industry interactions (within-group estimators);
robust standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D
intensity; H is human capital; IMP is imports from high-income economies; * denotes significance at 0.10 level (p < 0.10), **
denotes significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).

It is important to highlight that the dissimilarities in the characteristics and magnitude
of the data utilized in the two datasets may have impacted the conclusions drawn from
the analysis. Consequently, the findings suggest that while the dissemination of tech-
nology, the skill for assimilating information, and worldwide trade all play a crucial role
in improving productivity, the impact of human capital on TFP expansion may vary
depending on both the specific industry and the broader contextual factors.



124

This study highlights the importance of technology transfer, absorptive capacity, and
international trade in boosting productivity growth, as evidenced by the two datasets
examined. However, further research is necessary to understand the impact of these
factors on TFP growth across various industries and contexts. The study also features
a detailed analysis of each industry in Table 3.6.8 For example, Table 3.10 provides
econometric analysis for food products, beverages, and tobacco, followed by Equation
3.11. Interestingly, the results suggest a negative correlation between R&D intensity and
TFP growth in this industry, which is similar to the all industries datasets but statis-
tically significant. The analysis also underscores the importance of technology transfer,
R&D intensity, absorptive capacity, and human capital in this industry. However, unlike
all industry data, international trade does not appear to play a significant role in this
industry’s dataset.

3.4.3 Diagnostic tests

Diagnostic tests are commonly used to determine whether a regression model has been
properly specified by testing for a non-zero mean of the error term associated with the
included regressors. This is particularly important in the analysis of panel data. In
this study, the first test conducted was for time fixed effects. Entities have individual
characteristics that may or may not influence the TFP growth rate. Therefore, it is
important to ensure that the predictors are not influenced by these fixed characteristics.

Table 3.11: Time-fixed effect diagnostic test

· testparm i.year
(1) 1993.year = 0
(2) 1994.year = 0
(3) 1995.year = 0
· ·
· ·
· ·

(25) 2017.year = 0
(26) 2018.year = 0
(27) 2019.year = 0

F(27, 29) = 47.63
Prob > F = 47.63

Source: Author’s calculation

When testing for entity fixed effects, it is assumed that there is a correlation between
the error term and predictor variables, but an entity’s fixed effects cannot be correlated
with another entity’s. To determine if time-fixed effects are required, this study tested
the null hypothesis that the coefficients for the years are jointly equal to zero. Based on

8See Appendix 3.7.4 that contains additional econometric analysis for each industry.
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the tests presented in Table 3.11, this study has determined that time-fixed effects are
essential since the null hypothesis is rejected.

Furthermore, this particular study has also conducted a comprehensive examination to
determine whether random effects are required. The results of the statistical tests show
that it has been determined that there is no significant difference in the variances across
various entities. This finding leads to the conclusion that the presence of random effects
is not necessary. In other words, the data does not suggest any significant variation
between the entities, so there is no requirement to account for random effects in the
analysis.

Table 3.12: B-P or LM test

Correlation matrix of residuals: [OMITTED]
Breusch-Pagan LM test of independence: chi2(435) = 995.884, Pr = 0.0000

Based on 23 complete observations over panel units
Source: Author’s calculation

The study conducted an analysis of the correlation between panels, applying the ap-
proach of Baltagi (2008, p.412). This approach considers cross-sectional dependence
a common issue in macro panels with long time series. The method used to test the
hypothesis of independence, known as the B-P or LM test, assumes that residuals across
entities are not correlated. The results of the study are presented in Table 3.12, which
shows that the null hypothesis was rejected, indicating that the panel is indeed cross-
sectionally dependent. Therefore, the study concludes that cross-sectional dependence
should be taken into account for heteroskedasticity across countries and industries.

Table 3.13: Pesaran CD test

Pesaran’s test of cross sectional independence = −2.975, Pr = 0.0029
Average absolute value of the off-diagonal elements = 0.222

Source: Author’s calculation

To further investigate the correlation of residuals across entities, the study employed the
Pesaran (2015) cross-sectional dependence (CD) test.9 The null hypothesis presumes
that the residuals are not correlated. The results in Table 3.13 show that the null
hypothesis is rejected and indicating that the residuals are correlated. The correlation
of residuals across entities can occur due to various reasons, such as omitted variables
or measurement errors. The study’s conclusion that the panel is correlated highlights
the need to account for this correlation in the analysis to ensure accurate and unbiased
estimates.

9The Pesaran CD test is a statistical method used to check if errors in a panel data model are weakly
cross-sectionally dependent. The test on the null hypothesis depends on the expansion rates of N and
T . For large N panels, a null hypothesis of weak dependence is more suitable than independence. The
CD test is valid for a range of alpha values, and it works for all N and T combinations, regardless of
whether the panel includes lagged values of the dependent variables.
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Table 3.14: Testing for heteroskedasticity

Modified Wald test for groupwise heteroskedasticity
in fixed effect regression model

H0: sigma(i)2 = sigma2 for all i

chi2(30) = 236.89
P rob > chi2 = 0.0000

Source: Author’s calculation

In addition to analysing the data, the study also tested heteroskedasticity. This refers to
the assumption that the variance of the residuals, which are the differences between the
actual values and the predicted values, is constant across all entities. The null hypothesis
of the test was that the variance of the error term was homoskedastic or constant. How-
ever, the test result, as indicated in Table 3.14, rejected the null hypothesis, suggesting
the presence of heteroskedasticity. This means that the variance of the residuals is not
constant across all entities and implies that certain factors may affect the variance of
the residuals. Identifying and considering these factors when interpreting the results is
important to ensure reliable and accurate results. Therefore, this study analysis includes
heteroskedasticity and cross-sectional dependence while calculating the standard errors
in the estimation results in the previous section. This means that the potential impact
of varying levels of variability and correlation across observations has been appropriately
addressed in the statistical analysis.

3.5 Conclusions

The study has shed light on the crucial role of research and development (R&D) and
technology transfer in driving economic growth across fourteen countries and a sample
group of OECD countries. It has provided practical evidence that changes in R&D
directly and indirectly impact manufacturing industries’ overall productivity growth
rates. The findings suggest that R&D is a necessary driver of productivity growth as
it nurtures innovation and facilitates technology transfer, particularly in countries that
need to catch up on technological advancements.

The study has further shown that innovation and technology transfer have a profound
effect on productivity growth rates, as measured by TFPGAPij,t−1. However, the ab-
sorptive capacity of the aggregate manufacturing dataset curbs productivity growth rates
for non-frontier countries. This implies that the ability of a country to absorb and imple-
ment new technology can limit its productivity growth rate. While the study primarily
focused on the manufacturing industry, the implications of absorptive capacity on pro-
ductivity growth rates may vary for other industries. Future studies may explore this
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area in greater depth to better understand the impact of R&D and technology transfer
on different industries and countries.

According to this study, international trade and human capital are two important factors
that significantly increase productivity rates. The study found that when a country
engages in international trade, it can directly influence its overall productivity levels.
International trade can deliver access to new markets, technologies, and resources, which
can help firms improve the quality of domestic goods and services. It is beneficial for a
country to import goods from advanced countries with better technologies, as this can
create and distribute innovative ideas. The sharing of knowledge and expertise between
countries can result in developing new products and processes that enhance productivity.
Moreover, importing from advanced countries can help determine the sources from which
producers derive their insights, leading to market expansion and increased competition.

While human capital also plays a role in boosting productivity, its effect is less significant
than that of international trade. Human capital is a term used to describe the intangible
assets that a country’s workforce possesses. These assets include the knowledge, skills,
abilities, and experience of the people who assemble the workforce. A country’s human
capital is an important factor in its economic growth and development, contributing to its
productivity, innovation, and competitiveness. It is important to note that these findings
were based on an analysis of the aggregate manufacturing dataset, which includes various
industries and workforces.

These findings highlight the need to focus on technological transfer, innovation, and
international trade as key drivers of economic growth. Countries can promote innovation
and drive economic growth by prioritizing R&D and facilitating technology transfer.
This, in turn, can help ensure a prosperous future for all. Therefore, policymakers and
business leaders must invest in technology transfer and innovation to boost international
trade and eventually drive economic growth.
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3.7 Appendix

3.7.1 Data sources and Computation

The dataset this study is working with consists of two distinct sets of data. The first set
covers a period from 1990 to 2019 and includes data from fourteen countries, including
Canada, Germany, France, the United Kingdom, Italy, Japan, the United States, Brazil,
the People’s Republic of China, India, the Republic of Korea, Singapore, Türkiye, and
South Africa, These countries are split evenly between seven advanced economies and
seven developing economies. The second set of data is particularly interesting as it
covers the same period as the first set, but it includes information from nine OECD
countries. These countries are Canada, France, Germany, Italy, Japan, the Republic of
Korea, Türkiye, the United Kingdom, and the United States. This information could
be beneficial in analysing trends and patterns across different countries and industries.
The study aimed to ensure the outcomes’ accuracy and reliability by thoroughly testing
samples from different countries and industries. This particular approach towards test-
ing alternative samples helped to gain precise and reliable results. After clearing any
missing values, the first dataset contains 420 observations, while the second set has 825
observations across various countries and industries. This study has used various data
sources to compile this information as follows.

OECD Statistics: Data on real value added, real capital stock, employment, and real
gross output.

OECD Analytical Business Enterprise Research and Development (ANBERD): Data
on business enterprise expenditure on research and development includes all sources of
funding (industry, business, domestic, and overseas).

Penn World Table (PWT 10.0): Data on human capital, annual hours worked, number
of population, capital stock, TFP levels, real gross output, and share of labour.

Structural Analysis (STAN) Database: Data on value added, capital stock, employment,
hours worked, and their deflators.

Indicators for Structural Analysis (iSTAN) Database: Data on labour share of value
added, hours worked share, and average hours worked.

STAN Bilateral Trade Database by Industry and End-use category (BTDIxE): Data on
the value of each country’s bilateral imports from all other countries.

World Bank Databases: Data on real value added, real capital stock, employment, aver-
age annual hours worked, and number of persons engaged.
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3.7.2 List of Countries and Industries

The list of countries abbreviation is as following table:

Abbreviation Country Abbreviation Country
CAN Canada BRA Brazil
DEU Germany CHN the People’s Republic of China
FRA France IND India
GBR United Kingdom KOR the Republic of Korea
ITA Italy SGP Singapore
JAP Japan TUR Türkiye
USA United States ZAF South Africa

Table 3.15: Country abbreviations

The list of industries abbreviation is as following table:

No Abbreviation Industry
1 MAN Manufacturing
2 FBT Food products, beverages and tobacco
3 TWL Textiles, wearing apparel, leather and related products
4 WPP Wood and paper products, and printing
5 CHR Chemical, rubber, plastics, fuel products and other non-metallic

mineral products
6 MFM Basic metals and fabricated metal products, except machinery

and equipment
7 MAE Machinery and equipment
8 FUR Furniture, repair and installation of machinery and equipment,

and other manufacturing

Table 3.16: Industry abbreviations
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3.7.3 Variable and parameters descriptions

The model consists of 26 variables and parameters described in the following table.

No Symbolic object Description
1 Aij,t An index that measures technical efficiency or Total Factor

Productivity (TFP) for each country i, industry j at time t
2 Kij,t Physical capital stock for each country i, industry j at time t
3 Nij,t Labour input for each country i, industry j at time t
4 Yij,t The value added for each country i, industry j at time t
5 Rij,t The real R&D expenditure for each country i, industry j at time t
6 Sij,t The stock of R&D knowledge for each country i, industry j at time t
7 uij,t The error term for each country i, industry j at time t
8 ∆Aij,t The growth rate of TFP for each country i, industry j at time t
9 K̄ij,t The geometric mean of the real capital stock for each country i,

industry j at time t
10 N̄ij,t The geometric mean of the number of workers employed for each

country i, industry j at time t
11 Ȳij,t The geometric mean of value-added for each country i, industry j at

time t
12 MTFP ij,t The level of TFP in each country i relative to the geometric mean

in each industry j at time t
13 TFPGAP ij,t The TFP gap or the distance from the frontier of a non-frontier

country
14 γ The elasticity of value added with respect to the R&D knowledge stock
15 δ The elasticity of value added with respect to the residual set of

influences
16 η1 The rate of return of R&D knowledge stock or marginal product of

R&D or the rate of R&D intensity
17 η2 The rate of return of human capital
18 η3 The rate of return of international trade
19 θ1 The rate of technology transfer
20 θ2 A coefficient of the interaction term between the TFP gap and R&D

or the potential for technology transfer from frontier to non-frontier
country via R&D channel

21 θ3 A coefficient of the interaction term between the TFP gap
and human capital

22 θ4 A coefficient of the interaction term between the TFP gap
and international trade

23 τ The rate of depreciation of the stock of R&D knowledge
24 µij,t The share of labour in value-added for each country i, industry j at

time t
25 µ̃ij,t The average of the share of labour for each country i, industry j at

time t
26 ρ̃ij,t The average of the share of labour and its geometric mean for each

country i, industry j at time t

Table 3.17: Variable and parameters description
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3.7.4 Additional results

This study utilizes panel data on the total manufacturing industries over time to in-
vestigate the marginal effects of each variable on rates of TFP growth. It takes into
account unobserved heterogeneity in the sources of productivity growth and controls for
fixed effects. This study has extended to include all industry data over time, 1990-2019,
and analyses the impact of technology transfer on productivity growth, as shown in the
following tables.

The dataset includes seven industries: food products, beverages, and tobacco; textiles,
wearing apparel, leather, and related products; wood and paper products, including
printing; chemical, rubber, plastics, fuel products, and other non-metallic mineral prod-
ucts; basic metals and fabricated metal products, except machinery and equipment;
machinery and equipment; and furniture, other manufacturing, repair, and installation
of machinery and equipment.

The data used in these additional results come from several sources. The main and
major one is the Structural Analysis (STAN) database, which provides information at
an annual-industry level for most variables, such as value-added, capital stock, and
bilateral trade datasets.

Table 3.18: Impact of R&D in TFP growth: all industries

∆T F Pij,t (1) (2) (3) (4)
T F P GAPij,t−1 θ1 0.0686** (0.0272) 0.1317*** (0.0237) 0.1407*** (0.0260) 0.1302*** (0.0250)

(R/Y )ij,t−1 η1 -0.1709*** (0.0349) 0.0486 (0.1227) 0.0484 (0.1125)
(T F P GAP × R/Y )ij,t−1 θ2 -0.1092* (0.0657) -0.1036* (0.0667)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country-Industry FE Yes Yes Yes Yes

Sample countries 825 observations of Canada, France, Germany, Italy, Japan, the Republic of Korea, United Kingdom, and
United States from 1990-2019; sample is annual dataset; all regressions include full set of time dummies and full set of
country-industry interactions (within-group estimators); robust standard errors are in parentheses; ∆T F P is the TFP growth;
T F P GAP is the relative level of TFP; R/Y is the R&D intensity; * denotes significance at 0.10 level (p < 0.10), ** denotes
significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).
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Table 3.19: Impact of R&D, human capital, and trade in TFP growth: all industries

∆T F Pij,t (5) (6) (7) (8)
T F P GAPij,t−1 θ1 0.2071*** (0.0362) 0.1787*** (0.0408) 0.1527*** (0.0368) 0.1797*** (0.0390)

(R/Y )ij,t−1 η1 -0.0024 (0.1084) -0.0677 (0.1809) -0.0818 (0.1833) -0.0171 (0.1224)
(T F P GAP × R/Y )ij,t−1 θ2 -0.1777** (0.0665) -0.5061*** (0.0865) -0.5198*** (0.0812) -0.3041*** (0.0934)

Hij,t−1 η2 -0.0360 (0.0409) 0.0592*** (0.0176) 0.0676*** (0.0194) -0.0380 (0.0401)
(T F P GAP × H)ij,t−1 θ3 -0.1084** (0.0450) -0.1259** (0.0516) -0.1043** (0.0490) -0.1079** (0.0425)

IMPij,t−1 η3 -0.2556* (0.1480) -0.2946* (0.1613) -0.1656 (0.0117)
(T F P GAP × IMP )ij,t−1 θ4 0.6255*** (0.1713) 0.6818*** (0.1639) 0.2856* (0.015)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes

Time FE Yes Yes
Country-Industry FE Yes Yes Yes Yes

Sample countries 825 observations of Canada, France, Germany, Italy, Japan, the Republic of Korea, United Kingdom, and
United States from 1990-2019; sample is annual dataset; all regressions include full set of time dummies and full set of
country-industry interactions (within-group estimators); robust standard errors are in parentheses; ∆T F P is the TFP growth;
T F P GAP is the relative level of TFP; R/Y is the R&D intensity; H is human capital; IMP is imports from high-income
economies; * denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance
at 0.01 level (p < 0.01).

Additional to the impact of technology transfer on productivity growth for each industry,
there are the empirical results of those impact for each industry as follow.

Food products, beverages and tobacco

There are 150 observations of four countries including Canada, Germany, Italy, Japan,
and United States from 1990-2019 to analyse the impact of technology transfer on pro-
ductivity growth in the food products, beverages and tobacco products as follows.

Table 3.20: Impact of R&D in TFP growth: food products, beverages and tobacco

∆T F Pij,t (1) (2) (3) (4)
T F P GAPij,t−1 θ1 0.4033*** (0.0399) 0.4096*** (0.0461) 0.3471*** (0.0412) 0.3995*** (0.0.0459)

(R/Y )ij,t−1 η1 -0.0137 (0.0190) -0.0185 (0.0123) -0.0077 (0.0.0104)
(T F P GAP × R/Y )ij,t−1 θ2 0.0886 (0.0498) 0.0570 (0.0476)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 150 observations of Canada, Germany, Italy, Japan, and United States from 1990-2019; sample is annual
dataset; all regressions include full set of time dummies and full set of country-industry interactions (within-group estimators);
robust standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D
intensity; * denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance
at 0.01 level (p < 0.01).
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Table 3.21: Impact of R&D, human capital, and trade in TFP growth:
food products, beverages and tobacco

∆T F Pij,t (5) (6) (7) (8)
T F P GAPij,t−1 θ1 0.3807** (0.1018) 0.2717* (0.1074) 0.2184 (0.1064) 0.3567** (0.1277)

(R/Y )ij,t−1 η1 -0.0118 (0.0192) -0.0144** (0.0039) -0.0113* (0.0041) -0.0244* (0.0091)
(T F P GAP × R/Y )ij,t−1 θ2 0.0728 (0.0729) 0.0332 (0.0384) 0.0379 (0.0386) 0.1162* (0.0434)

Hij,t−1 η2 0.1033 (0.0948) 0.0463 (0.0317) 0.0468 (0.0278) 0.2005** (0.0466)
(T F P GAP × H)ij,t−1 θ3 0.0348 (0.1017) -0.1187 (0.0616) -0.0537 (0.0529) 0.0443 (0.0855)

IMPij,t−1 η3 0.0086 (0.0129) 0.0043 (0.0136) 0.0213 (0.0318)
(T F P GAP × IMP )ij,t−1 θ4 -0.0017 (0.0294) 0.0100 (0.0315) 0.0002 (0.0287)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes

Time FE Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 150 observations of Canada, Germany, Italy, Japan, and United States from 1990-2019; sample is annual
dataset; all regressions include full set of time dummies and full set of country-industry interactions (within-group estimators);
robust standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D
intensity; H is human capital; IMP is imports from high-income economies; * denotes significance at 0.10 level (p < 0.10), **
denotes significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).

Textiles, wearing apparel, leather and related products

There are 120 observations of four countries including Canada, Germany, Italy, and
United States from 1990-2019 to analyse the impact of technology transfer on produc-
tivity growth in the textiles, wearing apparel, leather and related products as follows.

Table 3.22: Impact of R&D in TFP growth:
textiles, wearing apparel, leather and related products

∆T F Pij,t (1) (2) (3) (4)
T F P GAPij,t−1 θ1 0.1451 (0.0661) 0.1456 (0.0705) 0.0621 (0.0994) 0.0580 (0.0789)

(R/Y )ij,t−1 η1 -0.0076 (0.0054) -0.0109* (0.0040) -0.0107** (0.0029)
(T F P GAP × R/Y )ij,t−1 θ2 0.0612 (0.0333) 0.0490* (0.0204)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 120 observations of Canada, Germany, Italy, and United States from 1990-2019; sample is annual dataset; all
regressions include full set of time dummies and full set of country-industry interactions (within-group estimators); robust
standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity;
* denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance at 0.01
level (p < 0.01).



138

Table 3.23: Impact of R&D, human capital, and trade in TFP growth:
textiles, wearing apparel, leather and related products

∆T F Pij,t (5) (6) (7) (8)
T F P GAPij,t−1 θ1 0.1399 (0.3254) -0.0238 (0.3170) -0.0995 (0.2659) 0.1561 (0.3737)

(R/Y )ij,t−1 η1 -0.0069 (0.0099) -0.0178 (0.0094) -0.0245* (0.0088) -0.0017 (0.0229)
(T F P GAP × R/Y )ij,t−1 θ2 0.0337 (0.0391) 0.0834 (0.0605) 0.0979* (0.0354) 0.0159 (0.0814)

Hij,t−1 η2 -0.0099 (0.2427) 0.0273 (0.1399) 0.0147 (0.1571) -0.0370 (0.2474)
(T F P GAP × H)ij,t−1 θ3 -0.1008 (0.3684) -0.2211 (0.4723) -0.1886 (0.4914) -0.1574 (0.4741)

IMPij,t−1 η3 -0.0028 (0.0119) -0.0007 (0.0084) -0.0127 (0.0295)
(T F P GAP × IMP )ij,t−1 θ4 0.0264 (0.0130) 0.0344 (0.0233) 0.0055 (0.0321)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes

Time FE Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 120 observations of Canada, Germany, Italy, and United States from 1990-2019; sample is annual dataset; all
regressions include full set of time dummies and full set of country-industry interactions (within-group estimators); robust
standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity;
H is human capital; IMP is imports from high-income economies; * denotes significance at 0.10 level (p < 0.10), ** denotes
significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).

Wood and paper products, and printing

There are 120 observations of four countries including Canada, Germany, Italy, and
United States from 1990-2019 to analyse the impact of technology transfer on produc-
tivity growth in the wood and paper products, and printing industries as follow.

Table 3.24: Impact of R&D in TFP growth:
wood and paper products, and printing

∆T F Pij,t (1) (2) (3) (4)
T F P GAPij,t−1 θ1 0.1976** (0.0523) 0.1941* (0.0525) 0.1839*** (0.0239) 0.1267*** (0.0203)

(R/Y )ij,t−1 η1 0.0272 (0.0181) 0.0253 (0.0228) 0.0189 (0.0196)
(T F P GAP × R/Y )ij,t−1 θ2 0.0115 (0.0948) 0.0332 (0.0785)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 120 observations of Canada, Germany, Italy, and United States from 1990-2019; sample is annual dataset; all
regressions include full set of time dummies and full set of country-industry interactions (within-group estimators); robust
standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity;
* denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance at 0.01
level (p < 0.01).
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Table 3.25: Impact of R&D, human capital, and trade in TFP growth:
wood and paper products, and printing

∆T F Pij,t (5) (6) (7) (8)
T F P GAPij,t−1 θ1 0.0567 (0.2007) 0.0192 (0.1955) 0.0658 (0.1850) 0.0875 (0.1955)

(R/Y )ij,t−1 η1 0.0064 (0.0155) 0.0385** (0.0066) 0.0313*** (0.0048) 0.0184 (0.0262)
(T F P GAP × R/Y )ij,t−1 θ2 0.0678 (0.0642) -0.0174 (0.0879) -0.0118 (0.0754) 0.0155 (0.1018)

Hij,t−1 η2 -0.1822 (0.2702) 0.0538 (0.0476) 0.0636 (0.0349) -0.1421 (0.2521)
(T F P GAP × H)ij,t−1 θ3 0.1241 (0.2491) 0.0312 (0.2729) -0.0408 (0.2641) -0.2093 (0.2307)

IMPij,t−1 η3 -0.0064 (0.0047) -0.0038 (0.0058) -0.0157 (0.0225)
(T F P GAP × IMP )ij,t−1 θ4 0.0242 (0.0215) 0.0187 (0.0146) 0.0312 (0.0174)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes

Time FE Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 120 observations of Canada, Germany, Italy, and United States from 1990-2019; sample is annual dataset; all
regressions include full set of time dummies and full set of country-industry interactions (within-group estimators); robust
standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity;
H is human capital; IMP is imports from high-income economies; * denotes significance at 0.10 level (p < 0.10), ** denotes
significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).

Chemical, rubber, plastics, fuel products and other non-metallic min-
eral products

There are 120 observations of four countries including Canada, Germany, Italy, and
United States from 1990-2019 to analyse the impact of technology transfer on produc-
tivity growth in the chemical, rubber, plastics, fuel products and other non-metallic
mineral products as follows.

Table 3.26: Impact of R&D in TFP growth:
chemical, rubber, plastics, fuel products and other non-metallic mineral products

∆T F Pij,t (1) (2) (3) (4)
T F P GAPij,t−1 θ1 0.1481 (0.0829) 0.2097 (0.1054) 0.2462 (0.1795) 0.2467 (0.1823)

(R/Y )ij,t−1 η1 -0.0086 (0.0043) -0.0076 (0.0039) -0.0069 (0.0040)
(T F P GAP × R/Y )ij,t−1 θ2 -0.0048 (0.0131) -0.0053 (0.0122)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 120 observations of Canada, Germany, Italy, and United States from 1990-2019; sample is annual dataset; all
regressions include full set of time dummies and full set of country-industry interactions (within-group estimators); robust
standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity;
* denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance at 0.01
level (p < 0.01).
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Table 3.27: Impact of R&D, human capital, and trade in TFP growth:
chemical, rubber, plastics, fuel products and other non-metallic mineral products

∆T F Pij,t (5) (6) (7) (8)
T F P GAPij,t−1 θ1 0.4975** (0.1154) -0.2738 (0.5054) -0.2971 (0.4614) 0.1397 (0.2623)

(R/Y )ij,t−1 η1 -0.0031 (0.0057) -0.0115 (0.0052) -0.0117 (0.0052) -0.0042 (0.0048)
(T F P GAP × R/Y )ij,t−1 θ2 -0.0196 (0.0136) 0.0132 (0.0212) 0.0140 (0.0187) -0.0205 (0.0099)

Hij,t−1 η2 -0.1983 (0.1447) 0.0037 (0.0634) 0.0214 (0.0663) -0.1480 (0.1444)
(T F P GAP × H)ij,t−1 θ3 -0.2282 (0.1093) -0.0580 (0.1893) 0.0459 (0.2034) -0.1753 (0.1723)

IMPij,t−1 η3 0.0001 (0.0042) 0.0003 (0.0044) 0.0060 (0.0039)
(T F P GAP × IMP )ij,t−1 θ4 0.0169 (0.0110) 0.0183 (0.0095) 0.0160 (0.0089)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes

Time FE Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 120 observations of Canada, Germany, Italy, and United States from 1990-2019; sample is annual dataset; all
regressions include full set of time dummies and full set of country-industry interactions (within-group estimators); robust
standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity;
H is human capital; IMP is imports from high-income economies; * denotes significance at 0.10 level (p < 0.10), ** denotes
significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).

Basic metals and fabricated metal products

There are 150 observations of five countries including Canada, Germany, Italy, Japan,
and United States from 1990-2019 to analyse the impact of technology transfer on pro-
ductivity growth in the basic metals and fabricated metal products, except machinery
and equipment, as follows.

Table 3.28: Impact of R&D in TFP growth:
basic metals and fabricated metal products

∆T F Pij,t (1) (2) (3) (4)
T F P GAPij,t−1 θ1 0.3384*** (0.0391) 0.3374*** (0.0405) 0.2367*** (0.0410) 0.2464*** (0.0460)

(R/Y )ij,t−1 η1 -0.0061 (0.0132) -0.0206** (0.0070) -0.0213** (0.0075)
(T F P GAP × R/Y )ij,t−1 θ2 0.0742** (0.0212) 0.0621* (0.0252)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 150 observations of Canada, Germany, Italy, Japan, and United States from 1990-2019; sample is annual
dataset; all regressions include full set of time dummies and full set of country-industry interactions (within-group estimators);
robust standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D
intensity; * denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance
at 0.01 level (p < 0.01).
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Table 3.29: Impact of R&D, human capital, and trade in TFP growth:
basic metals and fabricated metal products

∆T F Pij,t (5) (6) (7) (8)
T F P GAPij,t−1 θ1 0.0.1773 (0.1761) -0.1868 (0.1986) -0.0356 (0.1660) 0.1636 (0.1678)

(R/Y )ij,t−1 η1 -0.0259** (0.0071) -0.0155 (0.0207) -0.0141 (0.0182) -0.0232* (0.0085)
(T F P GAP × R/Y )ij,t−1 θ2 0.0835 (0.0492) 0.1629** (0.0534) 0.1332** (0.0440) 0.0901 (0.0524)

Hij,t−1 η2 0.0284 (0.0543) -0.0576 (0.0322) -0.0439** (0.0122) 0.0228 (0.0546)
(T F P GAP × H)ij,t−1 θ3 0.0769 (0.2221) 0.3387 (0.2173) 0.1954 (0.1279) 0.1051 (0.2163)

IMPij,t−1 η3 -0.0130** (0.0046) -0.0133** (0.0048) -0.0066 (0.0057)
(T F P GAP × IMP )ij,t−1 θ4 0.0114 (0.0110) 0.0064 (0.0123) 0.0015 (0.0073)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes

Time FE Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 150 observations of Canada, Germany, Italy, and United States from 1990-2019; sample is annual dataset; all
regressions include full set of time dummies and full set of country-industry interactions (within-group estimators); robust
standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity;
H is human capital; IMP is imports from high-income economies; * denotes significance at 0.10 level (p < 0.10), ** denotes
significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).

Machinery and equipment

There are 150 observations of five countries including Canada, Germany, Italy, Japan,
and United States from 1990-2019 to analyse the impact of technology transfer on pro-
ductivity growth in the machinery and equipment industries, as follows.

Table 3.30: Impact of R&D in TFP growth: machinery and equipment

∆T F Pij,t (1) (2) (3) (4)
T F P GAPij,t−1 θ1 0.0256*** (0.0042) 0.1226* (0.0537) 0.1755** (0.0621) 0.1655** (0.0562)

(R/Y )ij,t−1 η1 -0.1641* (0.0685) 0.0310 (0.0753) 0.0144 (0.0751)
(T F P GAP × R/Y )ij,t−1 θ2 -0.1657** (0.0541) -0.1451** (0.0510)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 150 observations of Canada, Germany, Italy, Japan, and United States from 1990-2019; sample is annual
dataset; all regressions include full set of time dummies and full set of country-industry interactions (within-group estimators);
robust standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D
intensity; * denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance
at 0.01 level (p < 0.01).

Table 3.31: Impact of R&D, human capital, and trade in TFP growth:
machinery and equipment

∆T F Pij,t (5) (6) (7) (8)
T F P GAPij,t−1 θ1 0.2732*** (0.0237) 0.3532** (0.1124) 0.2967* (0.1347) 0.3442*** (0.0649)

(R/Y )ij,t−1 η1 -0.0417 (0.0452) 0.0741 (0.2143) 0.0639 (0.2154) -0.0524 (0.0314)
(T F P GAP × R/Y )ij,t−1 θ2 -0956** (0.0274) -0.1202 (0.1264) -0.0986 (0.1262) -0.0831** (0.0284)

Hij,t−1 η2 -0.0075 (0.0590) 0.0824** (0.0293) 0.0880* (0.0367) -0.0463 (0.0776)
(T F P GAP × H)ij,t−1 θ3 -0.2724*** (0.0465) -0.3204** (0.0888) -0.2739** (0.0816) -0.2574*** (0.0359)

IMPij,t−1 η3 0.3074 (0.2188) 0.2832 (0.3010) 0.3741 (0.2430)
(T F P GAP × IMP )ij,t−1 θ4 -0.3179 (0.2878) -0.2612 (0.3494) -0.2845 (0.1931)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes

Time FE Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 150 observations of Canada, Germany, Italy, and United States from 1990-2019; sample is annual dataset; all
regressions include full set of time dummies and full set of country-industry interactions (within-group estimators); robust
standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity;
H is human capital; IMP is imports from high-income economies; * denotes significance at 0.10 level (p < 0.10), ** denotes
significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).
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Furniture, repair and installation of machinery and equipment, and
other manufacturing

There are 90 observations of three countries including Germany, Italy, and United States
from 1990-2019 to analyse the impact of technology transfer on productivity growth in
the furniture, other manufacturing, repair and installation of machinery and equipment
industries as follows.

Table 3.32: Impact of R&D in TFP growth:
furniture, other manufacturing, repair and installation of machinery and equipment

∆T F Pij,t (1) (2) (3) (4)
T F P GAPij,t−1 θ1 0.1009 (0.0347) 0.1152(0.0538) 0.1202 (0.0524) 0.1107 (0.0531)

(R/Y )ij,t−1 η1 0.0022 (0.0037) 0.0021 (0.0041) 0.0021 (0.0042)
(T F P GAP × R/Y )ij,t−1 θ2 -0.0025 (0.0174) -0.0044 (0.0108)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 90 observations of Germany, Italy, and United States from 1990-2019; sample is annual dataset; all regressions
include full set of time dummies and full set of country-industry interactions (within-group estimators); robust standard errors
are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity; * denotes
significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level (p < 0.05), *** denotes significance at 0.01 level
(p < 0.01).

Table 3.33: Impact of R&D, human capital, and trade in TFP growth:
furniture, other manufacturing, repair and installation of machinery and equipment

∆T F Pij,t (5) (6) (7) (8)
T F P GAPij,t−1 θ1 0.1615** (0.0344) -0.4102 (0.3201) -0.4793* (0.2904) 0.0230 (0.5202)

(R/Y )ij,t−1 η1 0.0042 (0.0045) -0.0055* (0.0032) -0.0046* (0.0027) 0.0063 (0.0046)
(T F P GAP × R/Y )ij,t−1 θ2 -0.0057 (0.0097) 0.0101 (0.0115) -0.0052 (0.0038) -0.0131 (0.0365)

Hij,t−1 η2 -0.0483 (0.1760) -0.0090 (0.0375) -0.0543 (0.0724) -0.0624 (0.1221)
(T F P GAP × H)ij,t−1 θ3 0.0002 (0.0109) 0.1837 (0.1256) 0.1865 (0.1746) 0.0311 (0.1095)

IMPij,t−1 η3 0.0222** (0.0087) -0.0018 (0.0222) -0.0132 (0.0159)
(T F P GAP × IMP )ij,t−1 θ4 0.1710 (0.1436) 0.2390* (0.1246) 0.0869 (0.3189)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes

Time FE Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 90 observations of Germany, Italy, and United States from 1990-2019; sample is annual dataset; all regressions
include full set of time dummies and full set of country-industry interactions (within-group estimators); robust standard errors
are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level of TFP; R/Y is the R&D intensity; H is human
capital; IMP is imports from high-income economies; * denotes significance at 0.10 level (p < 0.10), ** denotes significance at
0.05 level (p < 0.05), *** denotes significance at 0.01 level (p < 0.01).
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Aggregate Manufacturing

There are 180 observations of six countries including Canada, Germany, Italy, Japan,
Republic of Korea, and United States from 1990-2019 to analyse the impact of technology
transfer on productivity growth in the aggregate dataset of manufacturing as follows.

Table 3.34: Impact of R&D in TFP growth: aggregate manufacturing

∆T F Pij,t (1) (2) (3) (4)
T F P GAPij,t−1 θ1 0.1146*** (0.0249) 0.1641* (0.0718) 0.0962 (0.0692) 0.0851 (0.0668)

(R/Y )ij,t−1 η1 0.0611 (0.0511) -0.0608 (0.0664) -0.0756 (0.0647)
(T F P GAP × R/Y )ij,t−1 θ2 0.0143** (0.0049) 0.0154** (0.0052)

Controls Yes Yes Yes
Hours adjustment Yes

Time FE Yes Yes Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 180 observations of Canada, Germany, Italy, Japan, Republic of Korea, and United States from 1990-2019;
sample is annual dataset; all regressions include full set of time dummies and full set of country-industry interactions
(within-group estimators); robust standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level
of TFP; R/Y is the R&D intensity; * denotes significance at 0.10 level (p < 0.10), ** denotes significance at 0.05 level
(p < 0.05), *** denotes significance at 0.01 level (p < 0.01).

Table 3.35: Impact of R&D, human capital, and trade in TFP growth:
aggregate manufacturing

∆T F Pij,t (5) (6) (7) (8)
T F P GAPij,t−1 θ1 0.0301 (0.1375) 0.6945 (0.5594) 0.8077 (0.5808) 1.2389 (0.6617)

(R/Y )ij,t−1 η1 -0.0395 (0.0752) 0.0673 (0.0924) 0.0669 (0.0868) -0.0696 (0.0702)
(T F P GAP × R/Y )ij,t−1 θ2 0.0146* (0.0057) 0.0074 (0.0070) 0.0080 (0.0072) 0.0205*** (0.0050)

Hij,t−1 η2 -0.0390 (0.0863) -0.0226 (0.0200) -0.0219 (0.0233) 0.0433 (0.0889)
(T F P GAP × H)ij,t−1 θ3 0.0787 (0.0917) -0.0038 (0.0915) -0.0302 (0.1027) -0.1098 (0.1349)

IMPij,t−1 η3 -0.0241 (0.0185) -0.0251 (0.0231) 0.0860 (0.0484)
(T F P GAP × IMP )ij,t−1 θ4 -0.0490 (0.0419) -0.0564 (0.0445) -0.0917 (0.0498)

Controls Yes Yes Yes Yes
Hours adjustment Yes Yes Yes

Time FE Yes Yes
Country FE Yes Yes Yes Yes

Sample countries 180 observations of Canada, Germany, Italy, Japan, Republic of Korea, and United States from 1990-2019;
sample is annual dataset; all regressions include full set of time dummies and full set of country-industry interactions
(within-group estimators); robust standard errors are in parentheses; ∆T F P is the TFP growth; T F P GAP is the relative level
of TFP; R/Y is the R&D intensity; H is human capital; IMP is imports from high-income economies; * denotes significance at
0.10 level (ρ < 0.10), ** denotes significance at 0.05 level (ρ < 0.05), *** denotes significance at 0.01 level (ρ < 0.01).
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3.7.5 Plots from raw data

The relative TFP for each manufacturing industry that graphs the exponent of the TFP
gap’s negative is as follows.

Figure 3.5: Relative TFP of sample countries on food products, beverages and tobacco
industries between 1990 and 2019.

Source: Author’s calculation

Figure 3.6: Relative TFP of sample countries on textiles, wearing apparel, leather
and related products between 1990 and 2019.

Source: Author’s calculation
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Figure 3.7: Relative TFP of sample countries on wood and paper products, and
printing industries between 1990 and 2019.

Source: Author’s calculation

Figure 3.8: Relative TFP of sample countries on chemical, rubber, plastics, fuel
products and other non-metallic mineral products industries between 1990 and 2019.

Source: Author’s calculation



146

Figure 3.9: Relative TFP of sample countries on basic metals and fabricated metal
products, except machinery and equipment industries between 1990 and 2019.

Source: Author’s calculation

Figure 3.10: Relative TFP of sample countries on machinery and equipment industries
between 1990 and 2019.

Source: Author’s calculation
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Figure 3.11: Relative TFP of sample countries on furniture, repair and installation of
machinery and equipment, and other manufacturing industries between 1990 and 2019.

Source: Author’s calculation
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