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Abstract

The assessment of pain remains a significant challenge in healthcare, which always relies

on subjective measures based on behaviour. However, the unresponsive patients, e.g.,

the ones with the disorder of consciousness, cannot self-report pain. Addressing this

challenge, this thesis develops machine learning approaches for pain assessment using

electroencephalography (EEG).

This research initially quests the suitable neural biomarkers of pain, which firstly

analysed the neural biomarkers of integration. By examining functional connectivity

and cross-frequency coupling, phase-based functional connectivity from the alpha band

emerged as a robust feature, excelling in both prediction accuracy and computational ef-

ficiency. Consequently, it was employed in subsequent model development. Considering

the individual variability in pain processing, this study adopted cross-domain transfer

learning strategies, targeting unresponsive patients as they cannot provide training la-

bels. Inspired by the contributions of deep learning models to transfer learning, a convo-

lutional neural network (CNN) was implemented. The CNN model demonstrated good

performances in both pain prediction and subject recognition with the subject involved
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in model training, which suggested its potential role in cross-subject transfer learning.

Furthermore, the study figured out the activation patterns of functional connectivity pro-

duced by the CNN using Gradient-weighted Class Activation Mapping (Grad-CAM). The

patterns revealed the critical involvement of frontal, parietal, and occipital brain regions

in functional connectivity specific to pain assessment, in line with established physiolo-

gical findings. Nevertheless, the work also identified the challenge of isolating pain-

specific features due to the extensive distribution of functional connectivity contributing

to subject recognition.

Overall, this thesis emphasises the potential of phase-based functional connectivity

from the alpha band as an ideal neural biomarker for pain and individual differences. It

also introduces CNN-based transfer learning as a promising avenue for cross-subject pain

assessment.
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Chapter 1

Introduction

This chapter introduces the motivations and objectives of this research. The scientific

questions and the engineering objectives are declared in this chapter. The structure of

this thesis and related publications are listed at the end of this article.

1.1 Motivation and Background

1.1.1 Assessing Pain with Efficient and Portable

Electrophysiological Equipment

Nowadays, the pain has become a worldwide health burden. In both developed and de-

veloping countries, 20% − 40% adults are affected by chronic pain every year [10, 11].

Although the duration of acute pain is shorter than chronic pain, it is more common

as a symptom that appears along with many diseases [12]. More seriously, neuroplas-

ticity can cause the transition from acute pain to chronic pain [13]. Especially during

1
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and after the pandemic of Coronavirus Disease 2019 (COVID-19), such a transition has

caused a serious global health crisis [14]. Such a scenario raises the requirement for pain

assessment. Therefore, it is possible to remind users or their caregivers of concurrent or

potential health problems by monitoring pain-related status. Pain assessment in respons-

ive individuals depends on self-report, for which they can report pain directly or express

it through behaviour such as facial expressions [15]. However, such a subjective report

must be put on a quantitative scale for clinical use. For this purpose, some numeric

scale-based tools were designed to measure pain in the clinical environment, such as the

McGill Pain Questionnaire [16, 17] and the Visual Analogue Scale (VAS) [18]. These nu-

meric scales help clinicians assess the quality and intensity of subjective pain, especially

showing the relative change in pain in a specific individual, but they cannot quantify or

assess the physiologically objective state of pain related to it. Fortunately, with the rapid

development of electrophysiology, I can acquire physiological signals as the source of

biomarkers correlated with pain, making objective pain assessment feasible.

The lack of objective approaches from physiological properties is not the only concern

in pain assessment, a more crucial challenge is thrown by unresponsive patients. Unlike

responsive individuals, non-responsive patients (e.g., those with a disorder of conscious-

ness or locked-in syndrome) cannot report pain by behaviour voluntarily. This specificity

blocks their caretakers from perceiving pain in unresponsive patients, so biosensors that

record electrophysiological signals can benefit the pain assessment in unresponsive pa-

tients as a key.

In the development of approaches for assessing pain from electrophysiological sig-
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nals, the diversity of biosensors and the corresponding equipment created considerable

solutions. Based on the physiological indicators that can be recorded with mature tech-

nology, including heart rate, pulse, and blood pressure, some methods have been im-

plemented to assess pain [19, 20, 21]. However, these ways can be only applied to

responsive individuals since they rely on self-report as the basis for model training, and

their precision is also limited [22]. Benefitting from neurophysiological signal recording

technology, researchers investigated biomarkers extracted from neural signals that cor-

relate with pain. Some machine learning models have been successfully validated with

signals recorded by functional magnetic resonance imaging (fMRI) or positron emission

tomography (PET), which are potentially tools for pain prediction [23]. However, the

clinicians or caregivers of unresponsive patients are supposed to perceive the pain of the

patients at the bedside, where the fMRI and PET equipment cannot be applied. Thus,

electroencephalography (EEG) is an ideal choice to record neural signals at the bedside

as a portable and noninvasive tool.

Hence, we can use EEG with its convenience for both the daily health monitoring

requirements of responsive individuals and the more serious needs of unresponsive pa-

tients. Although such research is still based on laboratory data, it can produce system

stereotypes to assist clinical practice as translational research [24].
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1.1.2 Electrophysiological Representation of Complex Pain

Processing

Aiming to assess pain with electrophysiological recording equipment, especially EEG, the

fundamental is the neural biomarkers correlated to the neurophysiological mechanism

of the brain’s responses to pain, which can be measured from the electrophysiological

recording. Many researchers have made efforts to disclose neural markers that contribute

to pain processing.

As an unpleasant sensory and emotional experience by definition [25], both psycholo-

gical and social pain should be involved in the analysis of the brain regions and rhythms

associated with pain processing [26, 27, 28, 29]. From the research in [27] and [28],

various regions of the brain were suggested to contribute to pain processing, includ-

ing the somatosensory, insular, anterior cingulate, prefrontal cortices, and thalamus,

etc. From the perspective of neuronal oscillations, that is, frequency bands, the delta,

theta, and beta bands are associated with brain’s responses to pain, while the alpha and

gamma bands reflect pain sensitivity, the level at which an individual perceives and re-

acts to painful stimuli [29, 30]. These studies suggested one main focal point this thesis

must consider: the complexity of the neural mechanism processing pain. Consequently,

the electrophysiological measurement of pain should indicate such complexity in at least

some aspects in the regions and frequency bands of brain signals.

In the line of studies focusing on the electrophysiological representation of pain, some

studies focused on the contributions of specific components, while others discussed integ-
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ration involving diverse regions or bands. These ideas shaped two paradigms to develop

a biomarker for pain. The first paradigm only uses the signals within an independent

source, such as a neuronal oscillation or a brain region. Whereas the second involves the

integration of neuronal oscillations or brain regions.

One paradigm is based on the theoretical basis for developing measures for pain as-

sessment. Typically, the alpha and gamma bands were concentrated among neuronal

oscillations to find the correlation between pain perception and electrophysiological sig-

nals. Regarding the brain regions, the parietal, prefrontal, and occipital lobes are usually

crucial in electrophysiological research. For example, the peak alpha frequency is correl-

ated with pain sensitivity [31, 32], and the prefrontal gamma band can be an indicator

of pain intensity [33].

The other paradigm prioritises the integration of different components from different

signal sources of the neural recordings, where the signals’ frequencies of the oscillations

and locations of electrodes to be analysed can be neuronal oscillations or brain regions.

This paradigm does not limit itself with independent brain regions or neuronal oscilla-

tions but synthesises the signals from different regions or frequency bands, with the aim

of quantifying the complexity of neural activities in pain processing. A typical measure

is cross-frequency coupling. In deep brain structures, Liu et al. found that pain-related

gamma responses are coupled with theta and alpha bands [34]. Another integration is

functional connectivity, Ploner et al. disclosed that prestimulus functional connectivity is

a determinant element in perception of pain [35]. However, how to use such integrations

to assess pain as neural biomarkers is still under discovery.
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These two approaches inspired me to do research on the integration across different

brain regions or neuronal oscillations. Taking into account the diversity of integrations,

e.g. phase-power cross-frequency coupling, I used the control variable method toward

the frequency bands or the brain regions. In this research, I attempted to quantify func-

tional connectivity across brain regions within the same frequency band from EEG, or

cross-frequency coupling at the same scalp site. Therefore, complexity can be quantified

in an inherent form, which can expose the intrinsic characteristics correlated to pain pro-

cessing from EEG signals. Considering the usability at the bedside as expressed in Section

1.1.1, this work also addressed the basic properties of the neural markers of integration

that may affect the prediction performances, such as the length of trials for computing

the measures.

1.1.3 Development of Machine Learning

Just like many other challenges in translational research, pain assessment from neuro-

physiological signals has benefited from the rapid development of machine learning

[36, 37]. In such a context, the research on neural markers of pain has gone beyond

the box of physiological analysis. Especially, as a subjective experience, it can be studied

in a more objective way with machine learning, which could at least distinguish the oc-

currence of nociception from the nonpainful states [38]. Since 2012, the pain decoding

study from EEG has attracted many efforts [37, 39]. By applying machine learning meth-

ods, multiple purposes have been demonstrated in practical assessment of pain, including

the classification of pain phenotypes [40], distinguishing pain from resting states, and



1.1. MOTIVATION AND BACKGROUND 7

even predicting the intensity of pain in a relatively objective way according to the intens-

ity of the stimulus [41, 42]. Although sometimes the machine learning methodology is

doubted as a grey box or even a black box, many researchers studying pain with machine

learning highlighted the interpretability of models. In the aspect of neuronal oscilla-

tions, many works analysed the contributions of different frequency bands by controlling

their participation in feature generation [41, 43, 44]. Moreover, machine learning can

also reveal the cortical characterisation [45, 40]. Consequently, by extracting the neural

markers of integration declared in Section 2.3.3, they were input into machine learn-

ing models to test their performances. Furthermore, one of the main objectives of this

research is to develop machine learning models to assess pain. Like the trial length stud-

ied as a basic property for the potential application at the bedside to the patients, this

thesis involved the settings related to machine learning as well, especially the number of

features used in model training.

However, a significant obstacle still blocks the development of most EEG-based ma-

chine learning models, the individual differences of neural responses [46]. In particular,

in pain research, pain sensitivity has a strong individual variation among different hu-

man individuals [31]. In the machine learning models developed for pain assessment,

most were only evaluated in within-subject tests; generalisability was seldom discussed.

In a recent systematic review of machine learning models for pain assessment with EEG,

fewer than ten studies reported cross-subject performance out of 44 studies reviewed

[37]. This is not surprising at all due to individual variation, but it is very concerning for

the need for unresponsive patients who cannot provide labelled data to train the mod-
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els. Therefore, our aim is to develop models to be transferred to individuals with only

unlabelled data.

One of the key solutions is to adopt transfer learning in order to mitigate the interfer-

ence associated with individual differences. Transfer learning is the technique to transfer

a trained model to a new task, where the task can be a new problem or a new domain

[47]. Almost during the same decade when machine learning approaches for pain as-

sessment were studied in its early era, transfer learning went through explosive growth,

benefiting from the development of deep learning [48]. The question of improving the

generalisability of pain assessment models can be simplified into a typical domain trans-

fer learning objective. Correspondingly, the data from each subject can be treated as one

domain, where the prediction model learnt from the labelled domains can be generalised

to the unlabelled domain. Therefore, this research set its main objective to develop the

transfer learning model with deep learning to predict pain from unlabelled individuals.

For interpretability, the features extracted by such transfer learning models should be

analysed, whose correlations with individual specificity and pain would be discovered

and compared with physiological findings.

1.2 Research Questions

1.2.1 Neural Marker: Feature in Machine Learning

Q1-1 Can neural integration be measured in a concise way that can reflect the intrinsic

mechanism of pain processing?



1.2. RESEARCH QUESTIONS 9

Q1-2 How can neural markers of different neural integration (e.g., functional connectiv-

ity and cross-frequency coupling) be mathematically comparable?

Q1-3 Which components of neural integration are important in pain assessment?

Q1-4 With neural markers producing good accuracy and efficiency, how can we use them

in a suitable setting for pain prediction? In particular, how many features can be suffi-

ciently specific to the characteristics related to pain? How long should the cropped data

trials be?

1.2.2 Machine Learning Model

Q2-1 What deep learning models can distinguish pain from non-pain conditions accur-

ately using the ideal neural marker?

Q2-2 Can training the model with data from multiple participants improve the model’s

sensitivity to pain across subjects? How about applying it to the novel participants not

involved in the training phase?

Q2-3 Do the ideal features of pain assessment carry patterns indicating individual spe-

cificity?

Q2-4 Is it practical to use only the neural marker of pain processing to develop a transfer

learning model applied to participants without labelled data?

Q2-5 Are the feature patterns extracted by the deep learning models consistent with the

physiological principles?
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1.3 Contributions of the Thesis

• The strong specificity of the phase from the alpha band was disclosed. This

study involved the novel analysis of topographical patterns of phase and power

from different low-frequency bands, which presented significant differences across

the phase patterns in different conditions, which did not appear in the power pat-

terns. While using power-based and phase-based features to train support vector

machine (SVM) models to predict pain, phase-based features also drove higher

accuracy.

• This research revealed an efficient way to use phase-based functional con-

nectivity of the alpha band in pain prediction with machine learning. Two typ-

ical integration neural biomarkers attended the comparison in comparable forms,

including functional connectivity from the alpha band and cross-frequency coup-

ling (CFC) in four bands. Based on the finding of the advantage of phase-based

measures, within both phase-based measures, functional connectivity requires less

time in feature extraction than CFC. Hence, phase-based functional connectivity

from the alpha band is an ideal neural marker to predict pain. Otherwise, the im-

portant functional connectivity that strongly represents pain specificity is revealed

by neighbourhood component analysis (NCA), which can help reduce the depend-

ency on abundant electrodes.

• Within the data from the same subjects for both training and testing, a con-

volutional neural network (CNN) model predicts pain or not very accurately.
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Naturally, the functional connectivity measure can be organised as square matrices,

whose rows and columns represent the electrodes in EEG research. With functional

connectivity as input features, a CNN model with three hidden layers produced a

good performance in the classification among painful, innocuous thermal condi-

tions and resting states. For interpreting the performance, the activation patterns

generated by the CNN architectures match the functional connectivity specific to

pain revealed in qualified research.

• By using a CNN model with the functional connectivity of the alpha phase as

input features, individual identification can be accurately recognised. Inspired

by the physiological study that proposes the specificity of the functional connectiv-

ity from the alpha band to pain, another CNN model is trained to recognise pain

with features of the functional connectivity. This model shows very high sensitivity

to individual identification of subjects, which suggests the CNN model’s potential

to detect individual specificity while predicting pain. Furthermore, it also reveals

the possibility of utilising the functional connectivity from the alpha band in iden-

tification recognition for other purposes.

• Two transfer learning (TL) frameworks utilise the performances of CNN with

alpha-phase functional connectivity. Toward the limitation of data size and the

need for generalisation, a fine-tuning and adversarial learning framework uses

the sensitivity of functional connectivity in the alpha band to both pain-related

states and individual differences. Although they did not significantly improve gen-
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eralisability, their convolutional hidden-layer activation patterns provide good in-

terpretability. More importantly, the good performances of some subject-wise TL

models trained with only one subject for predicting pain from another novel sub-

ject suggest another solution for generalisation, which raises the need for further

work to quantify the similarity among subjects from EEG.

1.4 Thesis Outline

This thesis is organised as follows. Chapter 1 provides an overview of the motivation and

research objectives in this research. This chapter covers the fundamental background of

related fields, and the main inspirations published before and during this research were

mentioned in both physiological findings and technical development. This work sum-

marises the objectives of each part of this research and the corresponding contributions.

Chapter 2 is a systematic review of the literature on the scientific and technical back-

ground related to this research. As interdisciplinary research on pain, starts with the

basic conceptions, classifications of pain, and the global health crisis related to pain is

introduced. Naturally, the anatomy and physiology of pain are reviewed, which focusses

on how the nociceptive system works. Following scientific principles, I present differ-

ent strategies and measures for pain assessment. In requests for pain assessment, the

strategies that rely on straightforward feedback and mature technology that uses elec-

trophysiological signals occupy most of the review. The third and fourth sections concen-

trate on the technical background. Given that this research aims to assess pain with EEG,
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I express the principles of EEG recording and the methodology of EEG signal processing.

Beyond EEG, the other important technical tools in this research involve machine learn-

ing and TL. Therefore, this thesis reviews the methodologies of machine learning and TL

which have been proven to be applicable for pain assessment.

Chapter 3 introduces the experimental design for collecting the EEG data used in

this research. The mechanism and methods to induce tonic pain in the experimental

environment are described. In detail, the basic information about the participants, the

technical settings, and the experimental procedure are listed. After the description of the

experiment, how the data was pre-processed is illustrated.

I present the novel research from Chapters 4 to 6. The structure can be split into three

stages: Chapter 4 for feature discovery, Chapters 5 and 6 about model development and

the corresponding interpretability.

Chapter 4 discovers neural biomarkers of integration for pain assessment. Two typical

neural integrations, functional connectivity and CFC, participated in the analysis, which

were measured in comparable forms. This chapter describes how the neural biomarkers

attended the SVM classifier, and presents the accuracy produced by these neural markers

quantified as phase- or power-based features. Based on the ideal neural marker for pain

prediction, phase-based functional connectivity from the alpha band, I tested the effects

of trial lengths and the number of features. Furthermore, feature selection algorithms

provide interpretability to the neural marker.

Chapters 5 and 6 indicate attempts to develop deep learning models using the ideal

neural marker declared in Chapter 4, phase-based functional connectivity from the alpha
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band.

Chapter 5 proposes a novel CNN architecture for pain assessment. Based on this CNN

model, this chapter presents the results of within-subject pain assessment. For inter-

pretability, Gradient-weighted Class Activation Mapping (Grad-CAM) provides primary

evidence of the functional connectivity’s patterns specific to pain brain responses to pain.

Toward the challenge of improving generalisability for participants who do not have

labelled data, Chapter 6 describes the frameworks designed for transfer learning. This

chapter first explores the specificity of functional connectivity to individual variation.

Synthesising the CNN models and feature’s specificity, it compares the proposed CNN

model’s cross-subject performances, and tests two transfer learning frameworks. Beyond

these, this chapter poses potential strategies to measure the similarity between subjects

for subject-wise model training. Grad-CAM also plays a role in the interpretation of the

results of these evaluations and suggests future improvement.

Chapter 7 is the end of this thesis, which demonstrates the main conclusions and

achievements in this thesis. It discusses the potential approach to utilise this work in

future research as well.
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Chapter 2

Literature Review

This chapter is a systematic review of the background related to pain assessment. The

rationale follows the components that we should consider when developing the approach

to pain assessment, which involves the social impact caused by pain, the anatomy and

physiology of pain, the general methods of pain assessment, and the techniques used in

this research.

2.1 What is Pain?

2.1.1 Pain as a Global Health Crisis

Pain has become a global social health burden, which became even more serious during

and after COVID-19 [14]. It is not surprising, given the diversity of its origins. According

to some surveys, at least 10%, more generally 20% of the adult population around the

world experience chronic pain, which can reach 25% in some regions, for example, it

17
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can even reach 34.5% among Americans [49, 50, 51]. As tonic pain is the result of injury,

it can have more casual and more profound effects on people [50].

Unfortunately, such a wide distribution and strong effects did not generate sufficient

interest in medical education. For example, only 3% of the medical schools in the United

States have a specific curriculum on pain. The time devoted to it is also quite limited;

the typical time on this topic is less than 10 hours in the United States, around 12 hours

in the United Kingdom [52, 53]. Such a scenario makes the concern about inadequate

acute pain treatment last for years and is still under resolution.

Moreover, the abuse of opioids has attracted a great deal of societal interest in pain

treatment [54]. A survey exposed most 77% of opioid-related overuse, and, more seri-

ously, it has become the leading reason for death from drug overdose, for example, in the

United States, 66.4% of drug-related death in 2016 involved opioids [55, 56]. Beyond

death, such abuse has induced a serious increase in health and economic costs relevant

to opioid use disorder (OUD) [57]. Although the assessment of pain cannot directly lead

to the optimisation of pain treatment, it can help improve the efficacy of the diagnostic

and treatment evaluation processes [58]. Moreover, it can play the role in guiding the

neuromodulation of pain [59]. Simply, the neuromodulation strategies, such as deep

brain stimulation and spinal cord stimulation, can respond to pain more efficiently if

pain is assessed. Thus, optimising the development of alternative treatment for pain can

help reduce the reliance on opioids.
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2.1.2 Types of Pain

Classification by Pathophysiological Mechanism

By definition, pain is an unpleasant sensory and emotional experience associated with, or

resembling that associated with actual or potential damage, as defined by the International

Association for the Study of Pain (IASP) [25]. Therefore, naturally, the sources of pain

are diverse and can involve biological, psychological, and social factors. Due to the

diversity, the types of pain also varied.

According to pathophysiological mechanisms, pain can be classified into four types:

nociceptive, inflammatory, neuropathic, and functional pain, which can also be simply

classified as receptor pain and non-receptor pain [60, 61]. As typical receptor pain,

nociceptive pain is elicited by the responses of nociceptors, which are the specialised

sensory receptors to actual or potential damage [25, 62]. In particular, the types of nox-

ious stimuli are various, including extremes of temperature and mechanical and chem-

ical insults [63]. Therefore, the nociceptors respond to each particular stimulus. In a

sense, inflammatory pain is a special type of nociceptive pain caused by the activation

of nociceptors toward inflammatory mediators [64, 65]. Unlike receptor pain, inflam-

matory and neuropathic pain is not induced by specific receptors [60, 61]. Neuropathic

is defined as pain that arises as a direct consequence of a lesion or disease that affects the

somatosensory system [66]. Specifically, it is mainly induced by diseases or injuries that

could damage the central or peripheral nervous system, such as post-herpetic neuralgia

(PHN), painful diabetic neuropathy (PDN), and human immunodeficiency virus (HIV)
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[12]. Functional pain syndrome (FPS), or dysfunctional pain, is special compared to the

aforementioned, stating pain and related symptoms and disability without clear etiology

[67]. In addition to these physical pains, social pain is also worth studying. Although

the term pain mostly tends to be physiological, as described in its definition, social pain

or emotional pain, i.e., painful feelings from negative social conditions, induces warning

signals to potential damage as well [68]. However, the controversy between psycho-

logical and physiological pain mechanisms has received much research over the past

decades [69, 70].

Acute Versus Chronic Pain

According to its temporal characteristics, pain is also classified as acute and chronic

pain [71]. In general, surgery, trauma, or acute illness induce acute pain, which is the

physiological response to an adverse stimulus [72]. On the other hand, chronic pain

is defined as persistent or recurrent pain that lasts more than three months, leading to

the decline of functional ability and emotional distress [73]. The main causes of chronic

pain involve damage to the peripheral or central nervous systems and failure of the pain

suppression system [1, 74]. Although literally the dichotomy between acute and chronic

pain originated from its duration after the onset, this classification was challenged by

clinical trials. For example, some acute pain related to new tissue damage can last more

than 6 months in some cases [75].

Ignoring the controversy associated with the duration, the classification between

acute and chronic pain is tenable considering the transition between them. At the onset,
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acute pain arises from the extensive, persistent, nociceptive, and behavioural cascade

induced by tissue damage [76]. Despite the short duration of most acute pain, some of

them can progress to chronic pain [72]. In general, neuroplasticity occurs with the on-

set of persistent acute pain, in which glial cells, as pain-transmitting neurones, become

more sensitive and react more sensitively to nociceptive stimuli [77]. This neuroplasticity

causes peripheral and central sensitisation related to the changes of activity-dependent

phenotype in the dorsal horn neurones and other structures of the central neural system

(CNS). With peripheral, central, or even nociceptive sensitisation, acute pain tends to

turn into chronic pain. From the perspective of the pathway (see Section 2.1.3), chroni-

fication of pain can also be explained as activity-induced plasticity of the limbic-cortical

circuitry, which causes neocortex reorganisation [78]. Furthermore, although research-

ers have not fully understood the neural mechanisms of acute and chronic pain, the

first-in-human study of chronic pain prediction suggested significant differences in their

biomarkers using machine learning [79]. Therefore, acute and chronic pain can be dis-

tinguished from both chemical and electrophysiological activities in neural processing.

In this study, the main objective is experimental tonic pain, which is a kind of acute pain

induced in laboratories.

Unlike acute pain, it is still challenging to study chronic pain in the laboratory; even

clinical neurophysiological studies that focus on it were just recently launched and be-

nefit from the frontier intracranial devices [79]. In most of the work to discover neural

biomarkers of pain, researchers used the data recorded in experiments with inducing

acute pain. As a study of experimental tonic pain, this Ph.D. thesis covers only research
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on acute pain induced in laboratories. However, it can be fundamental to detect chronic

pain and the transition between acute and chronic pain in the future.

2.1.3 Neuroanatomy and Neurophysiology of Pain

As a subjective experience that warns of potential tissue damage or actual tissue damage,

the anatomy and physiology of pain are concentrated on the nervous system [1, 25].

Therefore, the discussions about the physiological mechanism of pain and the relative

anatomy start from three perspectives: how the pain receptors perceive pain, how the

signals of pain are transmitted from the receptor to the central neural system (CNS),

and the mechanism of the CNS to process pain. Following the neural pathway along

these aspects, the neural system processing pain mainly consists of four steps, including

transduction, transmission, modulation and perception, Figure 2.1 presents the basic

neural structures working in pain processing [1]. The pathway covers the parts of the

transduction and transmission from the nociceptor to the CNS, as long as the pathways

and CNS are integrating in the modulation of pain and finally control pain.

Nociceptor

Nociceptors are sensory receptors perceiving the stimuli which potentially damage the

organism, which is seen as superficial pain receptors sending the ’neural messages’ about

the acute pain [80, 81]. The soma of nociceptors is located mainly in the dorsal root

ganglia (DRG) or trigeminal ganglia (TG), whose axons extend to the terminals to in-

nervation targets, which can be found in the skin, joints, deep tissues and cornea [82].
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Figure 2.1: The diagram outlines neural structures in pain processing [1]. It shows that pain

perception starts from the transmission system with transduction (lower left), where a stimulus

creates nerve impulses conducted to the spinal cord and then relayed via diverse pathways to-

ward the cerebral cortex. The pain-modulation inputs from different regions (i.e., the frontal

association cortex and the hypothalamus) weaken the intensity of perceived pain. (DRG: dorsal

root ganglion.)

They respond to mechanical (typically pressure), thermal, and chemical stimuli in the

way of detecting signals from damaged tissue as described in the definition of acute pain

in Section 2.1.2, or indirectly responding to chemicals released from damaged organism

[1].

Conventionally, nociceptors are the nerve endings of two types of primary afferent
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Table 2.1: Properties of primary afferent fibres [6, 7].

Fibre Type Aβ Aδ C

Diameter 5− 12µm 1− 5µm < 1µm

Myelination Thickly Thinly None

Conduction Velocity 30− 70m/s 3− 30m/s < 2m/s

Sensation on Stimulation Light touch, nonnoxious Rapid, sharp, localised pain Slow, diffuse, dull pain

fibres, including myelinated A fibres (including Aδ and Aβ fibres) and unmyelinated C

fibres, which respectively process the primary and secondary acute pain responses ac-

cording to the neural transmission speed (see Section 2.1.3 about transmission) [6].

While Aβ fibres are thickly myelinated and conduct neural signals at the fastest speed

among the main nociceptors, Aδ fibres are thinly myelinated, and their conduction ve-

locity is significantly faster than C fibres [83]. C fibres are the majority of nociceptors

and are associated with nonmyelinating Schwann cells and form Remak bundles [84].

The aforementioned morphological and electrophysiological characteristics decide the

end percept originating from the nociceptors linked to these fibres, Aδ fibre is associated

with rapid and sharp pain and Aβ is more sensitive to light touch and non-noxious stim-

uli, but the activation of the fibre C mainly results in enduring and persisting pain [85].

Correspondingly, the differences between the contributions of the fibre A and C can also

reflect the differences between acute and chronic pain [86]. Table 2.1 summarises the

main properties of the fibres.
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Nociceptive Pathways

After the nociceptors transduce potentially harmful stimuli into action potentials, this

signal travels through the axon of the primary afferent fibre from the peripheral nervous

system to the central nervous system [1]. The nociceptive pathway is a type of complex

sensory system, which involves not only the transmission of the protective response to

noxious stimuli, but also integrates with cognitive, emotional, and behavioural elements

[87].

Structurally, the A and C fibres carry the nociceptor signals and transmit them to the

CNS and later higher centres of the CNS (vide infra) (see Figures 2.1) [7, 82]. Cell bodies

of primary afferent fibres are found in the dorsal root ganglion (DRS) [82]. Cell bodies

synapse into different kinds of cells, including cells in the spinal dorsal horn [82, 88],

nociceptior-specific inhibitory and excitatory neurons in Rexed lamina I and II (substantia

gelatinosa) [88], and projection neurons in the deep areas of the dorsal horn [89].

As shown in Figure 2.1, the ascending nociceptive pathway begins with the decussa-

tion of projection neurons from the dorsal horn, and it ascends in the lateral spinothalamic

tract before ending in the ventral posterolateral nuclei of the thalamus [88]. Finally, the

ascending nociceptive pathway affects the somatosensory cortex and the periaqueductal

grey matter (PAG). In particular, the ascending pathway transmits the information of

pain and touch to the brain regions associated with memory and affective components

of pain, for example, the amygdala, hypothalamus, and PAG [90].

The descending pain modulatory system can control nociception in a bidirectional
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way with the interaction of the ascending pathway [91]. Bidirectional control occurs

through the activation of the midbrain and medullary sites. In the facilitation of des-

cending pain, the PAG plays a role as analgesic after receiving nociceptor signals, and

the rostroventramedial medulla (RVM) facilitates and executes the final relay [92].

Central Processing of Pain

Different from specific auditory or visual cortices, the cortical representation is distrib-

uted extensively underlying pain [93]. In decades of studies using functional brain ima-

ging studies, including functional magnetic resonance imaging (fMRI), electroenceph-

alography (EEG), and magnetoencephalography (MEG), researchers have revealed the

contributions of various brain areas in pain processing. Classical research on the re-

sponses of the brain to pain concentrated in the primary and secondary somatosensory

cortices (i.e., S1 and S2/parietal operculum), the insula and the ACC in humans and

primates [94]. Some studies also reported some other cortical areas that receive and

process neural signals from the nociceptive, for example, the cerebellum, amygdala, nuc-

leus accumbens (NAcc), and other nuclei from the basal ganglia [95, 96, 97, 98, 99]. By

synthesising these findings, the investigators declared the neuromatrix, and later derived

it into the pain matrix in central pain processing, which involves the thalamus, anterior

cingulate cortex (ACC), posterior cingulate cortex (PCC), insula, amygdala, primary and

secondary somatosensory cortices (S1 and S2) and PAG [100, 101].

The participation of cognition in pain processing also contributes to distributed brain

regions, which occurs in the bidirectional progress of pain sensation and modulation
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[102, 103]. One typical example of the bidirectional effect is attention, although a con-

tinuous nociceptive stimulus will reduce attention to the main task, attention control can

help manage pain effectively [104, 105, 106]. Another cognitive element that is influ-

enced by pain is memory. Along with chronic pain, structural and biochemical changes

occur in the hippocampus and amygdala, which adversely affect working memory, re-

call, and recognition memory [107, 108]. Beyond attention and memory, some evidence

suggests the negative effects of pain on processing, executive function, decision making,

psychomotor efficiency, and reaction time [103]. In summary, the cortical regions that

process the corresponding cognitive activities present changes compared to the normal

state in pain processing. Therefore, in pain studies, we must consider the participation

of brain regions related to these cognitive elements, which may show great contributions

in neural biomarkers of pain.

2.2 Pain Management and Assessment

2.2.1 Pain Management

Pain management has a long history, and the development of modern medicine has led

to the evolution of acute and chronic pain treatment [109]. Treatment of acute pain

became the focus of anesthesiologists in the 1980s [110, 111]. And earlier, as a notable

work in pain research, gate control theory suggested a new potential solution that con-

tributes to the management of chronic pain [112]. However, the development within

decades both enlightened the hope of analgesia and disclosed some additional risks in
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pain management.

In the medical relief of pain, the selection of pharmaceutical drugs is quite strict.

The World Health Organization (WHO) suggests physicians and pharmacists to use a

pain ladder in the management of medical pain, especially when managing chronic pain

[113]. According to the ladder, if treatment does not work effectively, doctors should

consider the next step of treatment. Toward different types of pain, the common initial

drugs include paracetamol, non-steroidal anti-inflammatory drugs (NSAIDs), antacids,

antidepressants, etc. When severe pain occurs in patients, opioids are recommended for

use in many conditions [114].

Physical approaches are widely used in pain management, whose side effects are

more controllable than some medical treatments, especially opioids [115]. Traditionally,

physical treatment includes passive and active approaches [116]. Patients can receive

passive treatment, such as heat or electrotherapy, or do exercises (e.g., Tai Chi and yoga)

by themselves to relieve pain [116]. In the passive perspective, the development of

technology also provided some new solutions, including transcutaneous electrical nerve

stimulation (TENS) and transcranial direct current stimulation (tDCS), which stimulated

specific locations with electrical impulses in non-invasive ways [116, 117]. Similarly,

deep brain stimulation (DBS) is also being studied as a potential device for long-term

and invasive pain management [118].
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2.2.2 Toward Treatment and Management: Why We Need to Assess

Pain

In many cases, although medical treatment such as analgesic interventions for a specific

disease is independent of the assessment of pain, by noticing the symptoms reflected

in pain and communicating with the patience more efficiently, physicians and caregivers

can treat the ongoing patient’s pain more precisely. The most significant difficulty in pain

management is probably the subjectivity of pain assessment, which can create obstacles

for clinicians to make a precise decision about treatment.

The intensity of stimuli that induce pain is objectively quantifiable under many con-

ditions, such as the prickle force and the temperature of the water, thus we could match

the sensation of pain according to the stimuli in laboratories [20, 33, 119]. However,

the pain experience is subjective, which presents strong individual differences [31]. This

individual variation could be the result of differences in past experience and future pre-

diction about the stimulus [120]. To face such subjective differences, some doctors sug-

gested trusting the descriptions of the patients in most cases according to their practise

[121]. However, the standard quantification system is still necessary, as the original

verbal description is sometimes unclear and insufficient to be matched under different

conditions [122, 123].

Unfortunately, regular pain assessment approaches based on behaviour or verbal

communication cannot work in some special environments. A common barrier in pain

assessment comes from patients’ disabilities, since approaches depend on communica-
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tion, such approaches cannot work in noncommunicative individuals, for example those

with intellectual or developmental disabilities [124]. Beyond disabilities, clinicians can-

not also apply these communication-based assessment strategies in clinical settings. For

example, in intensive care units (ICUs), patients with temporary loss of communication

ability cannot report pain voluntarily [125]. Assessment approaches that do not rely

on communication are essential to assess pain in such individuals. Therefore, the beha-

viour of patients is a type of reference for evaluating pain without communication, and

observation measures of pain were designed for such purposes.

In the perspective of how to assess pain independently of communication, one other

extreme condition focused on in this work is worth declaring. In this study, I considered

an even more serious condition, the care of unresponsive patients. These typically have

disorders of consciousness (DOCs), partially or completely losing their ability to inter-

act with the surrounding environments [126]. Consequently, they cannot report pain

through any behaviour, including verbal communication and motor, although they still

have conscious experience, including the sensation of pain [127, 128].

Taking into account those who are unable to report pain temporarily or perman-

ently, researchers developed approaches based on quantitative physiological measures

to assess pain. Most of such methods rely on physiological signals, such as heart rate,

blood pressure, and various electrophysiological signals such as EEG, EMG, etc. [129].

Benefiting from the development of artificial intelligence (AI), some researchers also pro-

posed novel strategies using data with an indirect relationship with pain, for example,

facial expressions [130]. The following sections will introduce the details of different
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approaches to pain assessment. Generally, apart from particular strategies, most pain

assessment approaches aim to quantify or recognise pain with relatively objective quanti-

fication of some factors. Furthermore, these measures can serve as the basis for building

machine learning models for pain assessment (Section 2.4), where the behavioural and

verbal measures can be labels and the physiological signals are the source of features in

machine learning.

2.2.3 Behavioural and Verbal Assessment

Self-report Measure

Theoretically, self-report measures are consistent with pain’s definition because they com-

pletely follow the subjectivity. Therefore, it is seen as the gold standard for pain assess-

ment [131]. In clinical applications, it is also the most convenient approach to assess

pain when patients can communicate. Some studies doubted its validity in chronic pain

and its intrinsic correlation with physical disabilities, and its standardisation is not ser-

iously tenable in individuals and time [132]. However, the good performance of the

self-report measure in assessing acute pain and efficiency makes it still a popular tool in

clinical diagnosis, which can access direct expressions related to pain [133]. In general,

self-report measures include rating scales and questionnaires.

Two common rating scales in pain assessment are the visual analogue scale (VAS) and

the numeric rating scale (NRS) [18], Figure 2.2 presents these scales. The VAS is a 10-

cm line with anchors at each end, which represents no pain and worst imaginable pain.
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The patient is requested to draw a 100mm line horizontally or vertically, and then the

pain score is measured on a millimetre scale, i.e., there are 101 levels of pain intensity

in the VAS [134, 135]. It is apparent that VAS is reliable in different environments and

patients due to fixed length, but it also makes it not feasible enough, for example, the

length may change in the paper copy or the electronic display [2], and the direction of

VAS also affects its validity considering the reading habits of users [136, 137]. Designed

with a similar paradigm, the NRS does not have such limitations. NRS does not rely

on visual scale bars, which could involve 11, 21 or 101 levels of intensity of pain, from

no pain to the most intolerable pain [138]. Furthermore, there is a verbal version of

NRS, the verbal rating scale (VRS), which describes the intensity of pain verbally (see

Figure 2.2). Although the intensities were rated with numerical scales, they do not

have objectively consistent intervals between different individuals, the misunderstanding

caused by the inconsistent intervals made them not applicable in statistical analysis under

most conditions [139].

The rating scales are straightforward in subjective self-report but too simple, and their

designs ignored the factors influencing personal responses to pain, including physiology,

personality, life experiences, and culture. For example, pain tolerance has variation

between different ethnic groups and genders based on reports of pain [140]. Although

direct rating is not reliable enough within such variations, therapists can use more de-

scriptive details in pain assessment based on adjectives, which are mostly organised as

questionnaires. Therefore, the pain experience can possibly be presented in a statist-

ical analysis between individuals, and the factors correlated with pain are covered in a
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comprehensive way [141]. The McGill Pain Questionnaire is the most popular and typ-

ical example of this type of tool [141]. In 1975, Melzack published the first version of

McGill Questionnaire, and the questionnaire consists of four major categories of words,

including sensory, affective, evaluative and miscellaneous descriptors (see Figure 2.3).

With the questionnaire, patients are supposed to select words specifying their subjective

pain experience. When analysing the numerical pain rating index (PRI), the number of

words chosen, and the intensity of pain reported on a 5-level scale, the pain assessment

can be statistically quantitative [3, 16]. In addition to the McGill Pain Questionnaire,

there are also some other questionnaires that are used in clinics as well, such as the Pain

Self-Efficacy Questionnaire [142] and a brief Pain Inventory [122].

Figure 2.2: Common pain rating scales [2]. From top to bottom: Visual analogue scale (VAS),

numerical rating scale (NRS), and verbal rating scale (VRS).
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Figure 2.3: The McGill Pain Questionnaire [3]. The questionnaire includes four groups of word

descriptors: sensory (1-10), affective (11-15), evaluative (16) and miscellaneous (17-20). The

rank value of each descriptor increases from top to bottom. The sum of the rank values is defined

as the pain rating index (PRI).
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Observation Measure

When the self-report measure cannot work, the therapists or the caretakers of patients

could follow some observational measures for pain assessment, which are related to be-

haviour or activity performances. Attention to observation measures first occurred in

assessing pain in infants and young children whose verbal and cognitive skills are not as

good as those of older people [143]. To solve the undertreatment of pain in children,

researchers observed their particular distress behaviours and found patterns related to

pain, including cry/communication, facial expression and body movement [143]. Based

on these findings, Voepel-Lewis et al. designed the FLACC, a behavioural scale for assess-

ing pain by observation, which assesses pain according to five types of behaviour: facial

expression, leg movement, activity, cry, and consolability [144]. Each type of behaviour

contains three levels of scores, and each score matches a particular performance under

the behaviour. For example, in the category of cry, the score 0 represents no cry, score 1

means moans or whimpers; occasional complaint and the score 2 is crying steadily, screams

or sobs, frequent complaints [143].

Obviously, the difficulty of communication does not only exist in young children;

adults with intellectual or development disabilities cannot fluently report pain, also. As a

result, some scales for pain assessment were developed for this group of patients. Origin-

ally developed for patients with dementia, Warden et al. developed the Pain Assessment

in Advanced Dementia (PAINAD) scale, and these scales have been extended to general

therapy in pain assessing of elderly patients [145, 146]. Similarly to FLACC, PAINAD is
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also based on observation of pain-related behaviours of patients, but it is not surprising

that the types of behaviour are not completely consistent with FLACC due to the ob-

served groups. In PAINAD, therapists and caretakers focus on five types of behaviours,

including breathing, vocalisation, facial expression, body movement, and consolability

[145]. There is still some controversy about the validity of PAINAD, for example, the

word descriptors of are too generic, and the reliability of the breathing behaviour needs

more verification [147, 148]. But some studies have shown that PAINAD could be an

adjunct to pain assessment in both patients with dementia and elderly people without

cognitive disabilities [146, 149].

As an efficient tool for clinicians, the observation measure has entered more condi-

tions to assess pain, even in sedated, unconscious ICU patients [150]. Although the beha-

viours of such critically ill patients are hard to observe, the Behavioural Pain Scale (BPS)

and the Critical Care Pain Observation Tool (CPOT) were developed for the ICU. Both

BPS and CPOT involve three types of behaviour, including facial expression, upper limb

movement and compliance with ventilation [151, 152]. According to the meta-analysis,

CPOT has better validity than BPS in clinical environments, but CPOT also depends on

physiological measures (which will be introduced in Section 2.2.4) [153].

2.2.4 Physiological Assessment

Pain can cause physiological responses in heart rate, blood pressure, respiration, muscle

tension, and many other changes associated with stress responses [154]. Therefore,

physiological measures can be indirect markers of pain. Especially for patients who lose
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consciousness or have very limited motor ability, physiological measures can work in the

absence of self-report of observation measures. Furthermore, as objective quantitative

measures, physiological signals recorded in different individuals can help standardise

pain assessment, which was investigated as the biomarker of brain responses to pain and

later became the features of machine learning models (see Section 2.4).

Non-neural Physiological Measure

For discovering the approaches assessing pain with non-neural physiological signals, the

primary studies revealed the correlations between physiological changes and pain. This

section will introduce four common physiological measures, including heart rate, blood

pressure, pupil dilation, and skin conductance.

• Heart Rate In pain modulation, the functional interactions between the cardiovas-

cular and pain regulatory systems play a role, so the heart rate and blood pulse are

influenced by pain [19]. In [20], Loggia et al. studied how heart rate responds to

painful stimulation, and found that heart rate increases along with the intensity of

pain stimulation. Otherwise, Loggia et al. also found the change in heart rate has a

significant correlation with pain perception at the group level, but not observed sig-

nificant correlations at the individual level [20]. Heart rate can potentially provide

cues of pain in group levels, but may fail in individuals. However, previous re-

search suggested electrocardiography (ECG) may allow predicting pain with the

heart rate function. In the recording of electrophysiological signals, heart rate is a

main component in ECG, which can be the input of machine learning models for
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pain assessment. In applications, the pain assessment algorithms using ECG has

presented performances above chance level, e.g., the model developed by Winslow

et al. achieved the F1 value of 81.9% [155]

• Blood Pressure As another typical physiological measure affected by the inter-

action between pain and cardiovascular system, blood pressure rises during pain

[156]. Furthermore, some evidence showed a negative correlation between blood

pressure and pain sensitivity in acute pain [157], but pain sensitivity strengthens

with higher blood pressure in chronic pain [158]. With the development of wear-

able sensors, signals related to blood pressure have become easy to record. Typ-

ically, ECG and photoplethysmography (PPG) broadly play the role as the source

of blood pressure signals, and the machine learning models based on them have

exhibited accuracy above chance level in pain prediction, for example, Winslow et

al. developed a model with these signals producing the F1 score of 79.4%, Cao et al.

proposed a model using PPG and the maximum accuracy was 81.41% [155, 159].

• Pupillary Dilation Since pupillary dilation reflex (PDR) always responds to the

painful stimulation, even in anaesthetised patients, researchers investigated it as

a potential signature in pain assessment as well [160, 161, 162]. Chapman et al.

suggested that the peak amplitude of PDR increased significantly when the painful

stimulus has a higher intensity [162].

• Skin Conductance Skin conductance is another autonomic response to pain, as

well as heart rate [20]. In pain assessment, the the number of fluctuations in skin
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conductance per second is measured, which is correlated with the discrete numeric

rating of pain [163]. For applications, the skin conductance algesimeter (SCA) can

detect the fact of pain continuously, where the SCA index increases with stronger

noxious stimuli [164].

Neural Physiological Measure

Following the anatomy and physiology of pain in Section 2.1.3, pain is objectively detect-

able from neural signals. In addition, studies based on neural signals can also reveal the

neural mechanism in pain processing. As a result, many researchers recently attempted

to decode pain from neural signals, especially brain signals [23]. Because EEG will be

thoroughly introduced in Section 2.3, EEG is excluded in this section’s review. The sub-

jectivity of pain experience can make it controversial about what is detected from neural

physiological measures. Since nociception refers to the neural processes of encoding

and transmitting harmful stimuli, while pain is the result of such neural processes, the

neural physiological measures at least recognise the occurrence of the nociceptive stim-

uli. This section will introduce four typical techniques for pain assessment. Among them,

positron emission tomography (PET) and functional magnetic resonance imaging (fMRI)

can provide high spatial resolutions, but their temporal resolutions are limited, and they

can only work with professional operations. Magnoencephalography (MEG) has a very

high temporal resolution and a low spatial resolution, but cannot be used at the bedside

like EEG. Unlike all non-invasive brain imaging followed, local field potentials (LFPs) are

recorded intracranially with invasive leads.



40 CHAPTER 2. LITERATURE REVIEW

• Positron Emission Tomography (PET) PET is a nuclear medical imaging tech-

nique, which detects small amounts of posi-tron-emitter-labelled biologic molecules

[165]. It has been widely used in neurological research. Toward nonresponsive pa-

tients, Boly et al. investigated the perception of pain with PET activation, which

found the cerebral correlated with pain in patients in a minimally conscious state

(MCS), but a wider distribution occurred in the brain network processing pain in

patients in a persistent vegetative state (PVS) [166]. Therefore, PET can be a good

tool for pain assessment in non-communicative patients. However, PET could in-

duce the effects of beta decay on the ionisation of induced living tissues, so it is not

suggested in many clinical cases [167].

• Functional Magnetic Resonance Imaging (fMRI) fMRI detects the blood oxygen-

ation level dependent (BOLD) to visualise brain activities, representing changes

in hemoglobin oxygenation states [168]. Using fMRI, the dynamic process of the

BOLD change can reflect the activation of different brain regions that respond to

an external stimulus [169]. As expressed in Section 2.1.3, the brain’s correlations

with pain are complex and involve various cortices [101, 170]. Consequently, some

work modelled the pain processing mechanism of the brain using fMRI and sugges-

ted that the complexity is definitely beyond the range covered by the pain matrix

[170, 171]. Especially by using machine learning, models with fMRI biomarkers

can predict pain accurately; for example, the neurologic pain signature (NPS) can

predict pain with an accuracy of 90%− 100% [170, 171].



2.2. PAIN MANAGEMENT AND ASSESSMENT 41

• Magnetoencephalography (MEG) Similar with the main technique used in this

study, EEG, MEG measures the magnetic field generated by the electrical activity of

the measures in a noninvasive way, which provides high temporal resolution [172].

In pain assessment, MEG has been a prevailing tool for decades [167, 173]. The

spectral and temporal measures of the MEG data showed significant correlations

with the pain rating [174, 175]. So such measures can work as features in machine

learning models. Because the features extracted from MEG are similar to those

from EEG, the classical features used for pain assessment will be introduced in

Section 2.3.3.

• Local Field Potential (LFP) Recently, the frontier techniques which can record

intracranial brain signals provided a new solution to assess pain, especially in pa-

tients with chronic pain. With LFP recorded with invasive leads, Shirvalkar et al.

found that sustained power changes from the orbitofrontal cortex (OFC) are correl-

ated with chronic pain processing, and such power changes can feed the machine

learning model for pain prediction [79]. Since such leads can also serve as a stimu-

lator in deep brain stimulation (DBS), this technology has strong potentials in both

pain assessment and pain management [118].

2.2.5 Other Novel Approaches in Pain Assessment

With the rapid development of artificial intelligence, some pain assessment approaches

are neither behavioural nor physiological directly. These approaches utilised indirect
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self-report or observation measures of pain as labels to train the models, but did not use

physiological signals as input whose correlations with pain perception can be declared.

They can be seen as a kind of behavioural assessment, but the way is not based on direct

manual observation.

For example, as a powerful factor in the evaluation of pain using observation, facial

expressions have been extensively studied in scaling pain. Currently, by benefiting the

algorithms that detect facial expressions in general computer vision (CV) tasks, they can

be used to automatically assess pain with self-report pain as labels in model training

[176, 177].

Another example is the use of clinical notes in the evaluation of pain during the

development of chronic pain. Although it is rare to use natural language processing

(NLP) to predict physiological status, Fodeh et al. successfully extracted the features

correlated to pain management from a large number of clinical notes, including mention

of pain, intensity, quality, etc. The pain assessment classification system using machine

learning developed by them achieved an area under the receiver operating characteristic

(ROC) curve of 0.94, which can help clinicians monitor and manage patients’ pain more

efficiently [178].
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Figure 2.4: Five typical frequency bands which are studied as the brain rhythms from EEG.

2.3 Electroencephalography (EEG) in Pain Assessment

2.3.1 Principles and Advantages of EEG

EEG is a noninvasive neuroimaging technique that detects electrical activity generated by

neurons in the brain [179]. When using EEG, electrodes are placed on the scalp accord-

ing to the 10-20 system to detect electrical signals, which are amplified and recorded

[179, 180]. The signals detected by EEG are voltage fluctuations resulting from ionic

currents within neurons. Compared to fMRI and PET, EEG has high temporal resolu-

tions, with sampling rates typically from 250 Hz to 1000 Hz until 2023 [181]. According

to the Nyquist-Shannon sampling theorem, the sampling rate must be at least twice the
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bandwidth of the collected signals, so neuronal oscillations with frequencies under 125

Hz are always dependable with EEG. In the perspective of electrodes, the 32-, 64- and

128-channel EEG system is widely used in research, so it can cover different scalp sites

from the frontal to occipital lobes with source localisation [182]. Obviously, these spa-

tial resolutions are lower than non-mobile devices such as fMRI and PET [167]. Hence,

the source localisation of EEG signals has spatial limitations, which cannot indicate the

activities at the level of neuron clusters [182]. However, the non-invasive and mobile

properties of EEG can benefit the daily care of patients at the bedside.

In this study, EEG was the source of brain signals. The selection originated from the

requirements of the unresponsive patients’ care. First, nonresponsive patients cannot

self-report any information about ongoing pain, so using physiological signals is wise

to monitor their health issues related to pain. Second, devices must be easy to use at

the bedside for daily care, which means the signal recording technique must be both

noninvasive and mobile. Moreover, the complexity of the brain regions involved in pain

processing requires sufficient spatial resolution. Therefore, EEG is an ideal technique that

meets all these requirements, and the research using it can also provide interpretation of

neural mechanisms in pain processing.

2.3.2 Brain Rhythms and Electrophysiology of Pain

Brain waves, or neuronal oscillations, are rhythmic patterns of neural activity produced

by neurons in the CNS [30]. Brain rhythms represent the patterns of brain waves, which

are induced by the interaction between the oscillatory electrical activities of neurons,
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especially the pyramidal neurons located in the cerebral cortex [183]. The main sources

of the EEG signal are the dendritic potentials, typically the post-synaptic potentials occur

in the apical dendrites of pyramidal neurons. Across a large population of neurons, the

spatial summation of these dendritic potentials generates the electric fields that can be

detected by EEG electrodes. Otherwise, the synchronisation of neurons contributes to

the EEG signals as well. The synchronisation is facilitated by diverse mechanisms, for ex-

ample, thalamocortical circuits and local interneuronal networks [183]. These patterns

are measured by EEG, for which researchers study mainly how different frequency bands

are associated with specific behaviours, perceptions, or cognitive tasks.

Since EEG records the neuronal activities of neuron ensembles on the scalp and the

sampling rates limit the valid frequency bands in signal processing, only low-frequency

bands mainly occur in the studies of brain rhythms, including delta (0.5−4Hz), theta(4−

8Hz), alpha (8−12Hz), beta (13−30Hz) and gamma bands (30−100Hz) (See Figure 2.4)

[30]. In most of the work, the researchers could declare significant correlations between

some band and a specific status, e.g., alpha suppression is associated with attentional

processes [184, 185], and the theta band increases during the awakening state [186].

The complex pain processing mechanism decides that it covers a wide range of brain

rhythms, for which all the typical bands studied contribute to pain processing [173].

Some work suggested that the alpha and gamma bands have the most significant con-

tributions to pain perception [26]. The alpha band is associated with two perspectives

in pain assessment, subjective pain rating, and individual pain sensitivity. In the aspect

to assess the subjective pain rating, Nir et al. found that alpha-1 (7− 10Hz) power has a
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negative correlation with numeric pain scores (NPSs) [187], and some work suggested

that alpha power decreases in the contralateral central scalp when painful stimuli occur

[188, 189]. Moreover, some evidence suggested that alpha bands participate in encod-

ing the intensity of pain stimulus in the sensorimotor cortex [119]. The alpha band

also presents another importance in measuring individual pain sensitivity. Peak alpha

frequency (PAF), the peak frequency in the spectrum of the alpha band, has been invest-

igated as a main biomarker of pain sensitivity [31]. Inspired by the finding of a slower

alpha wave during chronic pain [190], researchers studied the correlation between pro-

longed pain sensitivity and PAF and declared that pain sensitivity increases when PAF

is slower [191, 192, 193]. However, with the same data as those used in this research,

Valentini et al. proposed that PAF is not the functional biomarker of pain sensation since

it does not differ painful stimuli from unpleasant stimuli, but it is still reliable for as-

sessing pain from resting states [32]. In summary, the alpha band is worth utilisation

in distinguishing pain from the non-painful states, and its correlation with individual

pain sensitivity can help improve the cross-individual model in pain assessment. Hence,

this research set the alpha band as the focus for the development of pain assessment

approaches.

The main contribution of the gamma band is pain processing, which encodes the

intensity of the objective stimulus and the subjective pain [33, 119, 194]. Nickel et

al. investigated the encoding mechanism of stimulus intensity and pain intensity, they

disclosed that gamma oscillations encode the intensity of pain in the medial prefrontal

cortex [119]. Valentini et al. revealed the gamma band as a type of fingerprint of pain
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sensitivity [194]. As suggested by some classical work, gamma oscillations increase with

prolonged pain [188, 195]. This property inspired some work to investigate the gamma

oscillation with ongoing chronic pain, which revealed the positive correlation between

the gamma oscillation and the intensity of the pain [33]. However, there are concerns

about the reliability and robustness of the gamma responses in EEG signals. Particu-

larly, gamma oscillations originating from muscle activity may be erroneously labelled

as originating from neural sources [194, 196]. Hence, for this reason, our work did not

involve the investigation of gamma band.

In addition to alpha and gamma oscillations, changes in the other low-frequency

brain rhythms are also specific to pain processing [26]. Increased delta activity occurs

mainly in the posterior parietal region and is distributed throughout the brain except

for some occipital areas, which lasts throughout the painful stimulation diffusion period

[197, 198, 199]. The contributions of theta and beta bands in pain processing were

found mainly in chronic pain studies, where theta and beta oscillations increase in the

primary somatosensory and medial prefrontal cortices [33, 200]. In conclusion, low-

frequency brain rhythms participate in pain processing in a wide range including theta,

delta, alpha and beta bands, so this research utilised them except for the gamma band to

discover which EEG-based neural biomarkers can predict pain accurately.
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2.3.3 Discovering Neural Biomarker: Neurophysiological Measure

from EEG in Pain Assessment

Biomarkers have been defined as cellular, biochemical or molecular alterations that are

measurable in biological media such as human tissues, cells, or fluids [201]. By extension,

the neural biomarker represents the neurophysiological measures that have correlations

with specific neural activities. No matter which particular model plays the role of as-

sessing pain with EEG signals, the model acquires neural biomarkers as input features.

So the vital objective in the development of pain assessment models is discovering the

neural biomarkers specific to pain processing. Furthermore, the neural biomarkers that

produce good performance in pain assessment can reverse the interpretability of the

neural mechanism in pain processing.

Time-frequency Neural Biomarker of Pain

The majority of pain assessment models utilise the time-frequency representations from

the EEG signals [37]. Because the EEG signals originally have two dimensions, includ-

ing channels and time points, the time-frequency measures are generated mostly along

channels, that is, the measures are computed within each channel individually. By using

transformations such as the Fourier transform or the wavelet transform, we can obtain

the amplitude of EEG signals at particular time points and frequency bands. Therefore,

some studies analysed the correlations between these measures and pain perception.

Furthermore, many pain assessment algorithms used these measures as features and
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performed well. This section reviews some typical time-frequency neural biomarkers in

pain assessment.

• Power Spectral Density Most temporal neural biomarkers are represented as the

power of EEG signals in a specific frequency range. Power spectral density (PSD) is

based on the fast Fourier transform (FFT) and represents the distribution of power

from particular frequency components [202]. PSD in the band with frequency

ranging between fmin and fmax can be calculated with the formula:

PSD =
1

2π

∫ fmax

fmin

|FFT (X(t), f)|2df (2.1)

where FFT (X(t), f) is the spectral power computed from the epoch of the tem-

poral signal series X(t) at frequency f by FFT, in which X(t) is segmented with

fixed window length.

There are two outcomes in using PSD as a neural biomarker in pain assessment.

Some work used the alpha, beta and gamma bands as PSD sources, and achieved

the accuracy above 80% in pain prediction involving pain conditions and resting

states [40, 203, 204]. In addition, statistical analysis or machine learning-based

analysis can also suggest the relative contributions of different frequency bands

and channels [40, 205].

• Spectrogram By applying short-time Fourier transform (STFT) to single-trial data

from each channel, the EEG spectrogram can be extracted as a neural biomarker

with high resolutions in both temporal and spectral domains [206], Figure 2.5
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shows an example of the spectrogram. Until now, researchers have investigated

some approaches inputting spectrograms into machine learning models for pain

assessment, for instance, Tu et al. used the spectrogram to test the differences of

the effects of pre- and post-stimulus brain activities’ in assessing subjective pain in-

tensity [207], Sun et al. reported good performances of the support vector machine

(SVM) in distinguishing pain from non-pain conditions with spectrograms [4]. An-

other potential of the spectrogram in assessing pain with a machine learning model

originates from its nature as an image-like three-dimensional matrix from multiple

channels, in which the data can be organised as time×frequency×channel matrix

matrices. Hence, such features can work with a convolutional neural network like

the general computer vision tasks. Although this technical paradigm has not been

commonly reported in the development of pain assessment, research in other fields

has shown its feasibility [208, 209].

• Wavelet Spectral Measure Except for Fourier Transform, wavelet transform (WT)

is also widely applied in the extraction of neural biomarkers for pain assessment

[210, 211, 212]. WT decomposes the signal into a set of basis functions based on

the wavelet function Ψ(t), which can represent the signal in both the temporal and

spectral domains [213]. Mathematically, the continuous wavelet transform can be

written as

CWTΨ(a, b) =
1√
|a|

∫ ∞

−∞
f(t)Ψ∗(

t− b

a
)dt (2.2)

where CWTΨ(a, b) is the wavelet coefficient with scale parameter a and translation
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parameter b, Ψ(t) is the wavelet function and f(t) is the signal to be decomposed.

The work by Hadjileontiadis [212] and Alazrai et al. [211] used the wavelet trans-

form to recognise tonic pain conditions, and both models achieved prediction ac-

curacy close to 90%. Vijayakumar et al. use the Gabor wavelet transform to gener-

ate features in the prediction of pain between subjects and achieved the prediction

accuracy of 89.45% in the classification among ten classes [214].

Figure 2.5: An example of spectrogram computed with the EEG signals recorded in different

brain regions [4]. The strength of each point represents the amplitude computed with STFT, the

x- and y-axis represent the scales of time and frequency. Each spectrogram was averaged across

the electrodes in a brain region within the same subject.
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Measures of Neural Integration: Functional Connectivity and Cross-Frequency

Coupling

Although time-frequency measures can reflect the characteristics of the temporal and

spectral domains in pain processing, they can only show the properties within the same

channel or frequency band. Nonetheless, the complexity of pain processing reviewed

in Sections 2.1.3 and 2.3.2 is beneficial to be represented by neural biomarkers. In

this Ph.D. research, one of the main objectives is how to quantify neural integrations as

biomarkers. From this perspective, this work investigated two types of neural integration,

functional connectivity of the brain between regions of the brain represented by EEG

channels and cross-frequency coupling among neuronal oscillations.

• Functional Connectivity Most of work studied the functional connectivity in pain

perception with fMRI. These researches proposed several typical patterns of the

brain networks associated with pain, for example, the change in functional con-

nectivity between the frontoparietal network and the rostral anterior cingulate cor-

tex/medial prefrontal cortex has a positive correlation with the change in pain

rating [215], the functional connectivity of the nucleus accumbens with the pre-

frontal cortex strengthens during persistence of pain [216]. Recently, some studies

transferred the paradigm of functional connectivity to the analysis using EEG. In

particular, it is difficult for EEG signals to present deep brain activities, such as

activities in the nucleus accumbens, so the analysis with EEG was at the level of

the scalp [217]. In such a context, de Tommaso et al. investigated the functional
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connectivity of EEG in migraine, which revealed the enhancement of the synchron-

isation entropy between the bilateral temporal-parietal and frontal regions in the

patient group [218]. Another work by Topaz et al. demonstrated that functional

connectivity of the resting state of EEG is a potential biomarker that distinguishes

pain in patients with diabetic polyneuropathy [219].

The literature studying the roles of functional connectivity in pain processing with

EEG is still rare, but measures quantifying functional connectivity have been widely

reported in a more general field of EEG research. For measuring the functional con-

nectivity of EEG, there are two types of measures according to the general compon-

ents of the signal, including power- and phase-based measures [8]. Power-based

functional connectivity quantifies the relationship of EEG signals between different

electrodes or brain regions in the time-frequency domain. Notably, many power-

based measures definitely measure the integration from both power and phase [9].

Meanwhile, the phase-based functional connectivity represents the synchronisa-

tion of the phase angle or voltage shifts between two electrodes or brain regions.

Tables 2.2 and 2.3 list some typical measures of functional connectivity with their

specificity. Briefly, with these measures, the correlation between functional con-

nectivity and pain is feasible to study, and they can serve as features in machine

learning models (see Section 2.4).

Based on functional connectivity measures, some approaches were developed to

predict pain with machine learning. For instance, Modares-Haghighi et al. used
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the EEG-based functional connectivity graph from the alpha band with SVM, and

obtained the accuracy above 90%. Shamsi et al. predicted pain using the func-

tional connectivity of the gamma band as features with the long short-term memory

(LSTM) classifier and produced the accuracy around 80% [220]. The background

on machine learning will be reviewed in detail in Section 2.4.

• Cross-frequency Coupling Cross-frequency coupling is a measure of the integra-

tion between neuronal oscillations, that is the phase or power of a neuronal oscil-

lation at a specific frequency range modulates the phase or power of another neur-

onal oscillation [221]. In cortical information processing, cross-frequency coupling

has important functionality [221]. However, only a limited number of studies ana-

lysed the change in cross-frequency coupling in pain processing. Liu et al. revealed

the responses of the gamma band to the LFP pain stimulus, which is coupled with

the phases of theta and alpha bands in the amygdala and hippocampal regions in

the right hemisphere [34]. By localising EEG signals in the somatosensrory cortex,

Vanneste and De Ridder analysed the differences between chronic pain patients

and healthy individuals, and found that the cross-frequency coupling decreases

between the alpha and gamma bands, whereas it increases between theta and

gamma bands [222]. Similarly as functional connectivity, cross-frequency coupling

is quantified as the relationship between two signal series. Therefore, the measures

in Tables 2.2 and 2.3 can also represent cross-frequency coupling, but the source

of the signal series is supposed to be different neuronal oscillations rather than
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brain regions. Although some studies extracted cross-frequency coupling as fea-

tures to classify different brain states, such as seizure states [223], emotion [224],

and sleep stage [225, 226], the work using cross-frequency coupling in pain assess-

ment is still under investigation.
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Table 2.2: Typical Power-based Measures of Neural Integration. The power-based measures

utilise the time-frequency information from signals, which both involve the power- and phase-

based properties. In the meanwhile, phase-based measures quantify the synchronisation between

signal series by using the phases extracted with the Hilbert transform [8, 9]

Measure Specificity Formula

Magnitude

Squared

Coherence (Coh)

[8, 227]

Coh both represents the linear

relationships between signal

series, which involves both

power and phase. But it is

sensitive to volume conduction.

Cxy =
Sxy(f)√

Sxx(f)Syy(f)
, where

S(xy)(f) represents the

cross-correlation between the

series x and y [228].

Partial Directed

Coherence (PDC)

PDC quantifies the directional

relationship between signal

series, which ranks the relative

strength of casual interactions

based on the statistical

assumption of normality [229].

In comparison to Coh, it is less

sensitive to volume condution.

PDCxy(f) =
|Axy(f)|√∑p
k=1 |Axk(f)|2

,

where Axy is the Forier

transform of the coefficients of

the multivariate autoregressive

model [230].

Correlation

Coefficient

(Pearson’s; Corr)

Corr measures the linear

synchrony or the linear

correlation between the power

of two series of signals [231, 8].

r =
∑n

i=1(Xi−X̄)(Yi−Ȳ )√∑n
i=1(Xi−X̄)2

∑n
i=1(Yi−Ȳ )2

,

in which X̄ is the mean value of

the signal series X.
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Table 2.3: Typical Phase-based Measures of Neural Integration. The phase-based measures

quantify the synchronisation between signal series by using the phases extracted with the Hilbert

transform [8, 9]

Measure Specificity Formula

Phase Locking

Value (PLV)

PLV represents the significant

instantaneous phase covariance

between two series of signals

[232].

PLV =
∣∣∣ 1N ∑N

n=1 e
i(ϕxn−ϕyn )

∣∣∣,
where N is the number of time

points, ϕxn
and ϕyn

are the

phases of the signal series x and

y.

Phase Lag Index

(PLI)

PLI measures the intensity of the

phase angles’ distributions

pointing toward positive or

negative sides of the imaginary

axis [233].

PLI =∣∣∣ 1N ∑N
n=1 sgn(ϕxn

− ϕyn
)
∣∣∣, in

which ϕxn is the same as in PLV,

and sgn means the signum

function.

2.4 Machine Learning

The development of machine learning makes automatic pain assessment possible. For

implementing the machine learning model for pain assessment with EEG, the first step is

selecting the appropriate features as input. The features are neurophysiological measures

extracted from EEG signals, which were inspired by the principles of neurophysiology

of pain in Section 2.1.3. Then, the neural biomarkers in Section 2.3.3 could serve as
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features. With neurophysiological measures as input features, the studies always focus

on developing particular machine learning algorithms, which can classify the pain and

non-pain conditions. Figure 2.6 shows the diagram of how the different components in

the pain study inspire the development of a machine learning model for pain assessment.

This section introduces the machine learning models utilised in this research and related

background.

Figure 2.6: The pipeline of machine learning model’s development. According to the

neuroanatomy and neurophysiology of pain, neurophysiological measures were developed.

Hence, neurophysiological measures can serve as neural biomarkers inputting the machine learn-

ing model as features. In the meantime, the behavioural and verbal measures can play the role of

labels in the machine learning model’s training. Using an appropriate machine learning model,

pain-related states can be predicte.
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2.4.1 Machine Learning Algorithm

In recent 20 years, machine learning has emerged as a frontier tool in EEG analysis,

boosting both the development of research and clinical applications [234]. Compared

to conventional techniques that analyse the correlations between EEG signal change and

pain, machine learning algorithms are able to learn from EEG data autonomously, adapt

to new information, and make predictions without pilot programming to perform the

task. In summary, machine learning enlightens to more accurate diagnosis, real-time

monitoring, and personalised treatment in the field of neuroscience [235].

Machine learning can serve the EEG analysis in regression and classification [234].

Since pain assessment is intrinsically subjective, the main use of machine learning in

pain assessment until now has been towards classification between pain and non-pain

states, or has been extended to cover the intensity of pain stimulus [37, 40]. Accord-

ing to the systematic review by Mari et al. machine learning has been applied to predict

pain intensity, classifying pain phenotypes (i.e., distinguishing pain patients from healthy

controls), and evaluating the effects of pain treatment [37]. Most algorithms in such lit-

erature developed conventional machine learning models, among which SVM is the most

common model. Moreover, some recent studies have applied deep learning approaches

such as the convolutional neural network (CNN) [44]. In this thesis, I used SVM as the

basis for analysing the neural biomarkers of integration, and developed CNN models to

improve the performance of pain assessment.
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Support Vector Machine

The SVM is a supervised machine learning algorithm, which finds a hyperplane that best

separates the data into different classes [236]. Generally, independent of the classes

involved in the classification target, the classification can be decomposed as the combin-

ation of multiple binary classifications. In a two-dimensional space, the hyperplane is a

line, which becomes a plane or a set of planes in a hyperdimensional space. The objective

of SVM is to find the hyperplane with the maximum margin that makes the maximum

distance between data points of different classes. The mathematical expression of the

hyperplane is defined as:

w⃗ · x⃗− b = 0 (2.3)

where w⃗ is the weight vector perpendicular to the hyperplane, x⃗ is the input data points,

and b of the bias term. The aim of solving the hyperplane is to maximise the margin M

between classes, which is defined as the perpendicular distance from the hyperplane to

the closest data point of each class. For a data point (x⃗i, yi) where yi represents the class

label represented by 1 or -1, the constrain can be expressed as:

yi(w⃗ · x⃗i − b) ≥ M, ∀i (2.4)

The SVM’s performances can be optimised by adjusting the parameters of its kernel, so

that the data in higher-dimensional space could be more linealy separable [237].

As the widely used model in the interdisciplinary research of biomedical engineering,

SVM is also a primary candidate as the algorithm to assess pain [37, 238]. In the classific-



2.4. MACHINE LEARNING 61

ation of the intensity of pain within the subject, SVM models achieved satisfactory results

in some work; for example, Vatankhah et al. used the SVM model with time-frequency

features that produced the mean accuracy of 95% in binary classification between pain

and no pain [239], Misra et al. got the mean accuracy of 89.58% to classify low and high

pain [45], and Kimura et al. proposed the model classifying four levels of pain with the

accuracy of 79.6% [240].

Convolutional Neural Network

CNN is sensitive to the spatial hierarchies of features, which is a typical deep neural net-

work used primarily in CV [241]. CNN depends on the operation of convolution, which

slides a filter or kernel over the input data with dimensions above two and produces a

feature map. Therefore, the model can capture local patterns including edges, corners,

and textures from the input. The convolution operation for a two-dimensional input X

and a filter F is:

Zij =
∑
m

∑
n

Xmn · Fi−m,j−n (2.5)

After convolution, a typical CNN architecture is followed by pooling layers for dimen-

sion reduction. The features extracted by the convolutional layers finally feed the fully

connected layer to produce the final prediction scores, Figure 2.7 presents the progress.

As a technique mostly in need of big data, the available data size in most pain-related

research using EEG limited the application of CNN in pain assessment. Since CNN require

two-dimensional input, the time-frequency features, i.e., spectrogram, from EEG signals,
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Figure 2.7: Procedure of a two-dimensional CNN [5]. After adding the padding for processing

the effects of edges, the convolutional kernels were slided on the input, and then the output

patterns were processed by max pooling.

are suitable. While using time-frequency samples from EEG to feed the CNN model, the

edges, corners and textures detected by CNN could be the temporal or spectral patterns.

Until now, most EEG-based models to assess pain with CNN used the time-frequency fea-

tures [44, 242]. Yu et al. extracted time-frequency features from different EEG frequency

bands and inputted them into CNN, where the CNN learnt the features specific to pain in

different frequency bands, and the accuracy of the result (97.37%) was quite competitive,

even compared to the state of the art in binary classification of pain and non-pain [44].

Regarding the classification that involves multiple intensities of pain, Wu et al. proposed

a CNN model for the first time, where the features were spatial-spectral-temporal EEG

representations of the delta, alpha, and beta bands [242]. In subject-independent and

multiclass scenarios, the non-pain state and three pain states can be classified with the

accuracy of 92.14% with this model. Nevertheless, although the functional connectivity

can be organised as a two-dimensional matrix, where the rows and columns represent
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brain regions (i.e., EEG channels in this research), there was no research reporting its

use. In this thesis, functional connectivity was used as the input feature to predict pain

with CNN models.

2.4.2 Transfer Learning

Toward generalising the pain assessment models to unresponsive patients, this research

takes another issue into account. Until now, most automatic pain assessment models

were developed in the within-subject scenario, where the subjects’ data were involved

in the model training when their pain states were to be predicted [37]. Only very few

works attempted to assess cross-subject pain predicting pain in subjects without provid-

ing labelled data for training [214, 242]. Nevertheless, unresponsive patients cannot

provide any pilot information as labels to train the models, so it is essential to develop

cross-subject pain assessment algorithms, which can potentially fit the requirement of

the caretakers of unresponsive patients at the bedside.

The development of cross-subject pain assessment is a typical application of cross-

domain transfer learning, in which each domain represents a subject. Cross-domain

transfer learning is a specialised machine learning technique that aims to leverage the

knowledge extracted from a domain to improve the performance of the model in another

domain, which could be from similar sources, but did not share some important domain-

specific characteristics [243].

There are two challenges of cross-subject performance in most scenarios of EEG-

based fields, including individual differences and lack of data [46, 244]. Toward the two
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bottlenecks, there are paradigms to improve the generalisation of models, respectively:

Toward the strong individual differences, matching domains can improve the model’s

generalisation. One approach of domain matching is adapting the marginal distributions

across domains, which aims to minimise the distances between the feature space of dif-

ferent domains [245], or to match the domains with the minimum discrepancy with the

target domain [246, 247]. The other issue is the lack of EEG data for machine learn-

ing, which can be resolved by reducing data requirements with special machine learning

architectures, because they can produce the features with the reduction of individual

differences [46]. A solution is the common spatial pattern (CSP), which could filter the

EEG data with maximising the variance between different conditions as well as minim-

ising the variance between different subjects [248, 249]. Benefiting from frontier work

in deep neural networks, such automatic adaption can be implemented in a more flexible

way to produce features toward generating generalised features, which aims to reduce

the effects of individual differences while exposing the contributions of features specific

to the main task [250].

As reviewed in Sections 2.1.3, 2.2, and 2.3.2, the responses of the brain to pain carry

strong individual differences. Hence, the development of the cross-subject pain assess-

ment model could originate from both paradigms of domain matching and frameworks

reducing the dependency on data size. Based on the lack of research applying transfer

learning strategies in cross-domain pain assessment, this research developed strategies

against the discrepancy among different feature domains of subjects. The particular ap-

proaches potentially applied for pain assessment will be introduced in Chapter 6.



Chapter 3

Experiment and Signal Pre-processing

This chapter describes the basic information of the participants in the data recording

experiment for this research. The experimental design and the signal preprocessing

methods applied to the recorded EEG data were expressed as well. This experiment

was approved by the Ethics Committee of the University of Essex.

3.1 Participants

All participants in this study were recruited through a selection process, following the

dissemination of public advertisement at the University of Essex [32]. 43 healthy par-

ticipants entered the study (22 females, mean age: 25.36, age range: 20-56). All par-

ticipants had normal or corrected-to-normal vision and normal hearing. Before the ex-

periment, all participants completed a screening form and were asked to disclose their

history of neurological, psychiatric, or pain disorders. This led to the exclusion of two

65
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participants while another five participants were excluded due to procedural and tech-

nical issues. Data from 36 participants (which are the same as the data used in [32])

were eventually analysed (19 female, mean age: 24.75, age range: 20-56). Of these, 24

self-identified as white / Caucasian, six as Asian / Pacific Islander, and six as Other.

3.2 Experimental Condition and Procedure

The experimental design consisted of five experimental conditions, including two thermal

stimuli conditions (hot [H] and warm [W]), two resting-state conditions (eyes-closed [C]

and eyes-open [O]) as baselines, and an auditory condition (sound [S]) as the reference

of unpleasantness. This research did not include the S condition in the current analysis

since that is designed as an affective reference, and this work did not involve the dis-

crimination of the affective dimension, S condition was excluded from the analysis. I

also indicated the potential use of this condition in future research: This study aimed

to investigate the approach to predict pain compared with the most basic control condi-

tions. Thus, it will be possible to transfer the methods developed in this work to study

psychological unpleasantness in the future.

The electroencephalogram (EEG) was recorded with 62 Ag/AgCl electrodes (Easycap,

BrainProducts GmbH, Gilching, Germany), which were placed according to the 10-20

system. The impedance of all electrodes was kept below 10 kΩ and the EEG signal was

sampled at 1000 Hz (Synamps RT, Neuroscan, Compumedics). The reference was on

the left earlobe and the ground at electrode AFz. Offline, we referenced the data to the
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participants right earlobe.

Each condition lasted 5 minutes. The H condition consisted of prolonged immersion

of the left hand of the participants, up to the wrist, in a 30-litre tank (RW-3025P, Medline

Scientific) with circulating water at an average temperature of 44.5 ◦C. This temperature

was fine-tuned for each participant from the initial setting of 45 ◦C, which is known to

induce a moderate level of pain in healthy individuals [251]. The next paragraph will

describe the detailed process to match the unpleasantness associated with theauditory

stimulation. The W (non-painful)condition had settings identical to the H condition,

except that the temperature was 6 ◦C lower. The degree of reduction was based on a pilot

session (see [32] for further details on the methods). In both resting-state conditions (C

and O), the participants did not immerse their hands in the water.

During the experiment, participants were seated 65 cm from a screen, with their left

hand placed in the water bath, and their right hand used to control a mouse and a volume

adjustment knob. They were asked to focus on the unpleasantness of the sensory stimu-

lation and report it on a visual analogue scale (VAS) with anchors 0 (no unpleasantness),

25, 50, 75, and 100 (intolerable unpleasantness). The experiment began with a matching

phase, in which the bath temperature was initially set at 45 ◦C. If the participant could

not tolerate it, the temperature was reduced by 0.5 ◦C. On the contrary, if the VAS was

rated below 50, the temperature increased by 0.5 ◦C. After adjusting the temperature,

the matching phase was restarted until the participant consistently rated the unpleasant-

ness between 50 and 75. Finally, the painful temperature was determined according to

the matching phase, which induced the pain rated between 50 and 75 consistently in the
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VAS. During the three sensory stimulation blocks (See Figure 3.1), the participants rated

the intensity of unpleasantness with a VAS every 10 seconds. According to the VAS re-

ported during the experiment, the experimenter could confirm the stimulation’s validity

in its corresponding conditions.

The two 2.5-minute resting state blocks (eyes-open and closed) were recorded before

and after heat stimulation. We asked the participants to keep their eyes open during

heat stimulation to be able to report the level of pain through VAS. During the thermal

stimulation conditions (H and W), the participants kept their eyes open for the whole

experiment. Thus, the O condition is more comparable with them than the C condition,

because the differences between O and the thermal conditions is the absence of hand

immersion in the water and the rating tasks.

3.3 Signal Pre-processing

Before extracting features, the EEG signals were pre-processed to remove artefacts, re-

duce noise, and reduce volume conduction by re-referencing. This section describes the

methods in the signal pre-processing.

3.3.1 Filtering and Artifact Removal

The signal sampling rate was down-sampled from 1000 Hz to 500 Hz. The DC compon-

ents were then removed with a high-pass filter with a cut-off frequency of 0.5 Hz, and

the sinusoidal artefacts related to the power line were removed using a 50-Hz band-stop



3.3. SIGNAL PRE-PROCESSING 69

Figure 3.1: The experimental procedure for recording the pain-related EEG signals. During

the matching phase, the participants were requested to match the pain rating with the unpleas-

antness induced by the Dound condition (S). The EEG signals started to be recorded after the

matching phase, in which each condition lasted five minutes, and there were two phases of

baselines (Eyes-Open [O] and Eyes-Closed [C]) before and after stimulus conditions (Hot [H],

Warm [W] and Sound [S]).

filter. Independent component analysis (ICA) was applied to remove artifacts, including

eye blinks and muscle movements [252]. By decomposing the EEG signals into simpler

independent components, only the EEG components underlying brain activity remained.

3.3.2 Re-referencing

In EEG signals, volume conduction is the effect of electrical potentials recorded a dis-

tance from their brain source [253]. The existence of volume conduction created diffi-

culties in the localisation of the EEG source and reduced the reliable spatial resolution

in the analysis. Hence, re-referencing algorithms were developed to reduce the volume
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conduction.

In this study, current source density (CSD), i.e., the Laplacian transform, played the

role of re-referencing. CSD is a measure that locates the sources and sinks of electrical

activities in the brain. Mathematically, it is the Laplacian (i.e., the second spatial derivat-

ive) of the electric potential V recorded by the EEG electrode. In the Laplacian transform

of EEG signals, CSD Φ is expressed in two-dimensional Cartesian coordinates as:

Φ(x, y) = ∆2V (x, y) =
∂2V

∂x2
+

∂2V

∂y2
(3.1)

where ∆2V (x, y) is the Laplacian of V at the given point (x, y). At a electrode C, the

Laplacian after transform can be approximated as:

∆2VC = 4VC − Vleft − Vright − Vup − Vdown (3.2)

Hence, the CSD represents a more localised representation of the brain activities with

the reduction of volume conduction.



Chapter 4

Accurate and Efficient Prediction of

Pain: A Comparative

Electroencephalography Study of

Functional Connectivity and

Cross-Frequency Coupling

In the development of a machine learning model to assess pain, the first step is to declare

the ideal neural biomarkers correlated with pain perception. Hence, neural biomarkers

can serve as the features that are entered into the machine learning model. Consider-

ing the complexity of pain perception, neural biomarkers of integration, including func-
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tional connectivity and cross-frequency coupling, are worth investigating. In the analysis

of neural biomarkers, there are two requirements for machine learning: accuracy and

efficiency. This chapter analysed the neural biomarkers of integration based on their per-

formances in machine learning. This chapter has been submitted as a manuscript to a

journal and is under review.

4.1 Introduction

Chronic pain has major health and societal implications worldwide [10, 11]. In clinical

practice, pain is diagnosed according to behavioural or verbal expressions [254, 255].

This approach cannot be applied to unresponsive patients, e.g. patients with disorders

of consciousness or during anaesthesia. Therefore, the identification of biomarkers from

physiological signals is of paramount importance [256]. Blood pressure and heart rate

have been suggested as biomarkers in the context of both acute and tonic experimental

pain [257, 258, 259]. However, the specificity and generalisability of these biomarkers

to chronic pain are uncertain [260, 261]. As a potential alternative, neurophysiological

measurements, such as functional magnetic resonance imaging (fMRI) [23] and positron

emission tomography (PET) [262], have emerged. Nevertheless, such techniques can

be only operated by professionals in hospitals, and the overall operational cost is high.

In contrast, electroencephalography (EEG) can be recorded by portable, non-invasive

devices at the bedside [193, 263, 264]. Therefore, the EEG is an ideal basis for the

development of a neurophysiological pain assessment system, which can benefit a wide
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variety of clinical settings.

The brain’s response to pain involves a complex integration of neural activities, which

consists of cognitive, emotional and motivational processes originating from multiple

brain networks and neuronal oscillations [30, 265, 266]. Therefore, by studying neural

integration, i.e., the integration among brain regions or oscillations, I may find the neural

markers of pain. Past research suggested that two types of integration may be inform-

ative of both acute and chronic pain: functional or structural connectivity among brain

regions, and cross-frequency coupling (CFC) [23, 267]. In the line of research ana-

lysing these integrations, some evidence specific to pain was disclosed in the aspect of

physiological analysis. Previous work suggested the role of functional connectivity with

fMRI [35], and some other work using local field potentials (LFPs) revealed the cross-

frequency coupling between gamma and alpha or theta bands [34]. However, it is still

under research about the approach to utilise such integration as neural markers for pain

prediction with machine learning [264]. In this study, I investigated such neural integ-

rations using machine learning approaches. The mathematical index quantifying these

integrations will be defined as a neural marker of integration.

I first surveyed measures that could effectively quantify the integrations. Past re-

search investigated several aspects of the EEG signal with particular attention to oscilla-

tions recorded both during spontaneous ongoing pain in chronic pain patients [33] and

during painful stimulation in laboratory volunteers [32, 268]. For example, several stud-

ies investigated delta (≈0.5-4 Hz), theta (≈4-7 Hz), alpha (≈8-12 Hz), beta (≈13-30

Hz), and gamma oscillations (>30 Hz) related to phasic and tonic painful thermal stim-
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uli in healthy individuals [30, 269]. Among these frequency ranges, alpha and gamma

bands seem the ones having potential as neural markers of pain [189, 268, 270]. Pre-

vious work suggested that the gamma oscillations arise from the interaction between

excitatory and inhibitory neuronal networks, where GABAergic interneurons synchron-

ise the electric activities among neuronal populations. Thus, the gamma band carries

some evidence of the dynamical mechanism of cortical inhibition, which can represent

the complexity of pain processing among cortices [271]. Specifically, several studies

suggested that event-related synchronisation (ERS) in the gamma range triggered by

painful nociceptive stimuli could be the only EEG feature specific to pain perception

[272]. This ERS is thought to represent a cortical inhibition which is likely involving

several brain structures and maximally expressed at the centro-parietal region of the

scalp for phasic [194] and frontal for tonic nociceptive stimulation [189, 273]. However,

there are concerns about the reliability and robustness of these responses, particularly

on whether this signal is entirely of neural origin or rather an artefact of muscle activity

[194, 196]. By contrast, the pain-related modulation observed in the alpha frequency

range suffers less from artefactual contamination and has recently been the subject of

intense research due to mounting evidence in both clinical and experimental models of

pain. Specifically, it was suggested that changes in individual peak alpha frequency (PAF)

can predict pain sensitivity. More precisely, scholars suggest that slow alpha frequency at

rest is predictive of increased pain experience during painful stimulation [32, 193, 268].

Nevertheless, both the gamma ERS and PAF are spatially confined and may not reflect

neural integration across cortical structures [32, 193, 268, 272]. On the contrary, func-
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tional connectivity is a measure of the EEG signal which allows accounting for statistical

interdependencies between brain signals originating from different regions [274]. Simil-

arly, cross-frequency coupling (CFC) can be conceived as a measure of neural integration

across different neuronal oscillations [275].

Based on these previous findings, I aimed to identify neural markers of integration

able to inform the machine learning models for pain prediction, and hence reveal the

neural integration specific to pain against baseline and sensory conditions. Upon scrutin-

ising previous research, I noticed colleagues most often investigated spectral and spatial

information. For example, one approach entailed feeding the machine learning models

with the original EEG frequency spectrum or temporal series [276, 277]. Another ap-

proach focused on producing novel measures out of the original spectrum or temporal

series [40, 278]. The latter inspired our methodology which focused on developing new

features of neural integration from EEG functional connectivity and CFC measures.

The diversity of available functional connectivity and CFC measures raised the ques-

tion of which measures to use. I aimed to answer this question by developing a quant-

itative assessment of neural integration focused on two features: oscillatory power and

phase. In keeping with previous literature, I quantified neural integration as the syn-

chrony between two series from different sources, i.e. channels or frequency bands in

EEG signals [279, 280]. The combination of power and phase could lead to three in-

tegrative features, namely phase-to-phase, phase-to-power, or power-to-power between

different frequency bands or EEG channels. Nevertheless, I restricted our investigation

to phase-to-phase and power-to-power synchrony for analysing the independent con-
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tributions of phase or power. Phase lag index (PLI) [279], phase locking value (PLV)

[281], and inter-site phase clustering (ISPC) [8, 282] are amongst the most used meas-

ures of EEG synchrony. These can effectively quantify the phase lags between two phase

series, but only ISPC (in its weighted form - with power as the weights), would contain

the phase-based and power-based integration [8, 232]. On the other hand, spectral co-

herence (i.e. square-magnitude coherence) is a common choice to show the integration

between two power series. Since spectral coherence quantifies the phase synchrony like

the ISPC, either measure was thus the optimal choice to facilitate the comparison of the

machine learning performance for both oscillatory EEG phase and power.

After extracting the features, they were fed into support vector machine (SVM) classi-

fiers. The classifiers’ prediction accuracy would then reflect how well these features were

qualified to index neural activity associated with pain perception. Our study focuses on

the alpha band as the origin of functional connectivity for pain prediction, due to its

rising popularity as a potential biomarker of pain sensitivity [191]. Moreover, I assessed

low-frequency oscillations (i.e. delta, theta and beta bands) in terms of CFC due to their

potential aspecific contribution to pain processing [30].

Besides good prediction accuracy, a promising pain prediction system for clinical ap-

plication would demand high computational efficiency. In general, computational load

depends on the number of features, which can be reduced by means of an efficient fea-

ture selection process. This is particularly relevant to connectivity analysis which often

generates thousands of features. This is an important issue because the clinical/care

setting often relies on limited computational resources such as low computational speed
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as well as the need of involving the patient’s caretakers [283]. Consider the scenario

where the detection of pain would be instrumental to the optimal patient’s treatment, if

the time required for detecting pain is long, the caretakers may not be able to treat the

patient in time [284]. In this scenario, both long classification trials, or a large number of

integrative features, may contribute to reduce prediction performance. Hence the need

to reduce trial length and number of features to optimise the machine performance and

achieve higher accuracy in the shortest time and with the least amount of information.

To sum up, I evaluated EEG neural markers of integration, including functional con-

nectivity and CFC, based on their performance, as per prediction accuracy and compu-

tational efficiency. The machine learning models aimed to distinguish resting state and

thermal pain, as well as thermal pain and innocuous thermal sensation. I first applied

a feature selection method on a subset of the data and then trained machine learn-

ing models for pairwise classification with controlled numbers of selected features. To

expose the neural markers of integration for tonic pain, I contrasted features used to

distinguish the thermal pain condition against the baseline resting state and the sensory

control condition across accuracy and efficiency of prediction associated with different

neural markers of integration, including the inter-channel phase and power functional

connectivity at the alpha band and the intra-channel CFC among frequency bands. In ad-

dition, I analysed the impact of trial lengths and number of features on both prediction

accuracy and computational efficiency. By virtue of these analyses I expected to identify

the regions/frequencies of interest apt to be interpreted as neural markers of integration

of experimental tonic pain.
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4.2 Methodology

4.2.1 EEG pre-processing

To investigate how trial lengths affected prediction accuracy, I segmented the data into 1,

2.5, 5, and 10 sec(s) trials (overlap 50%). The EEG signals were transformed using cur-

rent source density (CSD) to reduce the signal distortion caused by volume conduction

and produce a sharper or more distinct topography [285, 286]. Before feature extraction,

the signals were band-pass filtered by a fifth-order Butterworth filter into four frequency

bands: delta (0.5-4 Hz), theta (4-7 Hz), alpha (8-12 Hz) and low beta (12.5-16 Hz).

Then I applied Hilbert transform to calculate the power and phase of signals (see Figure

4.1a).

4.2.2 Functional connectivity and cross-frequency coupling

I calculated the functional connectivity and the cross-frequency coupling from Laplacian

derivative of the scalp sensors (i.e. EEG channels) calculated through CSD. Neural mark-

ers of integration were then generated from the calculation of phase (ISPC) or power

series (square-magnitude coherence). I investigated functional connectivity only in the

alpha band from different channels, and CFC between two frequency bands from each

electrode. Thus, I simplified comparisons into functional connectivity vs. CFC, and power

vs. phase. Specifically, I measured functional connectivity features as phase or power

between two channels, i.e. alpha-phase connectivity (PhaCon) and alpha-power con-

nectivity (PowCon). As to CFC, I measured various pairs of frequency coupling (across
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Figure 4.1: (a) Pre-processing pipeline: First, delta (0.5-4 Hz), theta (4-7 Hz), alpha (8-12Hz),

and low beta (12.5-16 Hz) bands were extracted from the raw EEG data. I then computed power

and phase using Hilbert transform. Then, I extracted the neural markers representing functional

connectivity or cross-frequency coupling. (b) Model training and testing pipeline: I split data

into two groups. While one dataset was used for feature selection, the other was used to train

and test the classifiers with the selected features using 10-fold cross-validation. Subsequently,

feature-selection and model-training datasets would be swapped.



80 CHAPTER 4. NEURAL BIOMARKER

delta, theta, alpha and low-beta bands) per each EEG channel and for both phase and

power, i.e. phase-based CFC (PhaCou) and power-based CFC (PowCou).

Inter-site phase clustering

The ISPC describes the distribution of phase differences between two temporal series

from different sources, i.e., EEG channels or frequency bands in this study. It is calculated

in the following formula:

ISPCxy = | 1
n

n∑
t=1

ei[ϕx(t)−ϕy(t)]| (4.1)

where n represents the total number of time points in each data series, ϕx and ϕy rep-

resent the phase angles from two series (i.e. series from two channels for functional

connectivity, or two frequency bands for CFC). In short, ISPC is the mean exponential

value of the imaginary phase angle differences between the signals from two sources in

a particular time window, whose values range from 0 to 1.

Magnitude-squared coherence

Coherence is computed via cross-power spectral density (PSD) between two EEG series

from different sources, which reflects the correlation between two series’ power distribu-

tions:

Kxy =
Sxy

SxxSyy

(4.2)

where Sxy represents the cross PSD between data series x and series y, and Sxx is the

PSD of the signals from series x. With the PSD ratio, the coherence between the signals
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x and y can be calculated as:

COHxy = |Kxy|2 (4.3)

Alternatively, it can be rewritten in a Euler-like format as the weighted ISPC with the

analytic magnitudes (e.g. mx(t) from channel x) as the weights [8]:

COHxy = | 1
n

n∑
t=1

|mx(t)||my(t)|ei[ϕx(t)−ϕy(t)]| (4.4)

Topographical analysis

I calculated the z-scores of the power and phase for the different conditions. These

were then used to visualise the current scalp distribution. It is noteworthy that, while

the topographical representation of power is straightforward, this is not the case for the

visualisation of phase. Because the phase is not a measurement of strength, the mean or

median intensity of a region cannot be calculated arithmetically. However, according to

the ISPC formula (6.1), this issue can be resolved using the mean Euler-like format of

phases across trials calculated as Px = | 1
n

∑n
t=1 e

i[ϕx(t)]| of channel x, which is defined as

the exponential phase in this study. To analyse the variation of power/phase distribution,

I calculated the topography within each frequency band and condition.

I then computed Pearson correlations to test significant differences between pairwise

conditions within the same frequency band. Accordingly, the higher the Pearson correl-

ation coefficient the greater the degree of association between two topographies, which

reflects a higher similarity in spatial distribution [287].
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4.2.3 Machine learning

I trained binary classifiers between all pairwise conditions (with H, W, O and C). I split

the pre-processed data into two sets, including one for feature selection and another one

with the same size for evaluation. Following feature selection, the set excluded from

feature selection went through training and testing of the binary classifiers with 10-fold

cross-validation. Then the two sets were swapped, and the same process was executed

again.

Feature selection based on neighbourhood component analysis (NCA)

When considering the amount of channels (i.e. 62) and frequency bands (i.e. four) per

trial, I could theoretically extract
∑Nch−1

i=1 i = 1891 functional connectivity and (
∑Nf−1

i=1 i)Nch =

372 CFC features, where Nch and Nf are the number of EEG channels and frequency

bands. Clearly, this feature-extraction scenario would require significant time expendit-

ure, and numerous features will also increase the necessary amount of trials for model

training. Furthermore, with the selected features, the involved brain regions or frequen-

cies can help this study identify regions of interest (ROIs) or frequency bands specific

to pain. Hence, I can interpret the mechanism of how these features work by analysing

them with respect to the physiological findings.

To select the important features, I used the neighbourhood component analysis (NCA)

proposed in [288]. If the distance between two samples in a dataset T = (xi, yi), i ∈

[1, N ],xi ∈ Rd containing N labelled samples, where xi are the feature vectors of

samples, and yi ∈ {1, 2, , c} are the class labels representing the classes with the total
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number of c in the classification (in this study, c = 4), then the distance between two

samples xi and xj is defined as:

Dw(xi,xj) =
d∑

l=1

w2
l |xil − xjl| (4.5)

NCA aims to optimise the weights wl in order to maximise the leave-one-out nearest

neighbour (NN) classification accuracy. The final weights would be referred to as:

w = argmax
wl

(
∑
i

∑
j

yijpij − λ

d∑
l=1

w2
l ) (4.6)

where pij is the joint probability of samples xi and xj , (yij = 1 when yi = yj. yij = 0),

λ is a regularisation parameter tuned via cross-validation. The output w is the optim-

ised weight vector representing the significance of each feature in classification. I then

selected N features with the highest weights from w used in the classification. I used

10-fold cross-validation for the NN classification within NCA. To determine the features

contributing the most in each pairwise classification, six binary classifiers were trained

across four conditions. Then I defined the features shared by at least two binary clas-

sifiers with one common condition as the representative features of this condition. It

follows that the features shared by the three classifiers can be interpreted as the most

intrinsic neural integration for one experimental condition. For instance, I defined the

important connectivity between channel x and channel y selected from the classifiers O

vs H, C vs H, and H vs W, as the representation of class H.

To investigate the impact of the number of features, the features were sorted accord-

ing to the weights calculated from equation 4.6. I selected one hundred features with the



84 CHAPTER 4. NEURAL BIOMARKER

highest weights from each participant and then the selected features across participants

that were kept as candidates potentially involved in training. Across these feature can-

didates, I summed up the weights of each feature’s occurrences as the candidates from all

participants. Then the 100 features with the highest accumulated weights were used in

primary model training for most research objectives. To analyse the prediction perform-

ance with fewer features classification was also performed with 10, 20, 30, ..., 80 and 90

features according to the rank of weights. Finally, I determined the optimal feature num-

ber balancing accuracy and efficiency and used this to select the ROIs for physiological

analysis.

Classification procedure

Six binary support vector machine (SVM) [289] classifiers (O vs H, O vs W, C vs H, C

vs W, O vs C, and H vs W) were trained on the selected features. Then one dataset

with 50% trials, previously excluded from the feature selection phase was used as the

dataset to quantify the performance of the classifiers. I applied 10-fold cross-validation

and quantified both within-condition accuracy for each condition and the mean accuracy

across all the conditions.

Computational efficiency

To evaluate the computational efficiency of each feature type, 2000 trials were randomly

selected from all trials within each trial length (1, 2.5, 5, and 10 sec). I extracted four

types of features from the selected trials and measured the run time during feature ex-
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traction and model training, respectively. Finally, I compared the feature extraction and

model training time of each feature type to quantify their computational efficiency. The

tests were executed with different numbers of features (20, 40, 60, 80 and 100). Because

the final goal is to apply the model at the bedside, the efficiency tests were all run on a

personal computer (Dell OptiPlex 7050 with Intel Core i7-6700 CPU @ 3.40 GHz, 16.0

GB RAM).

Statistical inference

I performed a linear mixed model analysis of the prediction accuracy and efficiency us-

ing the Linear Model module in jamovi (Version 1.6, The jamovi project (2021), retrieved

from https://www.jamovi.org). In this analysis, functional connectivity vs. CFC, phase

vs. power, and the pairwise comparison in each pair of trial lengths were included as

fixed effects. The significance level (α) was set as 0.05, and Holm-Bonferroni correc-

tion was applied for post-hoc testing. All the statistical comparisons between functional

connectivity and CFC or between phase and power were carried out on the 100-features

dataset.

4.3 Results

4.3.1 Prediction accuracy

Table 4.1 reports the within-condition and mean accuracy across all conditions within

different feature types. Figure 4.2 shows the binary classification accuracy versus neural
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Table 4.1: Comparisons of sensitivity and accuracy affected by different settings using 100

features in each test. The prediction sensitivity and accuracy of each setting of trial lengths and

feature types were shown in the form of mean sensitivity/accuracy(%)±standard deviation (%).

Length Feature Accuracy of O Accuracy of C Accuracy of H Accuracy of W Accuracy

1 PhaCon 76.63±11.57 86.71±8.28 73.82±13.13 75.87±11.65 78.70±11.76

PowCon 53.39±13.63 52.05±21.88 53.88±15.82 59.64±15.20 54.85±15.57

PhaCou 74.28±12.05 86.44±9.63 72.19±14.25 74.04±12.87 77.10±12.89

PowCou 61.54±14.75 72.99±17.11 61.75±17.00 64.83±14.35 65.92±15.41

2.5 PhaCon 81.83±11.83 92.30±7.61 79.29±13.11 80.71±12.01 83.63±12.02

PowCon 58.58±18.86 53.71±26.06 59.03±16.71 62.37±16.91 58.34±17.88

PhaCou 81.43±11.87 92.48±8.32 79.81±12.89 79.91±12.48 83.26±12.32

PowCou 72.13±14.65 85.12±12.63 68.90±17.00 73.04±14.69 75.30±15.13

5 PhaCon 84.78±13.49 95.04±7.02 84.35±12.53 84.47±12.02 87.07±11.32

PowCon 64.92±19.12 60.49±28.47 63.98±16.60 68.59±16.13 64.29±18.30

PhaCou 85.30±11.75 95.02±6.97 84.81±12.67 82.99±12.48 86.03±12.00

PowCou 76.81±14.69 89.04±12.55 72.98±16.99 76.46±14.87 79.28±15.10

10 PhaCon 88.42±12.16 97.69±6.47 88.72±11.75 87.53±11.43 89.23±11.31

PowCon 68.24±19.77 67.55±27.64 68.84±17.75 72.19±16.29 68.28±18.32

PhaCou 86.94±13.09 96.32±7.52 85.63±14.84 85.38±13.53 86.01±13.46

PowCou 80.49±15.57 92.56±11.87 76.12±17.22 79.22±14.74 82.43±15.26
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Table 4.2: Summary of post-hoc comparisons to the accuracy for the trial lengths and feature

types. Asterisks represent statistical two-tailed significance out of Holm-Bonferroni method were

produced (∗ < 0.05, ∗∗ < 0.01, ∗ ∗ ∗ < 0.001). In the columns, A and B represent the values of

the same property to be compared in the post-hoc analysis, where the accuracy produced with

the properties of A or B were compared statistically. For example, the first column shows the

differences of the accuracy produced by the trials with lengths of 10 and 5 seconds.

Comparisons between A and B

A B Difference SE t df p

(a) Trial Length (s)

vs.

Trial Length (s)

10 5 0.0215 0.0084 2.57 3 *0.040

10 2.5 0.0608 0.0130 4.69 3 *0.040

10 1 0.1240 0.0167 7.45 3 *0.018

5 2.5 0.0393 0.0078 3.63 3 *0.040

5 1 0.1025 0.0121 8.50 3 *0.018

2.5 1 0.0632 0.0123 5.14 3 *0.040

(b) Feature Type

vs.

Feature Type

PhaCon PowCon 0.2400 0.0080 30.05 3 ***<0.001

PhaCon PhaCou 0.0172 0.0074 2.32 3 0.085

PhaCon PowCou 0.0936 0.0137 6.81 3 *0.018

PowCon PhaCou -0.2227 0.0126 -17.66 3 **0.002

PowCon PowCou -0.1463 0.0126 -11.645 3 **0.005

PhaCou PowCou 0.0936 0.0137 6.81 3 *0.037



88 CHAPTER 4. NEURAL BIOMARKER

markers and trial lengths. Because the main goal is distinguishing pain from non-pain

states, I focused on the classification between non-pain resting state and painful thermal

stimulation (eyes-open vs hot; ’O vs H’). Thus, the analysis of trial lengths and feature

types was based on the binary classification between ’eyes-open’ and ’hot’ conditions.

As the result, Table 4.2 shows the statistical tests between the accuracy produced with

different trial lengths or feature types. In conclusion, the linear mixed model revealed

that both trial length (F (3, 9) = 43.3, p < .001) and feature type (F (3, 9) = 175.0,

p < .001) significantly affected prediction accuracy.

The effect of feature type

Phase-based features generally performed better than power-based features. The ac-

curacy produced with alpha-phase connectivity is 24.00% higher than alpha-power con-

nectivity (t(6) = 30.05, ∗ ∗ ∗p < .001), and phase-based CFC predicted pain with 9.36%

higher accuracy than power-based CFC (t(6) = 6.81, ∗p = .037). In summary, alpha-

phase connectivity performed best. Considering the only difference between spectral

coherence and ISPC is the presence of the signal amplitudes, these comparisons suggest

that power weakened the performance of the pain prediction model. Therefore, I ana-

lysed Pearson correlation coefficients between conditions using the topography of mag-

nitudes or Euler-like phases as mentioned in Section 4.2.2, to determine whether power

or phase carry more differences across conditions (See Figures 4.3 and 4.4). As can be

expected, Table 4.3 revealed no significant correlations between power-based and phase-

based topography (|r(62)| < .50). In the pairwise analysis with each frequency band, the
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Pearson correlation coefficients between conditions were r(62) = .93± .05, ∗ ∗ ∗p < .001

for power topography, and r(62) = .03 ± .15, p = .423 ± .322 for phase topography. This

demonstrated higher similarity among topography patterns of power than of phase.

Table 4.3: Summary of comparisons between power and phase z-score topography as rep-

resented with Pearson correlations (r-value, p-value). Asterisks represent statistical two-tailed

significance (Significance level α = 0.05, **p<0.01, *p<0.05).

Hot Warm Eyes-open Eyes-closed

Delta (-.49, **.000) (-.14, .261) (.05, .705) (-.32, *.011)

Theta (-.31, *.013) (.42, **.001) (-.05, .715) (.22, .093)

Alpha (-.18, .155) (.14, .275) (.48, **.000) (-.41, **.001)

Low Beta (-.14, .272) (-.21, .094) (.10, .436) (.20, *.048)

The effects of trial length and feature number

Accuracy increased with trial length (Figure 4.2). The mean accuracy was 68.9%, 75.2%,

79.1%, and 81.3% within the trial length of 1, 2.5, 5 and 10 sec respectively. Figure

4.5 displays the relationship between prediction accuracy and the number of selected

features used by each classifier. Accuracy generally increased with increasing number

of features. Without considering the eyes-closed condition (C), the accuracy increased
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Table 4.4: Summary of pairwise comparisons across power magnitude’s z-score topography

as represented with Pearson correlations (r-value, p-value). Asterisks represent statistical

two-tailed significance (Significance level α = 0.05, ***p<0.001).

HvsW HvsO HvsC WvsO WvsC OvsC

Delta (.73, ***.000) (.94, ***.000) (.92, ***.000) (.86, ***.000) (.90, ***.000) (.99, ***.000)

Theta (.94, ***.000) (.99, ***.000) (.93, ***.000) (.94, ***.000) (.94, ***.000) (.94, ***.000)

Alpha (.94, ***.000) (.97, ***.000) (.92, ***.000) (.94, ***.000) (.93, ***.000) (.94, ***.000)

Low-Beta (.95, ***.000) (.96, ***.000) (.97, ***.000) (.91, ***.000) (.92, ***.000) (.98, ***.000)

Table 4.5: Summary of pairwise comparisons across exponential phase’s z-score topography

as represented with Pearson correlations (r-value, p-value). Asterisks represent statistical

two-tailed significance (Significance level α = 0.05, *p<0.05).

HvsW HvsO HvsC WvsO WvsC OvsC

Delta (.21, .101) (-.08, .541) (.21, .097) (-.26, *.044) (-.24, .057) (-.01, .960)

Theta (.07, .592) (-.03, .802) (-.20, .110) (-.01, .921) (.15, .244) (.27, *.033)

Alpha (.23, .074) (-.02, .874) (.12, .370) (.04, .734) (.09, .466) (.11, .380)

Low-Beta (.01, .925) (.15, .242) (-.05, .696) (-.19, .136) (.13, .305) (-.10, .446)
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more slowly.

4.3.2 Computational efficiency

Figure 4.5 displays the effects of feature number and trial length on computational

efficiency, i.e., time cost, in the model training phase. When the number of extrac-

ted features is the same, functional connectivity features cost less time - which means

they had higher efficiency - than CFC features (0.0130 ± 0.0140s vs 0.0377 ± 0.0443s,

t(196) = 5.281, ∗ ∗ ∗p < .001). But there was no significant difference in the compu-

tational time cost between the phase- and power-based features (0.0247 ± 0.0338s vs

0.0260± 0.0364s, t(196) = 0.273, p = 0.785). Both phase-based and power-based features

did not show significant correlations between feature number and mean time cost in

each trial (see Figure 4.7, F (9, 190) = 0.0732, p = 1.000).

4.3.3 Significant neural markers of integration

According to the accuracy and efficiency findings, I then selected the 40 features with

the highest classification weights from each feature type (Figure 4.8). The extracted

features for each experimental condition (see Section 4.2.3) exposed the most relevant

integrations of the condition. Upon qualitative scrutiny of these features, the delta band

contributed only toward power-based CFC features. While the other three bands contrib-

uted to both CFC feature types. The phase-based CFC features with high contributions

were distributed over the occipital region of the scalp, and were only found in resting

states, but power-based CFC features displayed effects in the conditions with thermal
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Figure 4.2: Boxplots of binary classification accuracy versus feature type. Each plot repres-

ents the median of prediction accuracy (y axis) for the 100 features dataset across experimental

conditions. The box edges are the 25th and 75th percentiles, the outlines indicate the 95th per-

centile, the plus sign indicate values out of the confidence interval. The labels ’O’ and ’C’ represent

’eyes-open’ and ’eyes-closed’, while ’H’ and ’W’ mean ’hot’ and ’warm’. Alpha-phase connectivity

(’PhaCon’), alpha-power connectivity (’PowCon’), phase-based CFC (’PhaCou’), and power-based

CFC(’PowCou’)) are displayed on the x axis according to different trial lengths (arranged by dif-

ferent degrees of gray). Each subplot represents one pair of binary classification.
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Figure 4.3: Brain topography of z-scored signal amplitude versus conditions and frequency

bands. Each plot represents the z-scored brain topography of the median signal amplitudes

calculated as the square roots of power spectral density (PSD) across pain-related conditions and

frequency bands. Each row of plots represents the topography from the same frequency band,

and each column of plots represents the same experimental condition. All of the topography does

not involve any significant differences from the other one in the same frequency band, the green

background represents the topography has significantly high similarity with at least one of the

topography within the same band (***p<.001).
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Figure 4.4: Brain topography of z-scored exponential phase versus conditions and frequency

bands. Each plot represents the z-scored brain topography of the median signal amplitudes

calculated as the square roots of power spectral density (PSD) across pain-related conditions and

frequency bands. Each row of plots represents the topography from the same frequency band,

and each column of plots represents the same experimental condition. The topography with blue

backgrounds involves significant similarity to at least one in the same frequency band (*p<.05),

while the others are significantly different.
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Figure 4.5: Prediction accuracy of each pairwise classification versus the feature number.

Each line represents the effects of feature numbers to the prediction accuracy within one pairwise

binary classification, in which the tested feature numbers were discrete with a step of 10 between

10 and 100.

stimulus as well (the last two columns of Figure 4.8).

Compared with the three other neural marker types, the most relevant phase-based

functional connectivity features were more widely distributed across the scalp (see column

’PhaCon’ in Figure 4.8). Specifically, while the PhaCon feature was distributed over the

frontal, central and occipital regions, the power-based and CFC features were concen-

trated in the occipital region. Such difference in distribution pattern likely facilitated a

high classification accuracy with phase-based alpha connectivity. This finding led me to

select this specific feature to further analyse the planned ROIs for each experimental con-

dition (Figure 4.9). As a result, I identified precise patterns of connectivity for each con-
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dition. For example, during tonic pain (H) I identified significant connectivity between

electrodes AF8 and F7, thus indicating a role of interhemispheric communication at the

level of the frontal region (shown in the intersection between the column and the row

of H in Figure 4.9). Importantly, when combined with the connectivity pattern identi-

fied for the innocuous condition (W), the classifier can provide discrimination between

the two brain states. Moreover, the difference between resting states (O and C) and

the innocuous warm condition (W) was localised over the central leads (e.g. C3-CP5),

but this difference was absent when comparing the innocuous warm (W) and painful

hot (H) condition. Otherwise, the pattern suggested that the model can distinguish the

features related to sensation of pain. In the functional connectivity pattern representing

the O condition (see Figure 4.9), CZ-CP5 and P1-PO3 both contributed to distinguishing

condition O from conditions H and W. Since patterns differed between conditions with

and without the thermal stimulus, the connectivity within central and occipital brain

regions can be concluded to represent the thermal sensation. Meanwhile, the connectiv-

ity between AF8 and F7 occurred when distinguishing pain (condition H) from all the

non-painful conditions (i.e., conditions O, C, and W). Thus, such connectivity within

the frontal brain regions played a different role from the ones only related to sensation,

which can indicate the sensation of pain.
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Figure 4.6: The effects of feature type, trial length and the number of features to the time

cost in feature extraction and classification. The unit of time is the logarithm second [ln(T)],

the box plots show the total running time for extracting features with specific number (i.e. 20,

40, 60, 80, and 100) and type and then predicting the class of each sample with the extracted

features. In the boxplot, the central line represents the median value of the time cost’s logarithms,

and the outlines show the boundary of the 95th percentile, while the markers represent the time

costs beyond the confidence interval.
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Figure 4.7: Time cost versus the number of features, the feature types were categorized

with phase and power: The bar-plots show the distribution of time cost in seconds with studied

feature numbers. The findings of time cost revealed the absence of significant differences between

phase-based and power-based features, thus the time is categorized according to the features’

origin, i.e., phase or power. The dots represent the outliers outside 1.5 times the inter-quartile

range above the third quartile.
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4.4 Discussion

I set out to find the ideal feature for predicting pain with a machine learning model. I

compared neural markers representing the integrations of functional connectivity and

cross-frequency coupling (CFC), and compared these markers using power-based and

phase-based versions. With alpha-phase functional connectivity, the model achieved

high accuracy and low time cost (i.e. high efficiency). Importantly, I selected features

from the extracted alpha-phase connectivity data using NCA. Feature selection benefits

pain prediction in two ways: First, the reduction of the number of features improves the

computational efficiency of the model. Second, the ideal features producing good per-

formance can help interpret the mechanism of how the neural markers reflect the brain’s

responses to pain.

4.4.1 From the ideal feature to the ideal setting

As shown in Section 4.3.1, the phase-based neural markers can produce significantly

higher accuracy than the corresponding power-based features. This begs the question

of why power-based features did not lead to good accuracy. Formulas (4.1) and (4.4)

show that the magnitude-squared coherence is ISPC with signal amplitudes as weights.

Therefore, the independent variable which distinguishes phase- and power-based neural

markers is the power magnitude. The results indicated that the power decreases the

specificity of each condition. The power distribution contains fewer differences than

phase among conditions. Compared with exponential phase distribution (Figure 4.4),
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the z-score topography of power magnitude (Figure 4.3) revealed a significantly higher

similarity among conditions. Hence, I conclude that the differences in distributions of

only phase-based features across conditions were weakened by multiplying the power

magnitudes with them, making the conditions vaguer to the classifier.

Nir et al. demonstrated the correlation between alpha power and pain intensity, but

our work showed negative effects of alpha power on classification accuracy [290]. That

was caused by differences in the measures used, the previous work focused on the change

of the power and the peak frequency at the alpha band [31, 32, 193, 290], while I util-

ised the patterns of the mean level of power within a time trial. Under the context of

the previous studies, lower (7-10 Hz) and upper (10-12 Hz) alpha bands had different

patterns of desynchronization, and such pattern variation induced the frequency content

variability between conditions [290, 291]. The phase-based neural markers of integra-

tion indicate the synchronisation of integration, so the desynchronization of the alpha

phase can reflect the change of alpha power during pain [292].

From the perspective of settings, I found that prediction accuracy increased with the

trial length (Tables 4.1 & 4.2 and Figure 4.2). This finding defies the expectation that

segmentation to shorter lengths (e.g. 1 and 2.5 sec) would be conducive to optimised

classifiers due to a larger amount of training samples. Fraschini et al. revealed that the

measure of functional connectivity, including PLI and amplitude envelope correlation

(AEC), became stable with epochs longer than 6 secs, which changed rapidly at the

length of 1, 2 and 4 secs [293]. So intrinsically, only such measures produced with trials

with appropriate length can represent functional connectivity.
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As described, a smaller number of features means lower time cost in feature extrac-

tion but also lower accuracy within the studied length range (Figure 4.7). Therefore,

I considered the balance between time cost and model performance qualitatively when

analysing the effect of feature number. Due to the best performance produced by 10-sec

alpha-phase functional connectivity trials, I used them to test the effect of feature num-

ber. As shown in Figure 4.5, the accuracy for recognising the C condition was always

at a relatively high level (i.e. above 85% in this study), because of the unique pattern

of the alpha power in the occipital cortex, that is why I excluded the C condition from

the analysis of pairwise classification. For the pairwise classification without the C con-

dition, the prediction accuracy increased more slowly with the feature number above

40. Moreover, time costs in training the model increased with the number of features

(see Figures 4.6 and 4.7). Therefore, it is beneficial to keep the feature number as low

as possible. Though the generalisation of the number of features needs more evidence,

forty can be seen as sufficient in the context of our findings, so I utilised this number

for further analysis of the brain ROIs for exposing intrinsic integrations related to pain

processing.

I analysed how time cost was affected by the type of neural markers in Figure 4.6.

Only one frequency band is required for producing a functional connectivity feature,

while two bands are needed for a CFC feature. Therefore, when the number of features

is equivalent, the difference of time cost in band-filtering made extracting functional

connectivity features quicker than CFC. Hence, due to the better prediction accuracy of

phase-based features (Figure 4.2) and the higher computational efficiency (Figure 4.6),
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alpha-phase functional connectivity is an ideal neural marker for pain prediction at the

bedside with EEG. This feature can both simplify feature extraction and help interpret

the neural mechanism behind the engineering application. Even in the comparisons with

other work, it showed advantages in the following two aspects. First, in both efficiency

and interpretability, though some work produced good performance in pain prediction,

they involved multiple types of features, such as the combination of multiple parameters

[42], or twelve types of informative features studied [294]. The combination of features

made it difficult to explain the mechanism of predicting pain from neurophysiological

signals and limited efficiency. The concise form of ISPC can provide higher interpretab-

ility, and the use of only one type of feature is ideal in regard to efficiency. Second,

though some work also utilised only one type of functional connectivity measure and

produced a good performance, ISPC can ease feature extraction. For example, Modares

et al. also investigated phase-based connectivity with partial directed coherence based on

the multivariate auto-regressive model, which can produce a good performance in the

quantification of pain severity as well [295]. Nonetheless, the calculation for extracting

ISPC is simpler. Finally, while the potential of the alpha band as the neural marker of

pain was revealed before [32, 269], and the correlation of phase-based connectivity to

pain was revealed but limited to theta and gamma band [296], our use of ISPC from

alpha phase is an effective way to utilise the phase-based functional connectivity in pain

assessment.

This work allowed us to identify the neural markers of integration. However, there

were some limitations in the experimental design and the testing of parameters. In the
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experimental design, the cognitive task to rate the pain with VAS was not involved in

the resting states, which may imply far more different brain activations that could have

been involved in these states compared with the sensory conditions. Specifically, not

only the intrinsic variable contributing to the sensation of pain would contribute to the

classification, but the variables related to the cognitive processing in pain rating could

also have occurred in the features for the classification. In the parameter testing, the

range of trial lengths was too small, i.e., in the same scale of magnitude. Thus, the

effects of much more features were not tested. To resolve this limitation, future research

should involve the features at different numerical scales, e.g., 10, 100, 1000, and all of

the possible features.

This work presented a potential solution to extract biomarkers efficiently, which can

possibly work in mobile systems with limited computational resources. Particularly, the

developers of healthcare systems can deploy the models based on the alpha-phase func-

tional connectivity to EEG-based mobile systems, whose terminal devices can be mobile

phones or laptops. In general, such mobile and low-cost systems can help the patients’

caretakers at the bedside. However, the current work can only demonstrate the feasible

use of alpha-phase functional connectivity to patients who can report pain as labels. It

is still unclear if it can fit the requirements of unresponsive patients - this chapter only

discussed the prediction performances trained and evaluated with the same individuals.

To fill the gap between the discovery of features and the clinical needs, the follow-up

work should first figure out a way to generalise the models based on alpha-phase func-

tional connectivity across different individuals. Particularly, the approach should be able
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to assess pain in novel individuals without any labels for training.

4.4.2 Topographical regions of interest in tonic pain prediction

The feature selection I implemented in the current study allowed this work to achieve op-

timal computational efficiency. This in turn facilitated the identification of the functional

connectivity that significantly contributes to pain prediction. I identified a few patterns

that may be further investigated in future research, upon qualitative assessment of Fig-

ure 4.8. One can identify several features. The most salient difference revolves around

the clustering of features within the occipital region vs. a distributed long-ranging con-

nectivity for the alpha-phase features. Nevertheless, other patterns can be identified.

Hot (Pain)

• Short-range interhemispheric frontal connectivity

In this study, the crucial task was distinguishing the pain condition (H) from the

non-pain conditions. The specific characteristic of the H condition was one con-

nectivity at the frontal region, AF8-F7 (see Figure 4.9). This is in line with pre-

vious findings, including the strong correlation between alpha-phase synchrony in

the frontal region during pain conditions [297], and the change of alpha power in

the frontal region reflecting chronic pain [298].

• Long-range occipital connectivity

While the frontal region’s functional connectivity was specific to the pain condi-
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PowCon PhaCou PowCouPhaCon

Eyes-open

Eyes-closed

Hot

Warm

Figure 4.8: Features showing the characteristics selected from each type of neural marker

of integration: After selecting 40 features with NCA from each type of feature, the ones shared

by at least two binary classifiers containing every individual condition were selected to represent

the characteristics, the rows represent the conditions, while the column is for the feature type.

In the last two columns showing the selected features from coupling features, the color of each

square represents the frequency band involved in the CFC at the corresponding channel (red-

delta, green- theta, blue- alpha, yellow- low beta).
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Figure 4.9: Selected features from alpha-phase connectivity features of each condition

versus the other conditions. Except for the diagonal from top-left to right-bottom, the row

represents each targeting conditions, the column represents the other condition in the corres-

ponding binary classifiers, in which the features are shared by at least two classifiers containing

the targeting condition, such features were marked with blue lines in the figure. And the ones on

the diagonal show the significant features of every condition, which were shared by all classifiers

containing the corresponding condition, which are marked in red.
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tion, important features to distinguish resting states from the other conditions were

mainly located in the occipital region, e.g., P5-O1 for O (see rows Eyes-open and

Eyes-closed in Figure 4.9). Meanwhile, from the features distinguishing pain and

resting states, the connectivity between frontal and occipital regions played a sig-

nificant role, i.e., FT7-PO7 for H. Such results are consistent with findings focusing

on how the alpha-band phase synchrony in frontal and occipital regions is associ-

ated with resting states [233]. Hence, the functional connectivity between frontal

and occipital regions could be used to determine whether an individual is not ex-

periencing pain.

Warm (Innocuous stimulus)

Though the functional connectivity covering frontal and occipital regions was sufficient

to classify the thermal stimulus and resting states, one main challenge in pain prediction

is to identify the intensity of pain or innocuous stimulus. In our experiment, I could

only investigate pain intensity by classifying the innocuous (W) and painful (H) thermal

conditions as two extreme scenarios. Unfortunately, no functional connectivity specific

to classifying H and W was found. Nevertheless, by ignoring the nonexistent features

shared by all classifiers involving W conditions, some functional connectivity involving

the central region was key in the classification between the W condition and resting states

(Columns ’Eyes-open’ and ’Eyes-closed’ in the row ’Warm’ in Figure 4.9). The location

of these connections, C3-CP5 and F2-C6, suggests the involvement of the somatosensory

lobe [299]. The somatosensory lobe is a vital brain region in pain processing and its
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activities are specific to pain sensitivity [300, 301, 302].

Considering the significance of frontal and occipital regions, and the central con-

nectivity near the region toward the somatosensory lobe, the correlation between the

somatosensory-prefrontal network and tonic pain is consistent with previous findings

[280]. Hence, due to both the good performance and widely-distributed ROIs, I analysed

ROIs related to tonic pain prediction only focusing on alpha-phase functional connectiv-

ity. The results uncovered topological patterns of alpha-phase functional connectivity for

further development of the pain prediction model. Functional connectivity from a subset

of 32 electrodes shown in Figure 4.9 selected out of 62 electrodes also produced a good

performance, which proved fewer electrodes were sufficient for our application [303].

By focusing on the topographical ROIs related to pain processing, I can ’translate’ them

into neural markers of integration as features to build efficient and accurate online pain

prediction models that can be applied at the bedside in the future.

4.5 Conclusions

This work employed machine learning as a tool in a novel analysis, providing quantitative

metrics to compare the neural markers of integration. By comparing power-based and

phase-based neural markers of integration from EEG for pain prediction, this chapter

exposed the importance of phase-based functional connectivity from the alpha band.

Briefly, phase-based functional connectivity of the alpha band showed ideal performance

in both accuracy (89.23% ± 11.31% from 10-sec trials) and efficiency. This accuracy has
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achieved the average binary classification performance around 90% reviewed in [37],

which mostly used time-frequency features [207, 210, 211]. Furthermore, the follow-

ing work using phase-based functional connectivity from the alpha band with convo-

lutional neural network (CNN) produced high accuracy in binary classification around

95%, which further supports the use of this feature for pain prediction [303]. Unlike

studies using time-frequency features, the alpha-phase functional connectivity is concise.

Consequently, the topography of the neural markers revealed the strong diversity of the

alpha phase between conditions, which supported its performance. From the analysis

of topographical patterns that contribute to pain processing, we confirmed the role of

the connectivity at the frontal lobe in pain conditions and the contributions of the oc-

cipital lobe in recognising resting states. To my knowledge, the topographical analysis

provided the first explanation of the comparison between phase and power in the predic-

tion of pain. In addition, phase-based functional connectivity provided interpretability

of pain processing complexity in spatial integration, which could help the evaluation for

clinical applications in the future. A limitation of this study is that the models were

trained on the data from each participant individually. Therefore, it is unclear whether

the models can predict pain in participants not involved in training. In other words, the

generalisation of this feature to unknown participants, for example, transferring the pain

assessment model to unresponsive patients, has not been sufficiently studied. Consider-

ing the correlation between the alpha band and individual pain sensitivity [304], the

functional connectivity of the alpha band could be a key to the generalisation of the pain

assessment model. In Chapters 5 and 6, my work focuses on using the EEG alpha band
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to improve the generalisation of pain prediction model.



Chapter 5

EEG-based Cross-Subject Pain

Prediction I: EEG-Based Pain

Assessment Model Using Convolutional

Neural Networks

Following the findings on the ideal performance of phase-based functional connectivity

from the alpha band in Chapter 4, the functional connectivity features input the CNN

model for pain prediction. The work in this chapter evaluates the performances of the

CNN model in cross-subject pain prediction. Most of the materials in this chapter have

been published in [303] and [305].

111
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5.1 Introduction

Finding the optimal feature is always the first step in building a machine learning model,

and Chapter 4 has disclosed the alpha-phase functional connectivity as the ideal feature

in pain assessment. Although the SVM model evaluated in Chapter 4 could classify the

pain condition and resting states with good accuracy, its performance in predicting pain

from more general non-painful states, e.g., the sensation of innocuous thermal stimulus,

was still under improvement. Furthermore, it was still unclear whether the SVM model

can predict pain in the novel user, from whom the data were not involved in the model

training. Therefore, when recalling the requirements of unresponsive patients’ caretakers

at the bedside and in clinical need, more attempts are still necessary to make the model

more generalisable. In simple terms, if the SVM has poor generalisability, this research is

supposed to propose another solution to generalise the model to novel users. Taking into

account the unique patterns of functional connectivity under different conditions (see

Figure 4.9), in this work we aimed to develop a novel classifier for pain prediction, and

its performance was evaluated in both within-subject and cross-subject tests.

As reviewed in Section 2.4.2, although many machine learning models achieved good

performance by training and predicting pain in the same individual, cross-subject pain

prediction models were rarely reported [37, 214, 306]. Intrinsically, cross-subject pain

assessment is a typical cross-domain transfer learning task, and each domain represents

a subject. In research of cross-domain transfer learning, many effective and robust mod-

els have been proposed [47, 243]. These models have been widely used in many fields of
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AI, including CV and NLP [47, 307]. However, unfortunately, not only specific to pain as-

sessment, individual variation is a main obstacle to generalising models classifying brain

states using EEG to novel subjects [308]. Neural responses to pain have strong individual

differences, thus it is difficult to expose nonspecific characteristics to individuals, which

means that pain assessment is even quite a challenging aim among the development of

transfer learning models based on EEG [31].

In the discovery of neural biomarkers correlated with individual specificity, Schulz

et al. revealed that individual sensitivity to pain is correlated with alpha (8 − 10Hz)

and gamma (≤ 80Hz) oscillations, both of which presented significant cross-individual

variation statistically [39]. More particularly, some recent studies suggested that the

PAF is a powerful predictive index of pain sensitivity [32, 191]. On the basis of these

findings, I proposed that the functional connectivity from the alpha band may also carry

specificity to individual differences in pain processing. Therefore, the model can be

sensitive to both the pain-related features and the individual-related features, which can

allow it to expose the intrinsic features specific to pain perception. Therefore, alpha-

phase functional connectivity is still the neural biomarker to predict pain in this chapter.

Not only did this research take the vague generalisation of SVM into account, but it

also considered applying transfer learning architectures to improve the generalisability

of the pain assessment model with limited data. Accordingly, most transfer learning

frameworks were designed based on deep learning algorithms [47]. For example, the

AutoTransfer framework can transfer models trained with biosignals to novel domains

[309]. In the field of EEG, adversarial learning has shown the potential to improve
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cross-domain transfer learning [310]. Another fact is the lack of deep learning’s use in

pain prediction [37], so for the further use in the development of the pain assessment

framework in transfer learning, the deep learning model became the centre of this work.

Among deep learning models that assess pain, Yu et al. reported a high classifica-

tion accuracy of pain states with CNN models above 95% [44]. Nonetheless, it is still

unknown whether such CNN algorithm, which is effective within the same subject, can

generalise to novel subjects. This gap aroused the idea to develop a deep learning model

for pain assessment which can process features that indicate individual specificity. As a

technique that can extract spatial patterns from two-dimensional data, this study reor-

ganised functional connectivity features into two-dimensional matrices and input them

into CNN classifier for pain assessment [311].

While using machine learning to classify biomedical signals, there are always con-

cerns about the interpretability of the models [312, 313, 314]. Since the models de-

veloped in this work are directed toward use in unresponsive patients, it became even

more rigorous to prove whether the features exposed by the CNN model are specific

to pain processing or not. For CNN, Gradient-weighted Class Activation Mapping (Grad-

CAM) can detect and visualise regions with high contributions extracted by hidden layers

in CNN [315]. Grad-CAM generates coarse localisation maps with the gradients of a class

inputting the final hidden layer in a CNN architecture. Therefore, the patterns of the im-

portant regions in the input image are highlighted. In sum, it exposes the important

regions for classification in the input two-dimensional data, especially images. Particu-

larly, the activated patterns of functional connectivity detected in this work can suggest
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the integrations between which brain regions are specific to pain perception.

In addition, before exploring the capability of CNN model to detect individual-related

features, the association between alpha-phase connectivity and individual specificity

needs to be declared. Traditionally, gender and age differences in the perceptual exper-

ience of pain were reported [316, 317]. Therefore, it is a good option to group subjects

using functional connectivity of the alpha phase as input, which can evaluate whether

output groups correlate with particular properties or original identification of subjects

[318]. If significant correlations occur in some property or identification, I could pro-

pose that the alpha-phase functional connectivity is also a neural biomarker for subject

recognition. Therefore, the prediction scores for each cluster produced by the classifier

might be a measure of similarity between subjects [319]. Then the most similar domain

(i.e., the subject in this study) to the novel subject can be selected to train the model,

which predicts pain-related conditions in the novel subject [320, 321]. This strategy is

selective transfer learning; it can be a candidate to resolve the challenge of cross-subject

pain assessment.

In summary, the models in this chapter aim to overcome the limitations caused by

individual differences in pain processing. First, a CNN model was designed to predict

pain, whose performance in both within-subject and cross-subject tests is evaluated, and

the performance baseline from the SVM model in Chapter 4 is compared with the novel

model. And after the models’ evaluation, I analysed the activation patterns of functional

connectivity with high contributions from the CNN model, then the patterns can interpret

the model’s performances according to the neurophysiology of pain perception. Second,
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subjects were clustered according to alpha phase functional connectivity, and another

CNN model was designed to recognise subjects for selective transfer learning.

5.2 Methodology

5.2.1 Experimental Conditions

The data was recorded in the experiment described in Chapter 3. The condition indu-

cing psychological unpleasantness (S) is excluded from the analysis in this chapter. The

painful thermal stimulus (H), innocuous thermal stimulus (W), eye-open resting state

(O), and eye-closed resting state (C) were involved in the training and evaluation of the

machine learning models in this chapter. In the part of selective transfer learning, this

chapter only focusses on the main target of classifying conditions O and H in the analysis.

The primary aim of pain prediction is to distinguish pain from non-pain conditions.

Therefore, this study utilised binary classification which ultimately combines the condi-

tions into the nodes in binary decision trees. We propose two paradigms of the decision

trees: 1) distinguish resting states from thermal stimulus (both pain and innocuous non-

pain conditions) (see Fig. 5.1a); 2) recognise pain from non-pain states (both resting

states and innocuous thermal stimulus) (see Fig. 5.1b). This thesis still focuses on the

objective of recognising the main affective experience of pain (i.e., unpleasantness), and

ignores the main sensory experience of pain (i.e., intensity). Hence, this chapter fol-

lowed the rationale of Decision Tree 2. However, future research must also engage with

Decision Tree 1 as to fully map the features associated with the experience of pain. As a
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(a) Decision tree 1 (b) Decision tree 2

Figure 5.1: Two types of decision trees in pain prediction: (a) classifying if the thermal stimulus

was induced before distinguishing the intensity of the thermal stimulus, (b) targeting at recog-

nising the pain, then classifying the non-pain conditions, respectively.

result, we trained and tested the binary classification in each branch of the decision tree

presented in Table 5.5.

5.2.2 Data Re-organisation

Based on the important functional connectivity revealed in Figure 4.9 of Chapter 4, 31

channels remained in this work, including FP2, AF3, AF8, F6, F7, FC4, FC5, C2, C3, C6,

Cz, CP1, CP2, CP3, CP4, CP5, CP6, FT7, T8, P3, P5, P6, P7, P8, PO5, PO6, PO7, PO8, O1,

Oz, O2 (see Figure 5.2). Due to a mistake in data pre-processing, FC5 was duplicated

incorrectly in this research.

After filtering the data into the alpha band (8 − 12Hz), phase-based functional con-

nectivity was generated with Formula 4.1 as ISPC. Based on the findings in Chapter 4,

the data were then split into 5-second epochs with 90% overlap between neighbouring

epochs. When the ISPC was calculated between each pairwise channel from a trial, the
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Figure 5.2: The map of EEG channels used for feature extraction this this chapter. The

highlighted channels with labels were used for generating features in this chapter and Chapter 6.

ISPCs were assigned as an element in a matrix representing the functional connectivity

of this trial. Therefore, we obtained the ISPC data set X = {(xab, ys, yp)}Na=b=32 that con-

tains N samples, where each 32× 32 feature matrix xab contains the ISPC value between

the channels a and b, i.e., xab = ISPCab where xab ∈ [0, 1], ys are the subject labels and

yp represent the pain-related conditions (that is, H, W, O, and C). When features were in-

putted into the SVM model, the features were transformed into one-dimensional vectors

without duplication. The transformed dataset is X ′
t = {(xa∗b, ys, yp)}Na,b=1

32, where a < b,

in which each input sample has 496 elements. Figure 5.3 shows an example of the

re-organised ISPC matrix.
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Figure 5.3: An example of the re-organised ISPC feature matrix. Each sample of an ISPC

matrix was a 32×32 square matrix, in which the columns and rows represented the EEG channels,

and the orders of channels were consistent.

5.2.3 Machine Learning

Support Vector Machine

This chapter used the same SVM model as the classifier used in Chapter 4. The features

xra∗b that input the SVM models, and the labels for training and testing were the pain

conditions yp. This study used the performances produced by the SVM model as baselines

in the evaluation.

Model for Pain Prediction

Table 5.1 and the combination of Tables 5.2 and 5.3 display the CNN classifiers’ architec-

tures for pain prediction. The input was the two-dimensional dataset xrab and the labels

are the pain conditions yp. Since the elements in a two-dimensional ISPC matrix range
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Table 5.1: Architecture of the CNN model: Three basic structures (layers 1-9) were applied,

in which the activation function of each convolutional hidden layer was a rectified linear unit

(ReLU) function. The 2D sizes in brackets involved in ’Size/Parameter’ represent the kernel size

of the corresponding layer, and the parameter multiplied with the kernel size in each hidden layer

is the number of filters.

No. Layer Size/Parameter Output

1 2D Convolution 1 (7× 7)× 128 (32× 32)× 128

2 2D Max-pooling 1 (3× 3) (10× 10)× 128

3 Batch Normalisation 1 - (10× 10)× 128

4 2D Convolution 2 (5× 5)× 64 (10× 10)× 64

5 2D Max-pooling 2 (3× 3) (3× 3)× 64

6 Batch Normalisation 2 - (3× 3)× 64

7 2D Convolution 3 (3× 3)× 32 (3× 3)× 32

8 2D Max-pooling 3 (3× 3) (1× 1)× 32

9 Batch Normalisation 3 - (1× 1)× 32

10 2D Dropout 0.2 (1× 1)× 32

11 Flatten 1 - 32

12 Fully Connected 1 100 100

13 Activation (ReLU) - 100

14 Flatten 2 - 100

15 Activation (sigmoid) - 100

16 Fully Connected 2 2 2

17 Softmax - 2



5.2. METHODOLOGY 121

between 0 and 1, the ISPC matrix is an ideal input to a CNN model. Consequently, no

further processing of xrab was essential before training the CNN model. In the end, the

softmax layer produced the prediction of pain conditions for each sample.

Model for Subject Recognition

To test if the alpha-phase functional connectivity correlates with the identification or

general properties of subjects, this work applied k-means clustering to quantify the sim-

ilarity among subjects [318]. The clustering algorithm is for partitioning N samples into

k clusters, in which the sum of the squared distances from each sample to the centroid

of its cluster is minimised. In this work, I initiated the number of clusters as 36, the

number of subjects. Mathematically, the initial centroids k were randomly generated in a

k-means clustering. Then the features of the i-th sample xi were assigned to the nearest

centroid µj and associated with the j-th cluster, for which the algorithm computed the

distance between xi and µj as the Euclidean distance:

C(i) = argmin
j

∥xi − µj∥2 (5.1)

After the assignment step, the centroid µj of the cluster was updated as the mean of

all points xi currently in the cluster with the formula:

µj =
1

|Cj|
∑
xi∈Cj

xi (5.2)

When the centroids converged to stop changing significantly, the samples in each fixed

cluster were seen as similar samples. Therefore, when most samples from the same sub-

ject were clustered in the same cluster, I could propose that the alpha-phase functional
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Table 5.2: The encoder’s architecture for feature extraction

No. Layer Size/Parameter Output

1 2D Convolution 1 (7× 7)× 128 (26× 26)× 128

2 Batch Normalisation 1 128 (26× 26)× 128

3 2D Convolution 2 (5× 5)× 64 (22× 22)× 64

4 Batch Normalisation 2 64 (22× 22)× 64

5 2D Convolution 3 (3× 3)× 32 (20× 20)× 32

6 Batch Normalisation 3 32 (20× 20)× 32

connectivity is a biomarker of subject identification.

If the alpha-phase functional connectivity can be the biomarker to cluster the sub-

jects’ identification, I could assume that a classifier can recognise the subject with it. If

not, the performance of such a classifier can also suggest whether there is a possibility to

use the alpha-phase functional connectivity predicting pain. Inspired by the adversarial

learning model to classify EEG signals [310], the subject recognition model shared the

same architecture as the pain prediction model in Section 5.2.3. But the activation func-

tions were different. Therefore, it can be a preparation for the further development of

the transfer learning model (which will be covered in Chapter 6).
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Table 5.3: The architecture for the classifying pain and non-pain conditions

No. Layer Size/Parameter Output

7-1 2D Dropout 0.2 (20× 20)× 32

8-1 Flatten 1 - 12800

9-1 Fully Connected 1 100 100

10-1 Activation (ReLU) - 100

11-1 Flatten 2 - 100

12-1 Activation (sigmoid) - 100

13-1 Fully Connected 2 2 2

14-1 Softmax - 2

Model Training and Testing

This study used Adam optimiser in the training, and the learning rate was 10−3. The

decay rates were established with β1 = 0.9 and β2 = 0.99, the L2 penalty was 0.01. The

batch size was 256 and 100 epochs were trained in each classification. In the validation,

the pain assessment models were the architecture in Table 5.1 or the concatenation of

the encoder in Table 5.2 and the architecture in Table 5.3, and the subject recognition

models contained the encoder in Table 5.2 and the layers in Table 5.4. To simplify the

model, all the pooling layers were removed in the models of selective transfer learning

and subject recognition in Table 5.2 compared to the architecture in Table 5.1.
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Table 5.4: The architecture for recognising individuals (Number of subjects: N)

No. Layer Size/Parameter Output

8-2 Flatten 1 - 12800

9-2 Fully Connected 1 N N

10-2 Softmax - N

- Subject Recognition

• All-mixed: The basic dataset involved the data from all subjects. For controlling its

comparability with the LOO training, the 36-fold cross-validation split the data into

a training and a testing set, with the ratio of 35:1 in each cross-validation fold.

• LOO training: With excluding one subject in each test, 36 independent models

were trained and validated with only the data of 35 included subjects. Similarly,

80% data from the included subjects participated in the training, and the other 20%

were the testing set.

- Pain Prediction For each training set, 7500 epochs per each class were randomly

selected from the training data to balance the training set in the binary classification. If

one binary class contained the mixture of several conditions, for example, pain (H) vs.

non-pain (mixture of W, O and C), the consistent number of epochs was selected for each

class (i.e. 2500 epochs from W, O and C respectively). In all runs of model evaluation, I

applied 10-fold cross-validation, and the accuracy of each classification output was used
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as the metric of model performance.

• Within-subject assessment: In each test, the subject-wise data from one subject is

used to train and test the model, which means 36 independent models with the

same architecture were covered. Data from each subject were divided into training

and test sets with a ratio of 4 : 1.

• Subject-mixed: To make the size of the data equivalent to further LOO tests, a

36-fold cross-validation was applied to the dataset where the data of all subjects

mixed.

• LOO testing: In each test, a subject was excluded. And the model was trained on the

basis of the data from 35 included subjects. Then the model predicted the labels of

the data from the excluded subject, whose accuracy is the basis for quantifying the

model’s performance.

Cumulative Evidence and Performance Validation

At the bedside, the patient’s caretakers always ask for a balance between the precision

and immediacy of the pain assessment [283]. Based on this background, this study

tested the accuracy of the prediction with cumulative evidence. Since the duration of the

trial was five seconds and the overlap ratio was 90%, the duration of time involved in an

epoch increased by 0.5 seconds with another trial included in the evaluation. This work

tested the effects of trial numbers between 2 and 109 (with the time duration between

5.5 and 60.5 seconds, respectively).
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Two strategies of cumulative evidence were used in the prediction of pain in this

study. One of them is based on the mean prediction scores of each class in the involved

trials. The other strategy is a voting mechanism that produced the prediction as the most

frequent class among all trial-based predictions. Figure 5.4 is an example involving five

trials with the application of these cumulative evidence strategies.

The mean accuracy between all testing sets in each validation mode represented the

performance of the models studied: a) In the leave-one-out (LOO) validation of pain

prediction, each testing set contained data from one excluded subject. This model also

involved the analysis of the maximum accuracy produced by the cumulative evidence.

b) In the subject-mixed validation, each testing set consisted of the a fold of the cross-

validation.

Selective Transfer Learning

Assuming that the subject recognition model could predict the identification of subjects,

when a subject is excluded in training the subject recognition model, the prediction of

excluded samples can reflect which subjects are similar to the excluded one from the

included subjects in the training. By training the pain prediction model with a similar

subject, the pain-related conditions of the excluded subject might be predicted.

This strategy is selective transfer learning, and Figure 5.5 shows the pipeline. In each

leave-one-out (LOO) test, the subject recognition model was trained with 35 subjects

excluding one subject. Then the most frequent output label k predicted with the samples

of the excluded subject j was selected as the subject most similar to the subject j. Sub-
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Figure 5.4: An example of the cumulative evidence involving 5 trials. (The values are only

examples instead of real predictions) The red trial represents the target to be predicted. Two

classes are represented by labels 0 and 1, x is the prediction score of class 0 and y is the prediction

score of class 1. The prediction labels are shown at top right from two strategies. The original

prediction is only produced with the target trial itself.

sequently, a subject-wise pain prediction model was trained with only data from the most

similar subject k, and predicted pain-related conditions in the subject j excluded from

the subject recognition model training.

5.2.4 Grad-CAM

Grad-CAM identified the activated regions within the functional connectivity in the pair-

wise binary classification of all conditions [315]. The main idea of Grad-CAM is to use

the gradients of the target class (score) with respect to the feature map of a convolu-

tional hidden layer, so the important regions in the feature map can be exposed. After

computing the gradients of the target class score Sc of the feature map A of a hidden
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Figure 5.5: The pipeline of selective transfer learning. The testing set of both models on the

figure is all the data of the excluded subject. The subject recognition model predicted the subject

most similar to the excluded subject. The pain prediction model then predicted the pain-related

labels, where the subject-wise pain prediction model was trained with the data from the excluded

subject (i.e., Pain Classifier k).
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layer. The gradients ∂Sc

∂Ak represent how much the output class score changes with a small

change in the k-th feature map. Then the global average pooling is applied to the feature

map A to compute the weight akc in class c as:

akc =
1

Z

∑
i

∑
j

∂Sc

∂Ak
ij

(5.3)

Finally, the Grad-CAM Lc is produced as the weighted sum of the feature maps, followed

by a RuLU activation:

Lc = ReLU

(∑
k

αc
kA

k

)
(5.4)

The CNN model accepted the mean ISPC matrix from each condition to detect the

corresponding feature maps generated by the last hidden convolutional layer (layer 7 in

Table 5.1). For generating the patterns, the mean matrix of each condition is input into

each binary classifier containing this condition, and the pattern of each class within the

binary classification was produced, respectively. Then we matched the feature map to fit

the original size of the input and summed them up to reveal the activated regions, thus

the functional connectivity with main contributions in pain assessment can be demon-

strated. Finally, we computed the absolute arithmetic differences between the activated

patterns of two conditions from each pairwise binary classification, which informed con-

vincing functional connectivity differentiating the two conditions.
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Table 5.5: Performance of binary classification with CNN and SVM models: (1) ’All’: the models

were trained with the data from all subjects. (2) ’LOO’: Each training excluded a subject, here

shows the accuracy of predicting the pain-related labels of the excluded subject’s data.

CNN SVM

All LOO All LOO

Pain(H) vs Non-pain(W+O+C) 94.37% 61.55% 49.12% 38.59%

Pain (H) vs Resting states (RS)

H vs O 94.16% 61.01% 49.49% 44.58%

H vs C 98.85% 77.20% 52.00% 23.52%

H vs RS (O+C) 96.85% 63.87% 53.60% 34.18%

Warm (W) vs Resting states (RS)

W vs O 98.35% 57.64% 50.61% 43.60%

W vs C 97.76% 72.54% 51.15% 28.96%

W vs RS (O+C) 95.25% 63.94% 49.15% 33.41%

H vs W 94.43% 52.21% 50.80% 51.05%
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5.3 Results

5.3.1 Basic Cross-Subject Pain Prediction

Table 5.5 presents the performance of the CNN and SVM models, which were acquired

in each binary classification declared in the decision trees in Figure 5.1. When using

the mixed data of all subjects, the CNN model produced satisfactory accuracy (mean:

96.25%, accuracy between H and O: 94.16%), which is a bright signal when the SVM

model cannot work against individual differences (mean accuracy: 50.74%, accuracy

between H and O: 49.49%). The CNN model also worked better than the SVM model to

classify the painful and non-painful thermal stimulus (H vs W), in which the accuracy

was 94.42% > 50.80%. So it could contribute to the generalisation in discriminating pain

intensity among individuals. Moreover, it was even better than the accuracy of the SVM

model within the subject in Chapter 4, where the mean accuracy was 82.55%.

In the perspective of LOO tests, the performances of the CNN model were less satis-

factory (mean accuracy: 63.69%, accuracy between H and O: 61.01%). However, it is still

better than the SVM model benchmark (mean accuracy: 37.24%, accuracy between H

and O: 44.58%). So the model has the potential to be improved for generalising it across

subjects.

The within-subject evaluation of the CNN model produced the mean accuracy of

92.76%, which was higher than the baseline produced with SVM in Chapter 4 (86.03%)

with the same length of trials. But the limited performance of LOO suggested the poor

generalisability of the CNN model. Therefore, the influences of cumulative evidence were
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analysed. Figure 5.6a shows the curve of accuracy that changes along the time length

in the cumulative evidence, which increases significantly within the studied range. Not

only it is feasible to use one minute in pain prediction as the highest accuracy shown in

this evaluation, but also the mean level of cumulative evidence achieved a higher level

than the original prediction around just 30 seconds .

Table 5.6: Accuracy produced in different testing modes in the classification between con-

ditions O and H. Three columns represent three different testing modes in the study without

pooling layers. (1) Within-subject (WS): the models were trained and tested with the data from

the same subject. (2) Leave-one-out (LOO): in each test, the model training excluded the subject

in the corresponding row. (3) Mean accuracy of cumulative evidence (Mean CE): The accuracy

was from the results applied with cumulative evidence, where the mean values across all the

studied time length represented the average level produced by cumulative evdence. The bold

value in each row represented the larger value between the accuracy from LOO and Mean CE.

Subject No. WS LOO Max CE

0 86.81% 57.74% 58.89%

1 90.83% 63.95% 74.86%

2 89.84% 63.21% 86.76%

3 96.34% 56.39% 55.80%

4 75.82% 63.27% 76.17%

5 99.33% 47.78% 43.36%

6 84.67% 66.30% 78.66%
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7 95.95% 52.76% 55.32%

8 99.11% 45.58% 48.03%

9 80.50% 51.86% 53.97%

10 89.58% 52.41% 55.44%

11 79.69% 59.14% 61.52%

12 83.55% 61.80% 64.62%

13 97.56% 56.01% 64.00%

14 94.67% 57.95% 55.44%

15 98.73% 68.84% 92.93%

16 96.82% 58.61% 68.97%

17 97.68% 57.86% 70.64%

18 89.85% 60.25% 68.10%

19 93.68% 48.22% 53.40%

20 98.76% 49.63% 52.50%

21 99.69% 49.09% 48.36%

22 95.28% 55.24% 63.75%

23 95.98% 54.44% 53.69%

24 99.22% 56.40% 60.53%

25 97.09% 44.55% 36.75%

26 95.18% 58.60% 65.95%

27 95.19% 69.56% 82.82%
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28 91.35% 52.90% 53.95%

29 95.60% 54.82% 56.62%

30 95.13% 76.92% 90.53%

31 85.03% 67.84% 69.41%

32 95.18% 53.89% 55.46%

33 97.07% 67.51% 84.73%

34 87.17% 56.87% 58.57%

35 95.47% 68.04% 90.30%

Mean 92.76% 57.95% 64.19%

Standard Deviation 6.12% 7.35% 13.79%

5.3.2 Subject Recognition

Clustering of Subjects with Functional Connectivity

By clustering phase-based functional connectivity samples from the alpha band using the

k-means algorithm, the samples were clustered into 36 clusters. Among the 36 subjects

participating in this research, more than 90% samples of 30 subjects appeared in the

same group, respectively. Hence, I proposed that the alpha-phase functional connectivity

has correlations with the individual specificity, which can be the features predicting the

identification of subjects.
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Figure 5.6: The curves of mean accuracy versus the time duration of classification between

conditions O and H with cumulative evidence. The curves represent the mean accuracy across

excluded subjects from the two paradigms based on cumulative evidence, and the original curves

represent the accuracy produced by only the target trial in the corresponding test.
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Table 5.7: Accuracy produced by the individual recognition and pain assessment models

under different validation modes. For the tests about generalisation, including the leave-one-

out (LOO) and selective transfer learning (STL) tests, it showed the original accuracy without

cumulative evidence, and the maximum accuracy produced by mean and voting mechanisms of

cumulative evidence.

Model Validation Mean Accuracy (%)
Max Individual

Accuracy (%)

Individual recognition All-mixed 99.63± 0.23

Leave-one-out 99.55± 0.22

Pain Prediction Within-subject 92.76± 6.12 100.00

Subject-mixed 96.52± 1.02

LOO (original) 57.81± 7.48 73.33

LOO (max., mean) 69.56± 14.72 100.00

LOO (max., vote) 69.75± 14.59 99.43

STL (original) 53.73± 10.59 79.50

STL (max., mean) 58.41± 15.32 100.00

STL (max., vote) 58.83± 14.92 100.00
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Figure 5.7: The clustering result of all subjects based on the alpha-phase functional con-

nectivity. The column represents the true subject s, and the row represents the clustered group’s

number c. The value on each cell represents the ratio of samples clustered into group c belonging

to the subject s.
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Performance of CNN model for Subject Recognition

Table 5.7 showed the nearly perfect performance of the CNN model to recognise the

subjects, it is consistent with the clustering result and the theoretical correlation between

individual pain sensitivity and the alpha band. With the mean accuracy above 99% in

both training with all 36 subjects or 35 subjects in the LOO dataset, the development of

the selective transfer learning model can potentially rely on this pain recognition model

to select a subject similar to the to-be-predicted subject.

5.3.3 Selective Transfer Learning

I implemented the selected transfer learning paradigm as expressed in Section 5.2.3 and

Figure 5.5. Figure 5.8 displays the ratio of predicted subject IDs, in which the subject

taking the highest proportion was selected as the most similar subject for subject-wise

model training. However, when the subject involved in model training was selected

according to the subject recognition model (Figure 5.6b), the accuracy was always lower

than the LOO test based on the models trained with the 35 subjects except the tested one

(Figure 5.6a). Table 5.7 also showed the performance metrics of the LOO and selective

transfer learning tests.

5.3.4 Activated Functional Connectivity

Figure 5.9 displays the differences between the activation patterns of Grad-CAM. The

main aim of this analysis is to detect the features in charge to recognise the H condi-

tion (shown in the first column). According to the activation feature maps, the patterns
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Figure 5.8: The proportion of subject ID predicted with the data from the subject whose

pain labels were predicted. The rows represent the subjects to be tested, whose pain-related

labels were predicted. The columns represent the predicted subject IDs produced by the subject

recognition model, the ones with the highest ratio were selected as the most similar subjects to

the ones in the rows. The models were then trained with each most similar subject to predict pain

in the respective subject in the rows.
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related to the H condition distributed over the central-parietal and central-occipital re-

gions of the scalp. Furthermore, central-central, frontal-parietal, and parietal-parietal

functional connectivity offered some evidence to distinguish the conditions of W and O

(’W vs O’ in Figure 5.9), in which their contributions were significantly weaker than the

specific functional connectivity of pain. And it is not surprising that there were also com-

pelling patterns for recognising the C condition, suggesting that the model can extract

the features intrinsic to some neurophysiological characteristic unrelated to the cognitive

tasks in rating pain.

5.4 Discussion

5.4.1 Improvement of Generalisation in Pain Assessment Model

When a subject can provide training labels, that is, involved in the training phase, the

prediction performances in within-subject and subject-mixed tests had ideal accuracy in

pain prediction. More particularly, the model can differentiate between pain and resting

states or between pain and an innocuous sensation. Moreover, the performances equated

to the benchmark of the work using several multiple components to generate features.

The SVM model worked well in within-subject pain prediction (see Chapter 4), but

it was not sensitive to the features related to the individual differences, which produced

accuracy around the chance level (Table 5.5). This limitation might originates from the

principle of SVM, which focuses on finding a single and optimal hyperplane, which sep-

arates the classes using the average margins. Nonetheless, when the data involves strong
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Figure 5.9: The absolute values of arithmetic differences among the activated patterns out of layer

7 in Table 5.1 between each pair of conditions. These differences can show the cogent regions

reflecting the connectivity capable of significantly classifying the corresponding conditions: Hot

[H], Warm [W], Eyes-open [O], and Eyes-closed [C].
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individual differences, SVM might perform poorly since it does not accommodate vari-

ability in data distribution across domains that is individuals in this work. Therefore,

the fixed, singular decision boundary generated by SVM may not reflect the separations

among individual characteristics accurately. Compared to the SVM model, the subject-

mixed performance of the CNN model tended to defeat the negative effects of individual

differences. And the LOO results in Tables 5.5 and 5.7 also revealed the potential to

generalise the CNN model to the novel subject not involved in model training, but the

feasibility is still limited in accordance with the accuracy. So the model cannot be applied

to unresponsive patients. Such a limitation most probably resulted from the strong indi-

vidual variation of the brain’s responses to pain. Despite that PAF is sensitive to account

for individual variation [191], the approach to utilise functional connectivity of the alpha

band requires more attempts to predict pain in the novel subject.

Although this study did not produce an ideal accuracy in predicting pain between

subjects, cumulative evidence optimised performance (64.19% > 54.96%). According

to Table 5.5, 8 of 36 subjects achieved a mean accuracy above 75% with cumulative

evidence, and most of them were better than the accuracy produced without cumulative

evidence. Table 5.7 demonstrated that some subjects can even obtain the maximum

accuracy of 100% with a long cumulative duration. Despite the mean accuracy being

worse than the benchmark (89.45% in [214]), the large standard deviation (13.79%)

indicated the effects of individual differences. The difference between the mean and

maximum accuracy in the cumulative evidence also denoted the effects associated with

individual variation.
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However, selective transfer learning tested in this work did not assign the potential

of alpha-phase functional connectivity in cross-subject pain prediction as expected. This

may be caused by differences in the number of subjects. In general, the sensitivity of ma-

chine learning models to target classes is specific to the number of samples in training,

where more data can make it easier for the classifier to detect specific features of each

class [322]. Nevertheless, the data included in the selective transfer learning training

set was nearly 1/35 of the data in training the LOO model. One strategy to capitalise on

similar subjects to predict pain in a novel individual may entail increasing the number of

samples within a generative adversarial network (GAN) [323], or building an adversarial

learning model that will contrast a pain assessment network and an individual recogni-

tion network [324]. More simply, the model can measure the similarity between subjects

to select the most similar subject (s), for example, the Kullback-Leibler divergence (KL di-

vergence) [325]. With such measures, the pain prediction model can follow any efficient

framework, not only limited by deep learning methods.

Cross-subject pain prediction models typically used time-frequency features within

specific channels or frequency bands, but did not use enough measures of neural in-

tegrations, such as functional connectivity. Furthermore, most of the previous models

extracted features from several frequency bands and used multiple types of features

[214, 306, 326]. Accordingly, the advantage of the CNN model proposed in this work

was obvious that it was concise and efficient. Taking into account the requirements of

efficiency, the use of phase-based functional connectivity from the alpha band made it

concise and efficient. Therefore, it is worth further investigation in the development of
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applications at the bedside.

5.4.2 Functional Connectivity of Interests in Pain Assessment

Revealed by Deep Learning

One of the main highlights of this work is the interpretability based on Grad-CAM, Figure

5.9 intuitively exhibited the activation patterns of the feature maps classifying different

conditions. This analysis can support the reliability of the models developed in this study,

which can help its promotion in clinical environments.

As the activated pattern shared by all binary classifications involving the H condition,

functional connectivity between the frontal and central brain regions contributed to pain

processing. In pain processing, neural signals are processed mainly in the somatosensory

and frontoparietal regions, and the central brain region is around the somatosensory cor-

tex located in the parietal lobe according to the general localisation [327, 328]. Some

research even demonstrated that functional connectivity between these two regions mod-

ulates pain attention [327]. Therefore, the importance of frontal-central connectivity can

match the neurophysiology of somatosensation and somatic pain [329, 330].

There were also patterns that distinguish pain without considering the changes in

cognitive tasks, i.e. H vs W and H vs O in Figure 5.9. This pattern concentrated on the

connectivity between the central and occipital brain regions. Beyond the importance

of the somatosensory cortex in pain processing, some work disclosed that activities in

the occipital lobe vary between pain states and resting states [331]. Synthesising the
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findings in Figure 4.9 and these activation maps, occipital regions are supposed to be the

focus in pain prediction, especially for recognising the resting states.

However, I have to consider the limitations reflected by Figure 5.9. The main limit-

ation of the CNN model developed in this Chapter is the large size of padding, thus the

output of hidden layers did not have high resolutions. More intrinsically, the Grad-CAM

patterns can only represent the functional connectivity at the level of cortex roughly,

which cannot show the connectivity between smaller regions. One typical example is

the Grad-CAM pattern discriminating the conditions of O and W, where the activated re-

gions were not clear enough. Hence, the features related to sensations shown in Chapter

4 were not recognised by this CNN model. Although the features in the classifications

of H vs O and H vs W can show this model’s performances in pain prediction, this study

still needs improvement in the architecture to be more sensitive to the shorter-range

connectivity. In Chapter 6, the model will be improved in this aspect.

5.5 Conclusions

The CNN model proposed in this work is satisfactory for pain assessment when it is

trained with the data from the subject to be predicted. In terms of accuracy, it was better

than the SVM model in Chapter 4 and achieved the same level as the benchmark in this

field. In particular, it has a significant advantage of conciseness, which uses only one

type of feature and offers good interpretability.

Compared with the accuracy of the pain prediction from the SVM model, the CNN
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model proposed in this chapter showed a tendency against individual variation in subject-

mixed tests. However, the model’s sensitivity to individual differences relied on the data

involved in the training set, thus casting a shadow on the model’s capability to predict

pain on novel subjects providing no data for training. The ideal performance of the

subject recognition model demonstrated that alpha-phase functional connectivity can

also be the neural biomarker of subject identification. Therefore, this neural biomarker

can work in a suitable way to reduce the effects of individual differences. However,

selective transfer learning with the most similar subject to the novel subjects did not work

as expected in this work, which may be due to lack of data. In conclusion, further work

should be conducted, the feasible approaches contain finding the measures of similarity

among subjects, and developing transfer learning frameworks to defeat the contributions

of individual-specific features.



Chapter 6

EEG-based Cross-Subject Pain

Prediction II: EEG-Based Transfer

Learning Approaches for Pain

Assessment

The work in Chapter 5 proposed a CNN model that can predict pain accurately, but did

not work as expected in cross-subject pain prediction. Following the CNN model using

the phase-based functional connectivity from the alpha band, I discovered the effects of

transfer learning frameworks in improving the performance of pain prediction in this

chapter. Furthermore, the Grad-CAM analysis revealed the reason for the difficulty in

cross-subject pain assessment.

147
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6.1 Introduction

As a marker of tissue damage in health management, monitoring pain is always essential,

especially for patients’ caretakers. Nevertheless, until now, the number of models is

still limited to assess pain using EEG in the individuals not involved in training [37].

Therefore, it is still unfeasible to monitor pain in unresponsive patients. Although our

work in Chapter 5 involved some attempts to improve the generalisation of the pain

prediction model, the proposed CNN model still cannot adapt the need for cross-subject

pain prediction. To resolve the obstacles that transfer the pain prediction models to

novel subjects, this chapter used novel transfer learning approaches to evaluate their

generalisation.

Not limited by the purpose of pain assessment, transfer learning models are being

developed for most EEG-based research [308]. Inherently, the EEG-based cross-subject

machine learning model is a type of cross-domain transfer learning, where a subject

represents a domain. Two main challenges obstruct the application of transfer learning

in EEG-based research, individual differences and insufficient data [46]. To resolve the

limitation induced by individual variation, there are two perspectives worth paying at-

tention to. First, following the paradigm of cross-domain transfer learning, the model

could align the domains by decreasing the discrepancies among the samples of different

domains, which is based on measures of cross-domain differences, such as the distance

in Euclidean space or the maximum mean discrepancy (MMD) [332, 333]. The other

solution is to explore the characteristics that carry individual specificity, which mainly
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originate from physiological findings. In this research, Chapter 5 has investigated the

potential of phase-based functional connectivity from the alpha band as a marker of

individual differences according to the relationship between PAF and pain sensitivity

[32, 191]. Following the findings in Chapters 4 and 5, I still utilised the alpha-phase

functional connectivity as features in CNN model to develop transfer learning models.

Another main challenge in pain assessment is the small size of the data and the lack

of standardisation. Different from the frontier development of big data and even the

popular large language model (LLM), the current trend of applying machine learning

to neurophysiological signals still uses small data primarily [46]. In studies based on

EEG, this lack of data is not surprising. In the recording of EEG signals, the majority

of experiments are still conducted by professionals in laboratories with wired devices,

and time and economic cost also limit efficiency [334]. Moreover, the differences in

experimental design, devices, and environments also made the standardisation of the

datasets challenging. There are two main paradigms to process the lack of data. One is

based on data augmentation, for example, using GAN to generate simulated EEG data

[323, 335]. In this work, I selected another solution, using transfer learning frameworks

that could reduce the contributions of specific features to individual differences, and it

can also reduce the requirement of data size.

With the consideration of individual differences and the limited amount of data, our

work is finding a possible solution to utilise deep learning frameworks for transfer learn-

ing applied to the small dataset. As a preparation for this part of the work, the CNN

models in Chapter 5 shared the same architecture of convolutional layers for both pain
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prediction and subject recognition. Therefore, in this chapter, I adapt the CNN architec-

ture developed previously to the transfer learning frameworks. The purpose for using

the transfer learning models was to expose the feature components specific to pain pre-

diction, as well as to reduce the effects of individual-specific components.

Thus, I selected two frameworks which can achieve this target empirically. One

of them is a partial fine-tuning model with feature extraction. The partial fine-tuning

strategy is widely used in zero-shot or few-shot transfer learning [336]. This approach

pre-trained some layers with a primary target (i.e., subject recognition), which is classi-

fying the subjects in this work. But the pre-training phase aimed to lower the sensitivity

of the model to the subject-specific characteristics by increasing the training loss. There-

fore, the features related to the primary target can be blurred. Then the pre-trained

layers were frozen, and some additional layers joined the architecture. By training the

newly joined layers toward the main target, i.e., pain prediction, the model would finally

expose the features correlated with pain processing.

The other transfer learning framework implemented in this work was an adversarial

learning model. Adversarial learning used a shared encoder of two classifiers, which

were the equivalent convolutional layers in Chapter 5. Bethge proved its feasibility with

cross-domain transfer learning tasks to classify EEG signals, so it could be an ideal can-

didate for this study [310]. The two classifiers had different optimisation targets: one

is decreasing the loss in pain prediction so that the features can be more sensitive to

pain perception’s specificity; the other could be either increasing or decreasing the loss

in subject recognition which depends on the performances.
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Beyond transfer learning frameworks designed to extract intrinsic features, this work

also involved evaluating the domain matching strategy. Transfer component Analysis

(TCA) learns transfer components which can project the features from different domains

into the Hilbert space with the least cross-domain discrepancy [243]. In this study, the

kernel of the Hilbert space was produced based on the condition excluded in the classific-

ation, and the data included in the classification were transformed with the learnt kernel.

The transformed samples then input the two transfer learning frameworks as features,

which were compared with the original results from the transfer learning framework.

Whether these frameworks worked as expected or not, the quest for interpretability

still exists in the analysis. Like in Chapter 5, Grad-CAM still played a role in analysing

activation feature maps in both subject recognition and pain prediction. Therefore, I can

declare the important brain regions involved in functional connectivity for both targets

as the patterns shown in Chapters 4 and 5, which could show key features to reduce

the effects of individual differences [315]. Moreover, I discuss the possibility to select

similar subjects with a single measure. A post hoc analysis was conducted to the correla-

tion between the Kullback-Leibler (KL) divergence and the accuracy of subject-wise pain

prediction, which was between each pair of domains [337].

In summary, this chapter focusses on the development of cross-subject transfer learn-

ing models in pain prediction. For testing the generalisability between all pairwise sub-

jects, I also trained 36 subject-wise CNN models with the data from each subject and

then tested them on all the other subjects. The performances of two proposed trans-

fer learning frameworks were analysed and compared with the original model and the
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subject-wise models. With the same pipeline, this work also studied the effects of TCA.

Synthesising these results, Grad-CAM suggested the interpretability of the models’ per-

formances and the existent challenges revealed in this research.

6.2 Methodology

6.2.1 Experiment and Signal Pre-processing

This chapter still uses the data recorded in the experiment in Chapter 3, and the signal

pre-processing was consistent with Section 3.3. Channel selection was equivalent to

Chapter 5, where 31 channels were used.

6.2.2 Feature Extraction

From Chapter 4, the phase-based functional connectivity in the alpha band was proven

as ideal features for pain prediction, which can be measured as inter-site phase clustering

(ISPC) [8, 232]:

ϕa(t) = arctan

(
H(sa(t))

sa(t)

)
(6.1)

ISPCmn = | 1
n

n∑
t=1

ei[ϕm(t)−ϕn(t)]| (6.2)

where H(si(t)) is the Hilbert transform of the signal series sa(t) at EEG channel i, ϕa(t)

is the phase series of channel i produced from the Hilbert transform. In formula 6.2,

the differences of phases between the channels m and n (i.e., ϕm(t) and ϕm(t)) were

measured, and the modulus of their mean values ISPCmn ∈ R represents the phase
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synchrony between two channels during the trial time range.

6.2.3 Dataset Generation

The dataset was inherited from Section 5.2.2. No matter whether using TCA to align the

data among different subjects, it is always necessary to use a few samples to extract the

features specific to the individual specificity. So I first cut the dataset X into two parts:

Xpre from the third minute of each condition of the resting state was extracted from

all subjects involved in model training for domain alignment between subjects using

TCA. The other data remained as Xmain, which was used to train the networks for pain

prediction.

6.2.4 Model Training and Validation

Classification Tasks

Aiming at transfer learning, the transfer learning frameworks in Section 6.3 always in-

volved two parts: one to process individual variation and the main architectures for

predicting pain as another part. Respectively, there are two classification targets in our

research: individual recognition for evaluating whether the network can extract the fea-

tures related to individual specificity and pain prediction as the main purpose.

Before pre-training the network layers specific to individual variation, especially in

the pre-training of fine-tuning and adversarial learning models, this study evaluated if

they can detect the individual-specific features, i.e., classify the individual accurately.

Therefore, the network can be sensitive to individual specificity before extracting pain-
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related features. As mentioned above in Section 6.3.1, to extract individual-specific char-

acteristics, this study assumed that only the resting state data or the pain data can be

reliably recorded from novel users (e.g., unresponsive patients). Furthermore, the size

of data used for pre-training was always limited.

The main task of this research is to predict the pain from the unlabelled domains. For

testing the models’ performances in transfer learning, here used leave-one-out (LOO)

tests for every subject in the dataset. In each LOO test of the individual independent

models, Xmain was split into XS from the 35 included subjects and XT from the one

excluded subject. In the individual-dependent tests with all the models studied, XS

contained the data of one subject in each test. Data from XS was used to train the

models and the models’ performances were evaluated with the tests on XT.

However, I was also curious about the potential of each individual to predict another

individual’s pain. Such an idea can make it possible to only use the ’ideal’ subjects to

predict the pain in the target subject. Hence, a subject-wise test was run in the basic

CNN model (see Section 6.3.1) to discover the ’ability’ of each subject to predict pain

from the other one. In this test, the data of each subject was used to train a CNN model.

With the 36 resulting independent models, their performances to predict pain from each

other subject, respectively, were tested.

Cumulative Evidence

Our previous work in Chapter 5 suggested that the prediction accuracy of each single trial

was limited, but the accumulation of evidence can significantly increase the accuracy.
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In this study, cumulative evidence was applied to predict pain-related conditions. For

evidence accumulation, I first obtained the predictions of n successive samples’ prediction

score vectors z = {zi}n. Then the mean values was obtained across the n score vectors

and found the maximum score index in the mean value vector.

yn = argmax
i

{ 1
n
zizizi} (6.3)

where zizizi are the i-th scores from each score vector. Therefore, the model can predict

the label of the n-th sample as yn. Obviously, when the trials participating in evidence

accumulation are more, the available testing trials will be fewer. Therefore, in recording

each condition of each participant, though this work tested 90% of the full length (i.e.,

270s from 300s) as the length for cumulative evidence, this study analysed the mean

accuracy produced by all the accumulation of evidence results to represent its effect.

Training and Evaluation

In the experiments of this research, the main target is distinguishing the pain condition

from the non-painful conditions. Since the subjects’ eyes were kept open during the in-

duction of thermal stimulus, this study used the condition of eyes-open (O) representing

the resting state. Hence, there are three pairwise binary classifications to test, includ-

ing O vs H, O vs W, and H vs W. Otherwise, the study tested the performance of the

three-classification involving O, H, and W.

In training, Adam Optimiser with the learning rate of 10−3 was applied and the decay

rates were between β1 = 0.9 and β2 = 0.99, and the L2 penalty was 0.01. The batch
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size was set as 256. I trained the model with epochs of 100. All experiments ran with

PyTorch 1.12 on NVidia RTX2080 or GTX1080Ti GPUs.

This study calculated the accuracy (ACC) to evaluate the performance of the transfer

learning models. The metric is defined as:

ACC =

∑K
i=1 Cii

N
(6.4)

where Cij denotes the number of samples of class i classified as class j in the confusion

matrix, and N is the total number of samples.

6.3 Framework

Toward transfer learning, our main objective is to train the models with data from the

labelled domains and to generalise the models to unlabelled domains, where the domains

represent individuals in this research. Given a domain D = {X,PX}, it consists of two

components, the feature space X and the probability distribution of the feature space

PX [47]. Respectively, this work proposed the transfer learning frameworks to extract

specific pain features with X, and used TCA to align the probability distributions PX in

collaboration with the transfer learning frameworks.

Transfer Component Analysis (TCA)

The key purpose of TCA is to find the map ϕ(x) that minimises the maximum mean dis-

crepancy (MMD) between two distributions Pϕ((xS) and Pϕ((xT). In this way, the empirical
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distance between two transformed distributions represented by MMD can be written as:

MMD(xS,xT) =
1

nS

nS∑
i=1

ϕ(xSi)−
1

nT

nT∑
i=1

ϕ(xTi)

H

(6.5)

where each feature instance xi is mapped to the Hilbert space H associated with the

kernel k(xi, xj) = ϕ(xi)
Tϕ(xj), nS and nT are the numbers of instances from source and

target domains used for finding the map ϕ(x). Before applying TCA to get the transform

map, Formula 6.5 can be written as:

MMD(xS,xT) = tr(KL) (6.6)

K =

KS,S KS,T

KS,T KT,T

 ∈ R(nS+nT )×(nS+nT ) (6.7)

L = [lij], lij =



1
n2
S

xi, xj ∈ xS

1
n2
T

xi, xj ∈ xT

− 1
nSnT

otherwise

(6.8)

Then the optimisation problem is to reformulated as learning W ∈ R(nS+nT )×m which

satisfies

min
W

tr(K̃WWT K̃L) + λtr(WTW)

s.t.WT K̃HK̃W = I

(6.9)

where H = InS+nT
− 1

nS+nT
11T is the centring matrix, and the kernel matrix K is decom-

posed as K = K̃WWT K̃. Hence, the m leading eigenvectors of (K̃LK̃+ λI)( − 1)K̃HK̃

are the matrix solution of the TCA transformation map W. Then the TCA transformation

is ϕ(x) = WK, which aligned the data from the source and target domains.
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In potential applications, it is not practical to use all data from the target domains

as reference to learn ϕ(x). Considering the clinical environment applied to unresponsive

patients, I could assume that patients are mainly in the resting states [338]. Therefore,

this work only used data between 120 and 180 seconds in each 300-second EEG record-

ing of each condition of a subject as a reference for learning W, which is more stable

than the first minute of the recording according to the previous analysis [339].

For fitting the transformed data to the same frameworks which were evaluated with

the original features, the size of the transformation results was equivalent to the original

matrix. Because the functional connectivity matrix is symmetric along the diagonal, the

non-repeating half of each matrix (size: 496) was flattened as the basis to generate

the kernel matrix K. With the kernel generated with the data outside the reference

range, this chapter used W with 496 eigenvalues for the transformation learnt from

the reference data to project the data into the latent space aligning the data. Finally, the

transformed data were reorganised into symmetrical 32×32 matrices along the diagonal.

In simple, the input feature size was always consistent in both the tests with the

original data and the TCA-transformed data, i.e., the features x are:

x32×32 =


xorig Original

ϕ(xorig) TCA

(6.10)

in which xorig represents the original phase-based functional connectivity features from

the alpha band, and ϕ(x) is the transformation function of TCA.
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6.3.1 Neural Network Model

Based on the work in Chapter 6, this chapter improved the CNN model for pain assess-

ment with phase-based functional connectivity from the alpha band and evaluated its

performance in individual recognition. In this study, the effects of domain alignment

using TCA were also compared with the original features using the same model. By

utilising the model’s ability in extracting features specific to the individual specificity, I

tried to build the transfer learning models toward reducing the negative influences of

the individual variation, including a fine-tuning framework and an adversarial learning

framework. Figure. 6.1 showed the architectures of the frameworks.

Convolutional Neural Network (CNN)

Chapter 5 proposed a CNN model with good performance in the evaluation of pain within

the subject using phase-based functional connectivity from the alpha band as features

(see Chapter 5 as a reference). Due to the small size of the input (32 × 32), I removed

the pooling layers in the architecture in the pilot work of this research. This part of

the work kept using this architecture and tested its performance in subject-wise transfer

learning, in which the 36 independent models were trained with each subject, respect-

ively, and tested every model’s performance in each other subject. Therefore, I can find

the potential of using particular subjects to predict the pain of a novel subject.

To recognise pain-related conditions and individuals, there were two different archi-

tecture designs for classification, but they shared the same encoder. The shared encoder

is also the basis of two transfer learning models in Sections 6.3.1 and 6.3.1. The encoder’s
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architecture contains three hidden layers followed by three batch normalisation layers,

respectively (see Table 5.2). Following the encoder, the architectures differed between

the two classification tasks. The one for pain assessment (pain-classifier) contained a

dropout layer, a ReLU activation function layer, a sigmoid layer, two fully connected lay-

ers and a softmax layer. While the one (domain-classifier) for individual recognition was

quite simple, which only consisted of a fully connected layer and a softmax layer. For

training the model, the objective can be described as:

min
θ

L(Y, Ŷ (θ)) = min
θ

{
− 1

N

N∑
j=1

C∑
i=1

yij log(ŷij(θ))

}
(6.11)

in which θ represents the model parameters, Y represents the true labels, and Ŷ (θ)

represents the predicted probabilities produced by the model with parameters θ.

Partial Fine-tuning Training

In Chapter 5, I found that the basic CNN model produced an ideal performance in indi-

vidual recognition. Therefore, it was assumed that the encoder is sensitive to individual-

specific features. Inspired by such sensitivity, a transfer learning model was built with a

fine-tuning mechanism. In this architecture, two encoders with architectures that share

the basic encoder parameters in Table 5.2 were concatenated. The first encoder aimed

to classify the domains, i.e., subject identification in this study, which were frozen after

training with the domain-classifier following it. Therefore, the first encoder learnt the

representation of individual specificity from the input features. Simply, the training is to-

wards Formula 6.11 with the subject labels ys as the true labels and aims to minimise the

loss. Then the other encoder (fine-tuning encoder) was concatenated to the first encoder,
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which is followed by a pain classifier architecture. The second encoder was trained with

the output of the first encoder as input, in order to minimise loss with pain labels yp as

targets. In detail, the input to the second encoder has carried the representations of in-

dividual specificity, then the second encoder could learn the pain-related representations

with a control of the individual differences’ interferences.

During training the fine-tuning model, I split the training set in two ways. The first

pipeline uses all the data in the training set for both encoders. However, it is not prac-

tical to use all the data to train the individual-specific encoder in applications. So the

second pipeline used the same data as the reference data (data between the 120th to

180th seconds) in TCA for pre-training the first encoder, and the fine-tuning encoder

was trained with the rest of the training set.

Adversarial Learning Training

Adversarial learning has been proven to be a powerful tool to eliminate the effects of

domain variation in transfer learning [324]. A typical adversarial learning application is

a generative adversarial network (GAN), which learns deep representations using a dis-

criminator, and its generator can produce novel instances with the representation learnt

by the discriminator in a confrontation [340]. But my use of adversarial model is not

completety the same as GAN, which mainly used the confrontation between two charac-

teristics represnted by the same data, hence the features correlated to one characteristic,

i.e., pain or not, can be exposed. The work in Chapter 5 proved that the encoder ar-

chitecture in Table 5.2 can learn the features related to pain and individual specificity.
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Hence, I attempted to use this encoder to develop the adversarial learning model for

cross-subject transfer learning.

The encoder and the corresponding architectures for the classification of two targets

were consistent with those in Section 6.3.1. The learning objective was to maximise

the loss of domain classification, as well as minimise the loss of pain prediction. The

objective can be written as:

min
θ

L(Yp, Ŷp(θ))− λL(Ys, Ŷs(θ)) (6.12)

Here I chose λ = log(Cp +1)/log(Cs +1) for scaling the loss of domain classification into

a similar level to the loss of pain prediction, where Cs and Cp are the numbers of subject

and pain-related labels respectively.

However, in adversarial learning, the encoder did not have pilot knowledge about the

characteristics that represent the domain specificity. Therefore, it is risky to maximise

the loss of domain directly. To resolve such an issue, a pre-training experiment was

conducted beyond the tests on the whole training set. This study continued using the

stable data from seconds 120 to 180 to pre-train the encoder with the domain classifier

to produce the TCA-transformed data and applied the same test.

6.3.2 Pattern Analysis

Cross-domain Kullback-Leibler Divergence

This research used the Kullback-Leibler divergence (KL divergence) to measure the sim-

ilarity between different domains (i.e., subjects) [341]. By analysing the KL divergence
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Figure 6.1: Architecture of transfer learning frameworks. Two transfer learning frameworks

processed the input of ISPC matrices. Both frameworks aimed to minimise the loss in training

the pain prediction model. (a) The upper is the adversarial learning framework. An encoder was

shared by two classifiers, and two networks were trained at the same time. (b) The lower one is

the partial fine-tuning framework. This framework trained encoder 1 to recognise subjects ahead.

Then encoder 2 was added to frozen encoder 1 and trained toward pain prediction.
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and the subject-wise accuracy, this study investigated the assumption of the correlation

between the similarity and the potential of cross-domain transfer learning.

Before getting the KL divergence between two domains, the distribution of the ISPC

values of the functional connectivity was first obtained between all pairs of electrodes.

From the subject k, I got the ISPC distribution P k
ij of functional connectivity between

electrodes i and j. Then the connectivity-wise KL divergence can be represented as:

DKL(P
m
ij ∥ P n

ij) =
∑
x∈X

Pm
ij (x)log(

Pm
ij (x)

P n
ij(x)

) (6.13)

where X is the sample space of ISPC. Then this work used the mean KL divergence across

all the connectivity between two domains (i.e., subjects in this research) to represent the

divergence from domains m to n:

DKL(P
m ∥ P n) =

1∑N−1
i=1

N∑
i

N∑
j

DKL(P
m
ij ∥ P n

ij) (6.14)

where N is the number of electrodes (N = 32 here), the mean KL-divergence across

all channels between two domains represented the difference/similarity between them.

The smaller KL divergence between two domains shows that they are more similar, and

vice versa. Because the measure of similarity should be independent of the classified

targets in the application, this work measured the cross-domain KL divergence based on

the eyes-closed (C) condition for analysis.

Grad-CAM Feature Analysis

This chapter used the same Grad-CAM algorithm as what was used in Chapter 5. But

the progress in generating the activation patterns was different. Unlike the mean ISPC
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matrix used in Chapter 5, 5000 samples of each condition were randomly selected, and

the Grad-CAM patterns were generated from all the classifiers involving the condition.

Finally, the mean Grad-CAM pattern from each classifier represented the Grad-CAM pat-

tern in the respective classification. The patterns were generated from the convolutional

layers of the basic CNN model and the classifier that predicts pain in adversarial learning.

6.4 Results

6.4.1 Performances of Transfer Learning Frameworks

Performances of Subject-wise Pain Prediction Model

The limitation in Chapter 5 suggested the absence of robust strategy to select the similar

subjects to a novel subject. Hence, this chapter utilised the subject-wise pain predic-

tion models using the basic CNN architecture, which provided the upper boundary of

subject-wise transfer learning’s accuracy in each subject. In other words, it could sug-

gest the generalisability of each subject. For this purpose, Figure 6.2 showed the mean

accuracy of the subject-wise pain prediction from cumulative evidence in the classifica-

tion between conditions O and H, and the columns Subject (max) in Table 6.1 displayed

the maximum accuracy in subject-wise accuracy of each subject. In binary classifications

between resting states and thermal stimulus (between O and H / W), the majority of

subject-wise accuracy was achieved 75%, including 25/36 for O vs H and 30/36 for O

vs W. As found in previous chapters, the classification of thermal stimulus was always

challenging. But the mean accuracy of subject-wise prediction between H and W was
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O vs H O vs W H vs W O vs H vs W

Basic Fine-Tuning Adversarial Subject (max) Basic Fine-Tuning Adversarial Subject (max) Basic Fine-Tuning Adversarial Subject (max) Basic Fine-Tuning Adversarial Subject (max)

0 58.89% 57.44% 58.84% 74.28% 64.42% 78.40% 64.57% 71.26% 52.13% 52.12% 52.72% 76.70% 38.18% 38.39% 37.04% 57.66%

1 74.86% 85.55% 72.33% 91.89% 69.30% 85.90% 69.09% 88.97% 71.94% 52.25% 62.87% 70.01% 57.97% 59.37% 68.09% 62.10%

2 86.76% 83.67% 59.92% 83.38% 76.40% 68.95% 59.16% 86.73% 59.65% 57.97% 48.24% 63.32% 48.25% 46.58% 43.35% 51.62%

3 55.80% 66.78% 46.13% 81.15% 53.96% 59.85% 62.18% 75.30% 49.06% 54.81% 62.73% 65.63% 34.81% 49.69% 38.64% 44.37%

4 76.17% 73.14% 94.19% 74.29% 57.33% 43.63% 53.04% 83.70% 48.55% 50.48% 61.82% 62.26% 33.74% 45.75% 54.37% 52.18%

5 43.36% 42.34% 45.86% 79.22% 61.08% 55.01% 69.09% 90.70% 48.96% 49.06% 49.38% 71.79% 52.29% 38.91% 37.32% 58.93%

6 78.66% 72.60% 77.15% 75.94% 71.01% 65.67% 64.30% 91.33% 51.97% 53.31% 57.84% 74.12% 65.21% 49.86% 57.16% 57.08%

7 55.32% 44.87% 49.62% 73.53% 52.55% 23.18% 44.92% 76.67% 42.34% 59.23% 77.86% 80.40% 50.53% 40.15% 31.13% 50.56%

8 48.03% 64.68% 54.62% 67.25% 33.03% 34.70% 46.98% 83.97% 51.88% 61.51% 54.98% 77.22% 33.78% 26.62% 20.36% 48.54%

9 53.97% 52.77% 49.81% 86.12% 67.38% 66.61% 77.70% 83.10% 55.34% 45.67% 46.34% 76.56% 27.37% 45.97% 38.98% 62.07%

10 55.44% 43.87% 59.39% 67.54% 44.40% 56.49% 64.37% 81.23% 57.11% 54.39% 54.74% 68.94% 33.80% 46.78% 39.58% 48.04%

11 61.52% 71.63% 48.00% 82.64% 91.85% 83.99% 76.57% 95.85% 70.38% 75.43% 85.24% 84.00% 40.70% 61.28% 58.70% 66.47%

12 64.62% 81.95% 83.51% 90.08% 36.21% 54.55% 51.08% 87.00% 69.09% 58.38% 63.95% 73.63% 62.62% 45.96% 40.92% 64.57%

13 64.00% 73.62% 64.52% 86.37% 79.97% 59.22% 59.86% 97.62% 47.47% 47.47% 47.58% 81.18% 35.84% 61.79% 63.09% 65.49%

14 55.44% 61.08% 60.64% 67.88% 43.51% 64.72% 52.37% 71.79% 53.21% 53.61% 69.17% 71.57% 28.71% 36.63% 49.53% 53.94%

15 92.93% 72.98% 93.80% 94.07% 45.73% 77.55% 70.20% 93.74% 50.26% 68.67% 53.67% 88.37% 63.79% 55.95% 56.76% 69.11%

16 68.97% 70.96% 87.54% 91.66% 76.37% 76.86% 84.59% 89.07% 67.22% 66.76% 56.34% 80.10% 72.96% 41.42% 53.96% 66.66%

17 70.64% 57.29% 62.56% 74.49% 58.59% 62.93% 62.69% 68.45% 49.89% 61.21% 61.92% 66.86% 42.89% 46.46% 43.77% 47.72%

18 68.10% 79.96% 67.74% 85.57% 60.65% 66.30% 60.65% 87.69% 52.93% 54.26% 55.33% 75.72% 43.63% 42.15% 45.82% 58.72%

19 53.40% 21.01% 63.23% 71.18% 60.16% 62.76% 65.08% 79.87% 48.35% 50.00% 51.31% 55.63% 37.50% 43.26% 40.59% 51.09%

20 52.50% 50.54% 55.52% 72.98% 51.38% 36.51% 19.81% 100.00% 1.36% 3.16% 36.06% 100.00% 28.41% 49.76% 0.00% 74.90%

21 48.36% 62.15% 63.62% 82.88% 59.21% 57.83% 42.55% 76.52% 49.48% 56.35% 48.28% 64.84% 37.51% 38.03% 34.41% 50.56%

22 63.75% 62.74% 62.67% 76.67% 60.56% 57.76% 67.07% 65.58% 63.02% 50.81% 57.34% 84.91% 35.12% 44.64% 38.43% 43.01%

23 53.69% 70.07% 67.66% 76.16% 73.24% 76.52% 80.42% 85.84% 48.42% 49.62% 48.52% 66.16% 37.71% 38.56% 39.11% 46.86%

24 60.53% 47.95% 61.98% 82.74% 27.12% 54.94% 15.41% 84.78% 38.83% 59.87% 46.24% 72.47% 18.42% 31.09% 31.51% 58.22%

25 36.75% 51.00% 56.03% 79.22% 56.33% 69.11% 59.69% 87.16% 62.44% 56.73% 48.76% 74.32% 35.41% 54.36% 46.48% 53.87%

26 65.95% 61.41% 56.38% 80.23% 51.67% 53.15% 57.85% 73.29% 51.44% 57.34% 45.64% 72.26% 42.89% 42.18% 45.32% 54.55%

27 82.82% 82.54% 64.01% 78.17% 75.67% 57.44% 74.31% 87.80% 45.02% 50.55% 55.30% 65.77% 57.15% 30.25% 47.75% 64.33%

28 53.95% 69.42% 78.76% 76.23% 61.09% 71.41% 64.33% 77.25% 51.18% 50.04% 53.29% 80.07% 49.41% 52.17% 43.66% 63.19%

29 56.62% 62.81% 44.77% 73.97% 62.76% 52.41% 61.02% 85.12% 32.12% 46.74% 36.00% 71.93% 28.91% 36.83% 39.74% 53.90%

30 90.53% 89.21% 85.69% 90.25% 91.11% 82.94% 74.89% 89.28% 0.81% 0.00% 22.96% 57.00% 13.70% 27.92% 21.27% 53.08%

31 69.41% 62.64% 74.97% 84.81% 60.98% 62.47% 69.17% 75.12% 56.82% 43.73% 56.68% 65.45% 46.85% 42.25% 44.25% 52.83%

32 55.46% 58.39% 53.24% 71.80% 55.99% 55.70% 55.77% 64.26% 41.10% 48.93% 48.59% 62.19% 33.24% 34.78% 29.86% 41.92%

33 84.73% 84.43% 76.41% 89.20% 81.37% 65.86% 75.40% 76.35% 40.07% 18.05% 43.41% 75.79% 40.30% 45.96% 42.46% 56.40%

34 58.57% 46.34% 57.09% 77.70% 82.36% 77.44% 70.00% 82.12% 53.81% 55.94% 52.59% 71.10% 43.13% 59.45% 57.87% 56.78%

35 90.30% 69.46% 52.51% 84.21% 86.41% 85.48% 80.39% 87.82% 62.71% 79.85% 62.86% 73.40% 39.80% 56.30% 73.11% 66.56%

Max 92.93% 89.21% 94.19% 94.07% 91.85% 85.90% 84.59% 100.00% 71.94% 79.85% 85.24% 100.00% 72.96% 61.79% 73.11% 74.90%

Mean 64.19% 64.15% 64.19% 79.88% 62.25% 62.90% 61.85% 82.84% 49.90% 51.51% 53.79% 72.82% 41.46% 44.65% 43.18% 56.33%

SD 13.79% 14.57% 13.24% 7.17% 15.34% 14.11% 14.62% 8.62% 14.74% 15.57% 11.07% 8.73% 12.71% 9.04% 13.60% 7.76%

Table 6.1: The subject-based mean accuracy out of cumulative evidence. This table shows

the mean accuracy produced with the cumulative evidence in each subject. Conditions of warm

(H), warm (W), and eyes open (O) were involved in the analysis. Under each classification, the

first three columns represent the accuracy of the basic CNN model (Basic), adversarial learning

(Adversarial), and partial fine-tuning (Fine-tuning) frameworks. The bold values highlight the

maximum accuracy produced among the three frameworks. The last column in each classification

represents the maximum accuracy of the subject-wise pain prediction.
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72.82%, which was acceptable. In the multiclass classification containing the three con-

ditions studied, 29/36 subjects had the accuracy above 70%. Therefore, most subjects

had at least one similar subject from the dataset, which can be the basis to train the pain

prediction model to be generalised to them.

Performances of Transfer Learning Frameworks

Figure 6.3 presented the change of loss during training, all the training phase toward

pain prediction converged to slight changes, and the loss of subject recognition in the

adversarial learning framework increased as expected. In the same way as the results

in Figure 5.6, the curve of cumulative evidence effect on the accuracy in Figure 6.4

increased significantly with the time length universally. Hence, the models have learnt

some features related to the target labels.

However, the adversarial and partial fine-tuning frameworks did not optimise the

generalisation of the pain prediction model very widely. According to Table 6.1, among

288 tests of 36 subjects × 4 classification targets using transfer learning frameworks,

only 27 of them achieved higher accuracy than the corresponding subject-wise predic-

tion. Compared to the accuracy produced by the basic CNN model in Chapter 5, more

than half of the tests (160) performed better. The large standard deviations hinted at the

strong individual differences in the feasibility of different frameworks. I also ran a non-

parametric Friedman test on the accuracy from all the subjects in all classifications, which

covered the basic CNN model, partial fine-tuning and adversarial learning frameworks.

The p-values in the Durbin-Canover pairwise comparisons did not show significant dif-



168 CHAPTER 6. TRANSFER LEARNING

Figure 6.2: The accuracy of subject-wise pain prediction models trained and tested with

each pairwise subjects. (Classification between O and H) Each row represents a subject x

involved in training a subject-wise model, and each column represents the subject y whose pain-

related labels were predicted with the model trained with x, the accuracy of pain prediction is

shown as the value in (x, y). In particular, the values on the diagonal should be ignored.
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ferences (p > 0.05) between these models. The p-values were 0.195 between the basic

model and the partial fine-tuning framework, and 0.105 between the basic model and

the adversarial learning framework. The performances’ differences between two transfer

learning frameworks were very limited statistically, whose pairwise comparison p-value

was 0.745 [342].
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Figure 6.3: Mean loss curves of training different frameworks across 36 LOO tests respect-

ively. The curves were made with the classification between O and H.
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Figure 6.4: The effects of time length involved in cumulative evidence. The bold curves

represent the mean curves of cumulative evidence’s effects on accuracy across the all the LOO

tests, and the grey curve represents the accuracy curve of cumulative evidence from each LOO

test.
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Effects of Transfer Component Analysis (TCA)

By using two resting states as references to obtain the kernel separately, TCA transformed

the data samples into the Hilbert space where the distances were minimised. Table

6.2 presents the performance of tests based on the original ISPC matrices and the tests

applied with TCA. Unfortunately, TCA even weakened performance in pain prediction in

most settings.

6.4.2 Correlation between Similarity Measure and Accuracy

Figure 6.5 shows the mean KL divergence across the same channels of pairs of subjects.

For analysing their correlation with the subject-wise accuracy, a linear regression was

executed. Figure 6.6 showed the significant negative correlation between KL divergence

and subject-wise precision (∗ ∗ ∗p < .001). Therefore, the KL divergence is potentially a

measure of the similarity between subjects from this post hoc analysis.

6.4.3 Grad-CAM Pattern

Since the architecture of the subject recognition model was adapted to adversarial learn-

ing and partial fine-tuning frameworks, the study generated its activation regions of the

feature maps with Grad-CAM (see Figure 6.7). The main specificity of this pattern is the

wide distribution of functional connectivity of importance. Despite the wide distribution,

functional connectivity within the frontal brain region (FP2-AF3) showed an exceptional

contribution.

Figure 6.8 is the set of Grad-CAM patterns in different classifications. The main char-
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Non-TCA
TCA

O-based C-based

Mean Std Mean Std Mean Std

O vs H

Basic 64.19% 13.79% 64.50% 13.70% 62.28% 13.49%

Fine-Tuning 64.15% 14.57% 59.50% 13.80% 63.78% 12.93%

Adversarial 64.19% 13.24% 65.30% 12.30% 65.38% 14.66%

Subject (max) 79.88% 7.17% 76.40% 9.30% 78.37% 10.12%

O vs W

Basic 62.25% 15.34% 65.40% 11.80% 62.15% 13.20%

Fine-Tuning 62.90% 14.11% 59.50% 11.40% 60.32% 13.55%

Adversarial 61.85% 14.62% 61.00% 14.30% 66.71% 13.63%

Subject (max) 82.84% 8.62% 75.20% 11.30% 75.28% 11.70%

H vs W

Basic 49.90% 14.74% 52.40% 9.14% 52.28% 13.79%

Fine-Tuning 51.51% 15.57% 52.00% 9.42% 52.55% 11.95%

Adversarial 53.79% 11.07% 51.60% 8.70% 52.08% 10.19%

Subject (max) 72.82% 8.73% 72.50% 10.60% 72.15% 9.28%

O vs H vs W

Basic 41.46% 12.71% 43.10% 9.59% 43.75% 10.53%

Fine-Tuning 44.65% 9.04% 36.70% 9.59% 39.98% 8.64%

Adversarial 43.18% 13.60% 40.80% 8.04% 42.93% 10.88%

Subject (max) 56.33% 7.76% 53.50% 7.69% 54.93% 6.36%

Table 6.2: Performances produced by different models without and with TCA. The bold values

show the maximum mean accuracy in each row.
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Figure 6.5: The mean KL divergence between the distributions of ISPC values between the

same channel of pairwise subjects. Since KL divergence is not symmetrical, P and Q represent

subjects’ IDs, where the KL divergence was computed with DKL = ΣP (x)log(P (x)/Q(x)). Each

KL divergence was computed as the mean values of the KL-divergences acquired from the same

channel from subjects P and Q respectively. The values of KL divergence represent the directed

similarity from P to Q.



174 CHAPTER 6. TRANSFER LEARNING

0 1 2 3 4 5 6
Mean KL divergence

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

Figure 6.6: The scatter plot of KL divergence versus the subject-wise accuracy, with a fitted

linear regression line yacc = −0.0478xKL + 0.6341; R2 = 0.0992, ∗ ∗ ∗p < .001.
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acteristic of all of these patterns is the extraordinary functional connectivity inside the

frontal brain region. The consistency of the vital functional connectivity of subject re-

cognition and pain prediction is evidence of the poor performances in Section 6.4.1.

Another significant pattern of functional connectivity occurred between the central and

occipital regions, especially whilst classifying the painful and innocuous thermal stimu-

lus. In a more universal view, most functional connectivity contributed significantly to

pain prediction, except for long-distance connectivity between the frontal and occipital

regions.

6.5 Discussion and Conclusion

The abundant attempts in developing transfer learning models did not provide ideal res-

ults as assumptions. However, the loss curves (6.3) proved that the networks learnt some

features correlated with pain, so the analysis aims to dig into the Grad-CAM patterns to

demonstrate the possible interpretability.

Before reviewing the differences and similarities between the feature patterns of sub-

ject recognition and pain prediction, I tend to discuss a counterintuitive difference, the

activation regions revealed in Figures 5.9 and 6.8a. The models producing them had

similar architectures and were trained toward the same target, classifying pain and non-

pain conditions. So in principle, they are supposed to have similar activation patterns.

However, functional connectivity between the frontal and central regions had high con-

tributions in Figure 5.9, which existed but was not so exceptional in Figure 6.8a. Fur-
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Figure 6.7: Grad-CAM feature maps produced in the model recognising subjects. The map

was generated based on the subject recognition model in Chapter 5, which was the basis of the

subject recognition models in adversarial learning and partial fine-tuning frameworks.
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(a) Basic CNN model
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(b) Adversarial learning network toward pain prediction

Figure 6.8: The Grad-CAM feature maps of the models predicting pain. The activation pat-

terns were produced from the last hidden convolutional layer in each architecture, the strength

of each region represents the contributions in pain prediction.
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thermore, the importance of functional connectivity within the frontal brain region was

not shown in Figure 5.9. Such differences possibly resulted from the use of max pool-

ing layers. When comparing the architecture of the convolutional layers in Tables 5.1

and 5.2, the output sizes of the last hidden layers in two-dimensional space were 3 × 3

and 20 × 20. In Chapter 5, I used the max pooling layers following the hidden layers,

which can extract the local features and reduce the size of features to increase com-

putational efficiency. Although the accuracy showed in Chapter 5 was acceptable, the

Grad-CAM patterns suggested that the use of max pooling wasted lots of local features,

for instance, the output feature dimension was 3 × 3, which represented the brain re-

gions quite roughly. This weakness could make the model ignore the features specific to

individual characteristics. Thus, it may weaken the generalisation of the CNN model. In

simple, max pooling down-samples the input in CNN by selecting the maximum value

from a group of values in a local region with the specific size, it blurred the spatial details

in the patterns [343]. Therefore, some important details were blurred or even ignored

with max-pooling, such as small-ranging connectivity within the frontal region. And the

widely distributed property can be exposed easily, for example, the connectivity between

frontal and central brain regions. After removing the max-pooling layers, more details

can be kept in the functional connectivity patterns. Thus, the output from the Grad-CAM

analysis can reveal more localised, short-range activation regions.

Observing the feature patterns shown in Figure 6.7, the main characteristic is the

extensive distribution of activation. In the fMRI-based study, Hoeppli et al. did not de-

tect that brain activation was significantly correlated with individual differences in pain
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processing [344], but Lin et al. reported individual differences in activities in the so-

matosensory cortex (S1), supplementary motor area (SMA), medial prefrontal cortex

(mPFC) and insula, as well as some evidence of the contributions of ACC and thalamus

[207, 345]. Although these findings were intuitively opposite each other, both provided

potential explanations for the wide distribution of functional connectivity that affects

subject recognition. In conclusion, the spatial features of neurophysiological signals,

typically functional connectivity, are always distributed very broadly. Hence, it is chal-

lenging to decompose them from the features specific to pain processing.

Interestingly, the main similarity is concentrated in the frontal region between the

activation patterns specific to individual differences and pain processing. Regarding the

strong contribution of the frontal region to subject recognition, some work found the

change in prefrontal cortex activities as the marker of individual differences, including

activation of the medial and ventral lateral prefrontal regions that varied the processing

of pain-related cognition between individuals [346], and differences in prefrontal cortex

activation intensity presented individual differences in the effects of perceived control-

lability on pain perception [347]. In the prediction of cross-subject pain, the work by Lin

et al. suggested that mPFC was both a region that predicted pain with negative correl-

ation and responded to pain with individual differences [345]. This declaration can be

proven by the activation patterns in all sub-figures of Figure 6.8. It was consistent with

the finding about the contributions of the prefrontal cortex to pain processing, for ex-

ample, the right lateral frontal cortex had distinct activation dynamics responding to the

pain stimulus [348, 349]. Therefore, the similarity of the frontal region’s roles caused
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barriers in detecting the features associated with both targets.

The similarity of the frontal regions’ contributions to both pain-related and individual

specificity also provided possible reason for TCA’s negative effects. The main purpose of

TCA is aligning the data across domains, so that the individual-specific characteristics

can be reduced. Nonetheless, during subtracting the components specific to individual

differences, key representations of pain-related features were also reduced.

This work also uncovered the functionality of the occipital lobe more deeply. In previ-

ous studies, the occipital lobe was suggested as an important region for detecting resting

states [331]. In this chapter, the central-occipital functional connectivity strengthened

in the classification between conditions H and W, even compared with the distinction

of thermal stimulus from the resting state. Therefore, the occipital lobe might also be a

marker of an innocent stimulus, but evidence of such effects was rarely reported. One

possible explanation is that activities in the left occipital lobe are associated with violated

expectations, which could be induced by thermal stimulus regardless of intensity [350].

Deep learning is widely focused on transfer learning research, but it is not necessary

to improve generalisation in a specific task, i.e., pain assessment in this work [47]. How-

ever, with an appropriate measure of domain similarity, selective transfer learning can

be implemented in a very concise way [325]. The correlation between KL divergence

and subject-wise pain prediction accuracy in Section 6.4.2 showed the potential to select

similar subjects to a novel subject. Hence, the pain prediction model could be trained

with similar subjects selected, even using concise models such as SVM.

The novel models in this chapter did not produce ideal accuracy as expected, but
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the analysis of Grad-CAM patterns demonstrated the possible origin of challenges in

generalising the pain prediction model across subjects. The wide overlap of important

functional connectivity, remarkable within the frontal region, hardened the decomposi-

tion of features specific to individual differences from features related to pain. Therefore,

more efforts are needed to develop transfer learning frameworks and corresponding hy-

perparameter optimisation [351]. Another potential solution is utilising the measure of

domain simialrities to determine the similar subjects to the novel subject as the basis of

model training. This study advised the feasibility of the KL divergence as an objective for

selective transfer learning. Recent work by Valentini et al. suggested that the increase in

gamma osccilations carried a significant correlation with individual variation; inspired

me that combination between phase-based functional connectivity from the alpha band

and the features generated based on the gamma band to improve the generalisation of

the model for pain prediction [194].



Chapter 7

Conclusion

This chapter summarises the contributions of this thesis in a global view, which follows

the flow from feature discovery to model development. Further discussions declare the

existing limitations, which have not been resolved in the current study, and propose the

potential future work associated with them.

7.1 Main Contributions

In summary, this work found the neural marker of integration to represent the complexity

of pain, and developed machine learning models with such neural markers as features.

The current research aimed to implement machine learning models for pain assessment

in an extreme way: Different from the classical thoughts to use multiple features for pain

assessment, this research involved the input features from only one type of neural marker

specific to pain processing.

182
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From the systematic research, I revealed the good performance of phase-based func-

tional connectivity from the alpha band in both prediction accuracy and computational

efficiency. Since the final objective of developing the pain assessment model was to ap-

ply it in unresponsive patients, the model demands cross-subject generalisation. Using

alpha-phase functional connectivity, this study proposed a CNN model to assess pain,

whose architecture can process both the specificity of pain perception and individual dif-

ferences. Remarkably, this research used Grad-CAM to reveal the interpretability of the

features extracted by the CNN model from the perspective of physiology. Accordingly, all

of questions in Section 1.2 were answered systematically.

In general, this research contributed to the requirements of patients’ daily care at

the bedside in two aspects. First, it can be implemented both in terms of hardware

and software. The mobility of EEG devices makes signal acquisition easy, while the ex-

ecution of our machine learning algorithm does not require abundant computational

resources. Second, this work disclosed some useful strategies to improve the pain assess-

ment model’s generalisation. Based on our paradigms, future models may more quickly

fit in novel patients.

7.1.1 Phase-based Functional Connectivity from the Alpha Band:

Ideal Neural Marker of Integration for Pain Prediction

This research demonstrated the phase-based functional connectivity from the al-

pha band as an neural marker of pain, with which the appropriate machine learn-
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ing models (e.g, the SVM model in Chapter 4) can accurately and efficiently predict

pain. Although brain’s responses to pain are complex, the neural integrations among dif-

ferent brain regions or neuronal oscillations were not investigated sufficiently as a neural

marker. This work considered measures of two major neural integrations, functional con-

nectivity and cross-frequency coupling, and studied the effects of phase and power from

EEG signals to predict pain. For rigorous comparability between the measures, this work

innovatively employed ISPC and the Euler-like form of spectral coherence to quantify the

phase- and power-based neural integrations. By inputting functional connectivity from

the alpha band and cross-frequency coupling from four low-frequency bands, the phase-

based functional connectivity from the alpha band presented outstanding performances

in both accuracy and efficiency. Furthermore, the topography of phase and power in

different bands was analysed, which spatially revealed the significant differences of ex-

ponential phases’ distribution among conditions within a frequency band, and suggested

the reverse performances of the power topography. Thus, I obtained the quantitative

reason why phase-based neural markers can discriminate the pain and non-pain condi-

tions better than the power-based ones.

In addition, this work analysed the effects of trial length and the number of features

in pain prediction based on alpha-phase functional connectivity. The result of four tested

the effects of trial lengths (1, 2.5, 5, 10 seconds), when the length was 5 or 10 seconds

in this work, the accuracy was significantly better and tended to be stable. Therefore,

stable trial lengths were applied in the further development of pain prediction models in

the following sections. It was consistent with the stability of phase-based quantification
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of neural integration [293]. Regarding the number of features, this research did not

find a significantly optimised number of important features between 10 and 100, but 40

features can be a threshold of converging accuracy. Following this finding, NCA selected

40 features in each pairwise classification and found the important functional connectiv-

ity to recognise each pain-related condition. As a main finding, functional connectivity

within the frontal brain region (AF8-F7) was vital for predicting pain.

7.1.2 Discovery of Deep Learning: Convolutional Neural Network

for Cross-subject Pain Assessment

This study proposed a novel CNN architecture for pain prediction, which can re-

cognise the subject identification with the same feature as well. Benefiting from the

rapid development of deep learning, I proposed a concise architecture of a CNN model.

This model had two advantages. First, to solve the challenge of generalising pain predic-

tion models across subjects, this model was sensitive to the individual specificity of the

subjects involved in training. Compared with the poor performance of the SVM model us-

ing the same feature, it suggested its potential to be the fundamental of the cross-subject

pain prediction model. Second, by using this CNN architecture, subjects can still be re-

cognised accurately with alpha-phase functional connectivity. Hence, this combination

of model and neural marker can also help expose individual-specific features suitable for

transfer learning.

Three transfer learning strategies were tested to evaluate the performance of
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cross-subject pain assessment. For cross-subject pain prediction, this research evalu-

ated three transfer learning strategies to test if they could produce better results than the

basic CNN model, including selective transfer learning, adversarial learning, and partial

fine-tuning transfer learning. Moreover, the CNN model was also a suitable model for

being the components in transfer learning models. In selective transfer learning, though

the CNN model can select subjects similar to novel subjects excluded from training, the

subject-wise pain prediction model did not produce a better performance than the basic

model. In the use of adversarial learning and partial fine-tuning frameworks, the loss

curves suggested that they could learn some features associated with pain perception.

Nevertheless, they did not perform significantly better than the basic model.

7.1.3 Physiological Interpretability of the Features Extracted by

CNN Model

A highlight of this research is using Grad-CAM to analyse the features exposed by

CNN, which interpreted the physiological principles of the model’s working mech-

anism. The activation patterns generated by Grad-CAM from the CNN model matched

the important functional connectivity with the findings of brain regions’ activities in pain

perception. Taking into account the importance of the somatosensory cortex in pain pro-

cessing, functional connectivity that involves the parietal region near the location of the

somatosensory cortex played an important role. To be highlighted, the functional con-

nectivity within the frontal region was of importance in all deep learning frameworks in
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this research. It is consistent with the findings of fMRI on the change of frontal activities

in pain perception, as well as the analysis in Section 7.1.2 about the important functional

connectivity between electrodes AF8 and F7.

Grad-CAM analysis also helped interpret the poor performance of adversarial learn-

ing and partial fine-tuning frameworks. The activation pattern to recognise the strong

activation shared by subjects within the frontal lobe. Moreover, its activation feature

map of functional connectivity covered most of the brain regions. Therefore, it is still

difficult to decompose the features specific to individual differences in pain processing

for the pain assessment model.

7.2 Limitations and Future Work

Although this thesis presented a potential approach to assess pain from EEG data. How-

ever, the amount of data collected in laboratory environments limited the models’ per-

formance. The development of more powerful transfer learning algorithms needs more

work as well. In addition, this thesis did not evaluate the performances of the models

using online BCI, so it is still unclear if it is practically applicable at the bedside.

7.2.1 Robust Strategy of Cross-subject Pain Assessment

The main deficiency of this work concentrated on the limitation of transfer learning

performances. In other words, the model is still far from assessing pain in unresponsive

patients at the bedside. Hence, the direction of improvement contains attempts following
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the two categories of paradigms.

One of the paradigms is selective transfer learning. In this investigation, the strategy

to select one subject similar to the novel did not work ideally. Because poor perform-

ance was possibly caused by lack of data, for example, data from one subject was only

1/35 of the training set containing all subjects except for the excluded one. Future work

could test the effects of multiple similar subjects and utilise some data augmentation

algorithms, such as GAN, to make the data size equivalent with the subject-mixed train-

ing. Another paradigm is to find the measure of domain similarity between subjects, so

that the pain prediction model can be more flexible. The correlation between KL diver-

gence and subject-wise accuracy indicated in this research can be a good source for this

strategy.

The deep learning frameworks, such as adversarial learning and partial fine-tuning

frameworks evaluated in this work, are also worth further improvement. In the architec-

ture aspect, the layers could be optimised to reduce the effects of individual differences.

Moreover, hyperparameter optimisation could also strengthen the performances of the

original frameworks.

7.2.2 Generalisation and Standardisation of Datasets for

EEG-based Pain Assessment

All of the work in this thesis was based on the dataset described in Chapter 3. It means

that the generalisation of all the models in the other datasets for pain assessment is un-
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clear. In different studies that assessed pain with EEG, there were many different factors,

including pain inducer methods, recording environments, EEG hardware, levels of pain

intensity, etc. [352, 353]. There is a hierarchy to evaluate the model that involves dif-

ferent datasets. The primary objective is to test the accuracy of the prediction and the

consistency of the features extracted in the other datasets. Additionally, the perform-

ances of different pain prediction models can be compared in the same dataset. An

advanced target is to use data from different datasets for data augmentation, i.e., using

subjects participating in different experiments can make it possible to detect individual-

specific features, where the characteristics associated with environmental and hardware

differences can be decomposed more easily [354].

7.2.3 BCI-based Online Pain Assessment System

No matter whether to help the patient’s caretakers or just monitor the pain of responsive

people, a naked model cannot be ready-to-use. The way to introduce pain assessment

models to a system accepting EEG signals as input is by building a brain-computer inter-

face (BCI). Since Vidal proposed the concept of BCI in 1973 [355], the technical pipeline

for the use of BCI for medicine has matured [356]. In general, we could use the EEG

signals as the input to the BCI system, the processing block consists of the preprocessing

methods and the machine learning model. Finally, the BCI system will make the predic-

tion of pain will be made by the BCI system as a result. Furthermore, the pain assessment

system is also an important component in the bidirectional or closed-loop BCI for pain

relief, where an electric stimulus or other treatment will be administered to the nervous
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system when pain is detected [118, 357].

Therefore, future work should incorporate the pain prediction model into a BCI sys-

tem so that it can detect pain from real-time signals. Initially in laboratory environments,

the system should be plug-in ready with specific thermode systems, which can work in

both virtual testing mode, loading the existent data for testing the online models, and an

experimental mode, predicting pain and recording data in the meantime. Furthermore,

some optimisation methods, such as reinforcement learning, can be applied in such a BCI

system, so that the model’s sensitivity to pain can increase with the new signals recorded

while running the system [358].
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