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Abstract—B5G/6G expands a new application scenario of joint communication and positioning which can simultaneously provide high-quality communication and positioning services. Millimeter wave (mmWave) and massive Multiple Input Multiple Output (MIMO) can help systems to achieve high-quality communication and generate high-directional beams to assist positioning. In this paper, the proposed Structured Perturbed Orthogonal Matching Pursuit (SPOMP) could alleviate the pilot pollution in massive MIMO systems and break the resolution of angular estimation. Based on the above super-resolution estimation, we develop a dynamic two-stage multi-cell user grouping scheme to reduce interference and improve resource utilization. Combined with the grouping results and our derived performance metric, a joint optimization problem for power and bandwidth allocation is proposed to maximize the comprehensive performance of joint communication and positioning while guaranteeing performance bounds. An effective cyclic iteration algorithm based on Alternating Direction Method of Multipliers (ADMM) is present to solve the proposed optimization problem. Numerical results show that the proposed joint user grouping and resource allocation scheme achieves a larger rate-accuracy region and a better multi-cell service performance balance compared to conventional schemes.

Index Terms—Millimeter wave, massive MIMO, joint communication and positioning, user grouping, resource allocation.

I. INTRODUCTION

UNDER B5G/6G networks, there have been a large number of emerging applications, such as unmanned driving technology [1], [2], multi-device Internet of Things [3], [4] and crowd sensing technology [5], which put forward higher requirements for the improvement of communication systems, including not only high-quality wireless communication links, but also positioning services with high robustness and accuracy [6], [7]. As an important technology in 5G standards, mmWave has a broad spectrum resource to provide larger channel bandwidth. Meanwhile, massive MIMO can obtain the high directional gain and higher data rate through hybrid analog/digital beamforming (HADB) technology and multiple data streams [8], [9], to deal with the serious path loss of mmWave and broaden the application range of mmWave [10]–[12]. So massive MIMO communication networks combined with mmWave is widely considered as the key technology to support the joint communication and positioning systems [13].

In multi-user scenarios, the practical channel matrices of different users are commonly correlated with each other due to their limited antenna number and dense distribution area [14]. The authors in [15] isolate the users whose correlation coefficient is larger than a certain threshold in separate groups which are served in different time to reduce the inter-user interference which is a main influencing factor to the multi-user systems’ performance. However, they do not consider to reuse the precious spectrum resource. Spatial correlation between different users is a key point for user grouping. In [16], the proposed user grouping scheme assigns the users with low correlation to different groups to achieve spatial and frequency multiplexing gain.

Meanwhile, there is a resource competition between the communication and positioning services due to the limited resources in multi-user scenarios. Some researchers obtain the trade-off between data rate and positioning accuracy through the beam optimization and resource allocation schemes in single-user and multi-user scenarios [17], [18]. However, above researches do not pay enough attention to the vital spectrum resources. The authors in [19]–[22] propose the bandwidth allocation schemes by allocating a single sub-carrier or multiple sub-carriers to the users. However, the low energy efficiency of such schemes would violate the concept of green communication. In [23], the authors propose a dual objective optimization problem of power and bandwidth allocation while not based on joint communication and positioning. In [16], the authors research the multi-dimensional resource allocation, including power, beams, and sub-carriers, in multi-user MIMO systems. However, they assume that the CSI is idealized and known. Moreover, the authors in [16], [24] combine resource allocation schemes with user grouping strategies in order that the different groups can use the same resources to improve the resource utilization.

Effective user grouping and resource allocation strategies are necessary for all users to enjoy two high-quality ser-
The key contributions of this paper are as follows: improving the resource utilization, so as to follow the concept of green communication. Against the existing approaches, the authors propose a joint user grouping and resource allocation scheme. The proposed system is designed with the intent to mitigate interference and improve the multi-cell system performance [31].

ICI (Inter-Cell Interference) becomes a main limiting factor of system performance. In practical multi-cell scenarios and the inter-cell interference has been studied extensively, the focus has shifted from single-cell systems to more complex multi-cell systems. The known channel sparsity, and whether they can be applied to mmWave networks. However, all of these algorithms need the known channel sparsity, and whether they can be applied under mmWave massive MIMO systems is unknown.

In recent years, to obtain further system performance improvement and enhance the utilization of limited resource, the research focus has shifted from single-cell systems to more practical multi-cell scenarios and the inter-cell interference (ICI) becomes a main limiting factor of system performance. It is clear that realizing the multi-cell cooperation could reduce ICI and improve the multi-cell system performance [31]. Motivated by the above and considering multi-cell systems, we investigate a joint user grouping and resource allocation scheme to get a larger rate-accuracy region in joint communication and positioning systems. The proposed system uses the positioning service to obtain the information of the users and the surrounding environment. By optimizing the resource scheduling strategy and using the beamforming technology to ensure the quality of communication service and improve the resource utilization, so as to follow the concept of green communication. Against the existing approaches, the key contributions of this paper are as follows:

- To improve the two-stage Structured Perturbed Orthogonal Matching Pursuit (SPOMP) based on iteratively updating the tradeoff weight between the sparsity of channel and the measurement vector’s fitting error. So we can obtain the structured perturbed parameters to reduce the resolution loss of channel parameters caused by the grid quantization in sparse recovery methods and pilot pollution in massive MIMO systems.
- To propose the dynamic two-stage multi-cell user grouping scheme based on HADB technology and the estimated super-resolution CSI to reduce the inter-cell and intracell interference and improve the resource utilization, simultaneously.
- To develop two new information metrics, data rate and positioning estimation rate. Based on them, the joint communication and positioning optimization question can be present under the similar physical concepts of two services. By quantifying the inter-cell interference and relaxing the intra-group interference to a constant, the proposed NP-hard problem can be changed to the proper reformulation which is able to applying the ADMM and Coordinate Descent and we can obtain the suboptimal resource allocation scheme easily.

The rest of this paper is organized as follows: Section II describes the mmWave sparse channel model and comprehensive multi-cell system model. Section III introduces the performance metrics. Section IV presents the optimization problem and proposed joint transmission scheme. Section V shows the simulation results. Finally, the conclusions are stated in Section VI.

Here are some notations will be used in this paper:
- $\mathbf{f}_t \in \mathbb{C}^{M_x \times 1}$: transposed, Hermitian, conjugate, inverse, pseudo-inverse, respectively.
- $\otimes, \odot$: Kronecker product, Khatri-Rao product, respectively.
- $E\{\cdot\}$, vec$(\cdot)$, $H(\cdot)$: expectation operation, vectorization operation, entropy operation, respectively.
- $\|\cdot\|_2$, $\|\cdot\|_F$, $[T]$: $l_2$-norm, Frobenius norm, the set of non-negative integers $\{1, 2, ..., T\}$, respectively.

Throughout this paper, matrices and vectors are denoted by upper-case and lower-case boldface letters, respectively.

II. SYSTEM MODEL

A. Transmission Model

Consider a HADB mmWave MIMO network where the locations of the static user equipments (UEs) are unknown and the locations of the base stations (BSs) are known, all equipped with a uniform linear array (ULA) containing an odd number of antennas. To guarantee multi-stream data transmissions, assume that each BS is equipped with $M$ antennas, $M_{RF}$ RF chains, and $M_{DS} > 1$ data streams. Generally, it is assumed that $M_{DS} \leq M_{RF} \leq M$. $N_{DS} \leq N_{RF} \leq N$, and $M_{DS} = N_{DS} = \min\{M_{RF}, N_{RF}\}$, to ensure the rationality of the system.

Each symbol is sent through its specialized RF chain, so that the BS in our OFDM system transmits the continuous $M_{RF}$ symbols at frame $t$. When the symbols in frame $t$ transmitting, the channel is assumed to be time-invariant, while the channel will be considered to be time-varying in different frames. For symbol $s$ at frame $t$, the pilot is sent through a dedicated RF chain expressed by the precoder operation as $\{\mathbf{f}_s \in \mathbb{C}^{M_x \times 1}; \|\mathbf{f}_s\|_2^2 = 1, \forall t \in [T], \forall s \in [M_{RF}]\}$. Here $T$ is the number of snapshots. Similarly, each UE uses $N_{RF}$ RF chains to complete the combiner operation denoted as $\{\mathbf{W}_{t,s} \in \mathbb{C}^{N \times N_{RF}}; \|\mathbf{W}_{t,s}\|_2^2 = 1, \forall t \in [T], \forall s \in [M_{RF}]\}$. The received signal during the symbol $s$ at frame $t$ can be expressed by

$$\mathbf{y}_{t,s} = \mathbf{W}_{t,s}^H \mathbf{H}_{t,s} \mathbf{f}_{t,s} \mathbf{x}_t + \mathbf{W}_{t,s}^H \mathbf{n}_{t,s}, t \in [T], s \in [M_{RF}],$$

where $\mathbf{H}_{t} \in \mathbb{C}^{N \times M}$ denotes the channel matrix in frame $t$ from the BS to the UE, $\mathbf{x}_t$ represents the transmitted pilot signal known to the BS and the UE, $\mathbf{n}_{t,s} \in \mathbb{C}^{N \times 1}$ denotes the noise assumed to be i.i.d Gaussian distributed, $\mathbf{n}_{t,s} \sim \mathcal{CN}(0, \sigma_n^2 I_N)$, with the known noise variance $\sigma_n^2$. 
The received signal corresponding to all the symbols in frame $t$ can be combined in columns as $\mathbf{y}_t = [\mathbf{y}_{t,1}^T, \ldots, \mathbf{y}_{t,T}^T] \in \mathbb{C}^{MBP \times N \times 1}, \forall s \in [M_{RF}], \forall t \in [T]$. Using the vectorized form of the matrices, it can be mathematically expressed as

$$\mathbf{\tilde{y}}_t = (\mathbf{F}_t \odot \mathbf{W}_t^*)^T \mathbf{vec}(\mathbf{H}_t) \mathbf{\bar{x}}_t + \mathbf{W}_t \mathbf{\bar{n}}_t, \quad (2)$$

where $\mathbf{W}_t = [\mathbf{W}_{t,1}^T, \ldots, \mathbf{W}_{t,T}^T]^T$, $\mathbf{F}_t = [\mathbf{f}_1, \ldots, \mathbf{f}_s]$, and $\mathbf{\bar{n}}_t = [\mathbf{n}_{t,1}, \ldots, \mathbf{n}_{t,s}]$. $\mathbf{W}_t^H \mathbf{W}_t = \mathbf{F}_t^H \mathbf{F}_t = \mathbf{I}$ is apparently true. Then assuming $\Phi_t = (\mathbf{F}_t \odot \mathbf{W}_t^*)^T \in \mathbb{C}^{MBP \times NR \times MN}$, $\mathbf{\bar{n}}_{t,agg} = \mathbf{W}_t \mathbf{\bar{n}}_t \in \mathbb{C}^{MBP \times NR \times 1}$ and $\mathbf{\bar{h}}_t = \mathbf{vec}(\mathbf{H}_t) \in \mathbb{C}^{NM \times 1}$, the signal in (2) can be simplified to:

$$\mathbf{\tilde{y}}_t = \Phi_t \mathbf{\bar{h}}_t \mathbf{\bar{x}}_t + \mathbf{\bar{n}}_{t,agg}. \quad (3)$$

Assuming that the channel contains $K$ spatial clusters and each cluster is composed of $L$ multipath components (MPCs). For simplicity, we assume that $K$ and $L$ remain fixed within the duration of the channel parameter estimation, then the total number of MPCs is $KL$.

Due to the rich bandwidth in the mmWave frequency, the coherence time of time-varying fading coefficients is much less than the angular coherence time, which means that the spatial characteristics of mmWave signals can be regarded as constant during the coherent time of the small scale fading coefficients. So the channel matrix can be denoted as

$$\mathbf{H}_t = \frac{1}{Loss} \sum_{k=1}^{K} \sum_{l=1}^{L} \alpha_{k,l,t} \mathbf{a}_{\text{BS}}(\theta_{k,l,t}^x) \mathbf{a}_{\text{UE}}(\theta_{k,l,t}^x)^H, \quad (4)$$

where $Loss$ is the average path loss, $\alpha_{k,l,t}$ is the small scale fading coefficient at frame $t$ of the $l$-th MPC in the $k$-th cluster and assumed to be i.i.d complex Gaussian distributed. $\theta_{k,l,t}^x \in [0, \pi)$ and $\theta_{k,l,t}^x \in [0, \pi)$ denote the AoA and AoD of the $l$-th MPC in the $k$-th cluster, respectively, which remain constant over the snapshot. $\mathbf{a}_{\text{BS}}(\theta_{k,l,t}^x) \in \mathbb{C}^{M \times 1}$ and $\mathbf{a}_{\text{UE}}(\theta_{k,l,t}^x) \in \mathbb{C}^{N \times 1}$ are the normalized array response of the BS ULA and UE ULA, respectively, whose elements are expressed as

$$[\mathbf{a}_{\text{BS}}(\theta_{k,l,t}^x)]_m = \frac{1}{\sqrt{M}} e^{j \frac{2\pi}{\lambda} d_{\text{BS}} (m-1) \cos(\theta_{k,l,t}^x)}, \forall m \in [M], \quad (5a)$$

$$[\mathbf{a}_{\text{UE}}(\theta_{k,l,t}^x)]_n = \frac{1}{\sqrt{N}} e^{j \frac{2\pi}{\lambda} d_{\text{UE}} (n-1) \cos(\theta_{k,l,t}^x)}, \forall n \in [N], \quad (5b)$$

where $d_{\text{BS}} = d_{\text{UE}} = \lambda/2$ indicate the inter-antenna spacing in the BS ULA and UE ULA, respectively, and $\lambda$ is the carrier wavelength.

### B. Sparse Representation of the mmWave Channel

The finite scattering characteristic of the mmWave causes the channel to show sparsity in AoA-AoD domain, and different AoA-AoDs denote different paths, so the mmWave channel can be estimated through sparse recovery methods. Ignoring the height gap between BSs and UEs, we discretize the AoA-AoD tuple $(\theta^x, \theta^d)$ in the continuous parameter space $([0, \pi) \times [0, \pi))$ into a set of finite grid points to establish a grid in a two-dimensional space. When the actual AoA-AoD coincides with a grid point, the actual channel can be estimated ideally.

To ensure the accuracy of estimating the line-of-sight (LoS) path and improve the resolution of the estimated parameters, we choose the uniform sampling scheme in the virtual $\cos(\theta)$ domain. In this way, the AoA-AoD are non-uniformly quantized so that the spacing of adjacent grid points in the grid center is significantly smaller than that at the grid edges. Compared with the uniform sampling scheme in physical angle domain, it would reduce the correlation of the redundant dictionary and preserve orthogonality over the virtual domain [32]. The set containing $G_{\text{UE}}$ and $G_{\text{BS}}$ discretized grid points in AoA and AoD domains can be respectively denoted as

$$\Theta^x = \left\{ \theta^x_{G_{\text{UE}}^i} : \cos(\theta^x_{G_{\text{UE}}^i}) = 1 - \frac{2 (G_{\text{UE}}^i - 1)}{G_{\text{UE}}}, G_{\text{UE}}^i = 1, \ldots, G_{\text{UE}} \right\},$$

$$\Theta^d = \left\{ \theta^d_{G_{\text{BS}}^i} : \cos(\theta^d_{G_{\text{BS}}^i}) = 1 - \frac{2 (G_{\text{BS}}^i - 1)}{G_{\text{BS}}}, G_{\text{BS}}^i = 1, \ldots, G_{\text{BS}} \right\}, \quad (6)$$

where $\theta^x_{G_{\text{UE}}^i} \in [0, \pi]$ and $\theta^d_{G_{\text{BS}}^i} \in [0, \pi]$ indicate the AoA and AoD in the physical domain corresponding to the grid points in the virtual domain, respectively.

The array responses corresponding to all of grid points in the form of column vectors are composed into matrices as $\mathbf{A}_{\text{UE}} = [\mathbf{a}_{\text{UE}}(\theta^x_1), \ldots, \mathbf{a}_{\text{UE}}(\theta^x_{G_{\text{UE}}})]$ and $\mathbf{A}_{\text{BS}} = [\mathbf{a}_{\text{BS}}(\theta^d_1), \ldots, \mathbf{a}_{\text{BS}}(\theta^d_{G_{\text{BS}}})]^T$. $\mathbf{A}_{\text{UE}} \in \mathbb{C}^{N \times G_{\text{UE}}}$ and $\mathbf{A}_{\text{BS}} \in \mathbb{C}^{G_{\text{BS}} \times M}$ represent the array response matrices built on the sets $\Theta^x$ and $\Theta^d$, respectively. We can convert the channel matrix in (4) into

$$\mathbf{H}_t = \mathbf{A}_{\text{UE}} \mathbf{H}_{t}^G \mathbf{A}_{\text{BS}}^H, \quad (7)$$

where $\mathbf{H}_{t}^G \in \mathbb{C}^{G_{\text{UE}} \times G_{\text{BS}}}$ is the virtual channel matrix obtained after the discretization in angular domain. Using the vectorized form of the matrices, (7) can be changed again into

$$\mathbf{h}_t = \mathbf{vec} (\mathbf{H}_t) = \Psi \mathbf{h}_{t}^G, \quad (8)$$

where $\mathbf{h}_{t}^G = \mathbf{vec} (\mathbf{H}_{t}^G)$, and $\Psi = (\mathbf{A}_{\text{BS}}^* \otimes \mathbf{A}_{\text{UE}})$ represents the dictionary matrix in angular domain, each of whose column represents the vector form of the array response corresponding to the AoA-AoD at each grid point.

Based on (8), the received signal model in (3) can be converted to

$$\mathbf{\tilde{y}}_t = \Phi_t \Psi \mathbf{h}_{t}^G \mathbf{\bar{x}}_t + \mathbf{\bar{n}}_{t,agg}. \quad (9)$$

When obtaining the received signal, the virtual channel can be recovered through (9), and the actual channel can be recovered through the sparsity of the channel.

### C. Multi-cell System Model

Based on above models, we consider a multi-cell downlink system including $C$ cells and $U$ users randomly distributing in a two-dimensional space, each cell whose radius is $R$ contains one BS in its center. The total power of a BS used and the bandwidth of the system used for communication and positioning services are $P_{\text{max}}$ and $B_{\text{max}}$, respectively.
The received signal transmitted from the $b_i$-th BS to the $u_j$-th UE is expressed as
\[
\hat{y}_{b_i, u_j} = W^H_{b_i, u_j} H_{b_i, u_j} F_{b_i, u_j} x_{b_i, u_j} + W^H_{b_i, u_j} \sum_{m=1, m \neq j}^U F_{b_i, u_m} x_{b_i, u_m} + W^H_{b_i, u_j} n.
\]

The first item in (10) denotes the desired receiving signal; the second item represents the intra-cell interference including the inter-symbol interference; the third term expresses the inter-cell interference; and the last item is the noise.

![Fig. 1. Frequency division multiplexing model of joint communication and positioning with user grouping in multi-cell systems.](image)

Based on [33], we use a frequency division multiplexing model with user grouping in our multi-cell system to improve resource utilization and ensure the hours of communication and positioning services in Fig.1. In a fixed time slot, the BSs provide UEs with communication service and positioning service simultaneously. After dividing the UEs into groups, the positioning and communication services for one UE occupy different sub-carriers, and the UEs in different groups use orthogonal sub-carriers. Meanwhile, the UEs in a group or different cells could use the same sub-carriers to enhance the frequency resource utilization.

Due to the limits of total power and bandwidth, each BS must allocate the power and the time-frequency resources reasonably to different UEs in its cell while transmitting the signal. Assumed that $P_{b_i, u_j}$ is the signal power assigned by the $b_i$-th BS to the $u_j$-th UE, respectively. The $u_j$-th UE is assigned to a cell whose user set can be expressed as $q_{b_i}$, which contains $N_{b_i}$ UEs, meanwhile the UE is also assigned to a group whose user set can be expressed as $\mathbb{g}_{b_i, g}$, which contains $N_{b_i,g}$ UEs, it is clear that the bandwidth assigned to everyone of the UEs in $g$-th group can be expressed by $B_{b_i, g}$. And the $b_i$-th cell contains $g_{b_i}$ groups. According to the resource multiplication strategy mentioned above, the assigned resource need to satisfy
\[
\sum_{\forall u_j \in q_{b_i}} P_{b_i, u_j} \leq P_{\text{max}}, \forall b_i \in [C]; \quad (11a)
\]
\[
\sum_{\forall g \in [g_{b_i}]} B_{b_i, g} \leq B_{\text{max}}, \forall b_i \in [C]; \quad (11b)
\]
(11a) means that the sum of the total power that each BS can schedule to its UEs can not exceed $P_{\text{max}}$, and (11b) means that the sum of the bandwidth that each BS can schedule to its groups can not exceed $B_{\text{max}}$.

### III. PERFORMANCE METRIC

#### A. HADB Technology

Multiple MPCs will make the sub-carriers of the received signal no longer orthogonal to each other, resulting in co-channel interference. Moreover, the multipath fading effect can greatly disperse the SINR of the non-line-of-sight (NLoS) MPCs. Therefore, we use the Maximum Ratio Transmission (MRT) and Zero Forcing (ZF) precoding technology to minimize the different types of interference and optimize the received SINR by setting the precoder and combiner matrices to match the multi-user CSI.

The BSs use the ZF algorithm to eliminate intra-cell interference, the precoder matrix of $u_j$-th UE of $b_i$-th cell based on its corresponding combiner matrix is represented as
\[
F_{b_i, u_j} = \frac{H_{b_i, u_j}}{\gamma_{b_i, u_j}},
\]
where $\gamma_{b_i, u_j} = \sqrt{\text{Tr}\left(H_{b_i}(H_{b_i})^H\right)}$ denotes the normalization parameter of power and $H_{b_i} = [H_{b_i, u_j}]^H, \forall u_j \in [N_{b_i}]$. According to the definition of SINR, the inter-cell interference is denoted as
\[
\sigma^2_{b_i, u_j} = \sum_{n=1, n \neq i}^B \left\|W^H_{b_i, u_j} H_{b_n, u_j} F_{b_n, u_j} x_{b_n, u_j}\right\|^2.
\]

In fact, due to the size of antenna and device, there are not enough antennas deployed in UEs. Assumed that $(B-1)M \geq N$, we make $W_{b_i, u_j}$ equal the right singular matrix corresponding to the smallest singular value $\lambda_k$ of $T_{b_i, u_j}$, so that $\left\|T_{b_i, u_j} W_{b_i, u_j}\right\|_2^2 = \lambda_k^2$. Then $\lambda_k^2 P_{\text{max}}$ denotes the reduced inter-cell interference from other BS, which is not completely eliminated, but reduced to achieve our goal.

#### B. Data Rate and Positioning Estimation Rate

The quality of communication services can be described by communication SINR and channel capacity. From the received
signal model in (10), the SINR of the $u_j$-th UE of $b_i$-th cell can be expressed as
\[
\text{SINR}_{b_i,u_j}^C = \frac{P_{b_i,u_j}^C \| H_{b_i,u_j} H_{b_i,u_j}^\dagger \tau_{b_i,u_j} \|_2^2}{(C - 1)\lambda_k^2 P_{\max} + \sigma_n^2 + \sum_{u_k \in \mathcal{A}_{b_i,u_j}, k \neq j} P_{b_i,u_k}^C \| H_{b_i,u_j} H_{b_i,u_k}^\dagger \tau_{b_i,u_j} \|_2^2}.
\]

(C - 1)\lambda_k^2 P_{\max} + \sigma_n^2 + \sum_{u_k \in \mathcal{A}_{b_i,u_j}, k \neq j} P_{b_i,u_k}^C \| H_{b_i,u_j} H_{b_i,u_k}^\dagger \tau_{b_i,u_j} \|_2^2

\] 

The data rate can be expressed based on (14) as:
\[
R_{b_i,u_j}^C = B_{b_i,g}^C \log_2 \left( 1 + \text{SINR}_{b_i,u_j}^C \right).
\]

From (14) and (15), it is clear that the data rate mainly depends on the signal power and bandwidth assigned to the UE.

To find a positioning metric of the same magnitude as the Shannon capacity and motivated by the radar estimation rate [34], we develop a new metric, the positioning estimation rate will reflect the efficiency of transferring the channel information through the joint communication and positioning system, which can provide guidance for our system designers.

IV. JOINT DYNAMIC USER GROUPING AND RESOURCE ALLOCATION SCHEME

In this section, we first present our two-stage multi-cell user grouping based on super-resolution estimation. Then, we formulate the joint user grouping and resource allocation problem and its corresponding solution algorithm to optimize the system performance.

A. Super-resolution Channel Parameters Estimation

This traditional sparse recovery algorithms are suitable only when the actual AoA-AoD is aligned with a grid point which is an ideal on-grid case. Thus, the grid-dependent method still has some defects in the resolution due to the limits of the distance between the neighboring grid points. And when $KL$ is greater than $G_{\text{UE}}$ or $G_{\text{AOA}}$, the AoA-AoD of at least two paths will be mapped to the same grid point, which greatly affects the final estimation result.

The limited number of grids implies that the estimation resolution is related to the grid spacing due to the mismatch between the pre-designed grid and the actual sparse basis, i.e., the basis mismatch phenomenon. Increasing the grid number will increase the estimation resolution while increasing the complexity of algorithm dramatically. In contrast, we introduce a new parameter to represent the deviation between the actual sparse basis and the pre-designed grid, thus eliminating the off-grid effect while guaranteeing a lower complexity, and breaking the limit of resolution.

To eliminate the dictionary matrix mismatch due to the off-grid effect to ensure (8) and (9) valid, the actual AoA-AoD of the $l$-th MPC is represented as $\tilde{\theta}_t^x = \theta_t^x + \delta_t^x$ and $\tilde{\theta}_r^x = \theta_r^x + \delta_r^x$. $\theta_t^x$ and $\theta_r^x$ is the grid point nearest to $\theta_t^x$ in the set $\Theta^x$, and $\delta_t^x \in [0, \Delta \theta^x/2]$ is the perturbation parameter of $\theta_t^x$ corresponding to $\theta_t^x$. It is similar to the AOD domain.

Based on the more accurate $(\tilde{\theta}_t^x, \tilde{\theta}_r^x)$, we can update $\Psi_l$, the column corresponding to the $l$-th MPC, to a unconstrained optimization problem, and the iterative objective function is
\[
\Psi_l = \mathbf{a}_{\text{UE}} (\tilde{\theta}_t^x) \mathbf{a}_{\text{BS}} (\tilde{\theta}_r^x)^\text{T}
\]
\[
\rightarrow \Psi_l = \mathbf{a}_{\text{UE}} (\tilde{\theta}_t^x + \delta_t^x) \mathbf{a}_{\text{BS}} (\tilde{\theta}_r^x + \delta_r^x)^\text{T}.
\]

Considering all of the $KL$ MPCs, we can adapt $\Psi$ to the new virtual channel matrix $\Psi'$ by (20) and greatly reduce the off-grid effect. It is necessary to capture the perturbation parameters occurring in angle domain accurately in order to complete super-resolution estimations.

Based on (9), the traditional sparse recovery problem can be formulated as
\[
\min_{\mathbf{h}_t^G, \delta_t^x, \delta_r^x} \| \mathbf{h}_t^G \|_0 \quad \text{s.t.} \quad \| \tilde{\mathbf{y}}_l - \mathbf{F}_l \Psi_l \mathbf{h}_t^G \tilde{\mathbf{x}}_t \|_F \leq \varepsilon, \quad (21)
\]
where $\varepsilon$ is the error tolerance parameter. Refer to [36], we can replace the $l_0$-norm by a log-sum function and translate (21) to a unconstrained optimization problem, and the iterative objective function is
\[
\min_{\mathbf{h}_t^G, \delta_t^x, \delta_r^x} S^{(i)} (\mathbf{h}_t^G, \delta_t^x, \delta_r^x) = \lambda^{-1} (\mathbf{h}_t^G)^\text{T} \mathbf{D}^{(i)} \mathbf{h}_t^G + \| \tilde{\mathbf{y}}_l - \mathbf{F}_l \Psi_l \mathbf{h}_t^G \tilde{\mathbf{x}}_t \|_F.
\]
In the $i$-th iteration, $D^{(i)}$ can be expressed as

$$D^{(i)} = \text{diag}\left(\frac{1}{(h_{t}^{G})^{(i)}_1^2 + \delta}, \ldots, \frac{1}{(h_{t}^{G})^{(i)}_{G_{\text{UEG}}^*}^2 + \delta}\right),$$

where $\delta > 0$ is a constant. The first item in $S^{(i)}$ denotes the sparsity of the estimated $h_{t}^{G}$, the second one represents the residue vector. $\lambda > 0$ is the regularization parameter which controls the tradeoff between the channel sparsity and the matching error.

After get the on-grid coarse results by OMP, in the $i+1$-th iteration, we can update $\lambda$, $h_{t}^{G}$, $\delta^{tx}$, $\delta^{rx}$ alternately. Firstly, if the result of $i$-th iteration is matched with the measurement vector poorly, we will decrease $\lambda$ to improve the sparsity. While if the result iteration is matched well, we will increase $\lambda$ to pursuit a better fitting. To be specific, $\lambda$ can be updated by

$$\lambda = \min\left(d/r^{(i)}, \lambda_{\text{max}}\right),$$

where $r^{(i)} = \|\tilde{y}_t - \Phi_t(\Psi^{(i)}_t)(h_{t}^{G})^{(i)}\tilde{x}_t\|_F$ is the residue. $d$ and $\lambda_{\text{max}}$ are two constants.

In the $i$-th iteration, if we make the partial derivative of (22) equal to zero, the optimal $(h_{t}^{G})^{(i)}$ can be obtained by

$$(h_{t}^{G})^{(i)}(\delta^{tx}, \delta^{rx}) = \arg\min_{h_{t}^{G}} S^{(i)}(h_{t}^{G}, \delta^{tx}, \delta^{rx})$$

$$= \left(\lambda^{-1} D^{(i)} + \sum_{p=1}^{N_x} K^H K\right)^{-1} \left(\sum_{p=1}^{N_x} K^H \tilde{y}_t\right),$$

(25)

Then we also can get the corresponding optimal $S^{(i)}$ which can be expressed by a function of $\delta^{tx}, \delta^{rx}$ as:

$$S^{(i)}_{\text{opt}}(\delta^{tx}, \delta^{rx}) = \min_{h_{t}^{G}} S^{(i)}(h_{t}^{G}, \delta^{tx}, \delta^{rx})$$

$$= -\left(\sum_{j=1}^{N_x} \tilde{y}_t^H K\right) \cdot \left(\lambda^{-1} D^{(i)} + \sum_{p=1}^{N_x} K^H K\right)^{-1} \left(\sum_{j=1}^{N_x} \tilde{K}^H \tilde{y}_t\right) + \sum_{p=1}^{N_x} \tilde{K}^H \tilde{y}_t,$n

(26)

where $K = A_{\text{UE}} \text{diag}(A_{B}^H X_t)$. Then, we can use the gradient descent method to update $\delta^{tx}, \delta^{rx}$:

$$\delta^{tx^{(i+1)}} = -\eta \cdot \nabla S^{(i)}_{\text{opt}}(\delta^{tx^{(i)}}, \delta^{rx^{(i)})},$$

$$\delta^{rx^{(i+1)}} = -\eta \cdot \nabla S^{(i)}_{\text{opt}}(\delta^{tx^{(i)}}, \delta^{rx^{(i)})},$$

(27)

where $\eta$ is the step-length.

The proposed algorithm can achieve super-resolution channel parameter estimations whose steps are detailed in Algorithm 1. Because we left out the delay part in (4), our proposed Algorithm 1 can only obtain the AOA and AOD of every MPC, which will rely on the necessity of the existence of a LoS path between the BS and the UE, in which case it is possible to perform the three-point positioning strategy to the UE with three BSs in the presence of only the angles.

Algorithm 1 is two-stage iterative process, for each MPC, Algorithm 1 need to obtain the coarse on-grid point and the off-grid parameter. The last period determines the overall computational complexity. The computational complexity in each iteration mainly depends on the gradient descent method step 12, which can be expressed as $O((M + N)(KL)^2)$.

Algorithm 1 Structured Perturbed Orthogonal Matching Pursuit

1. **Input**: $\tilde{y}_t$, $\Phi_t, \forall t \in T, \varepsilon, \Psi, KL, \tilde{x}_t, h_{th}$;
2. **Initialization**: $\tilde{y}_{t,0} = \tilde{y}_t, k = 1, i = 1, \Lambda_0 = \{\}, S_0 = \{\}$;
3. While $k \leq KL$ Do
4. $j' = \arg\max t \sum_{t=1}^{T} (\Phi_t(\Psi^{(i)}_t)(h_{t}^{G})^{(i)}\tilde{y}_t - \tilde{h}_t S_k)$;
5. $S_k = S_{k-1} \cup \{j'\}$;
6. $\tilde{h}_t^{G} = S_k \tilde{y}_t$;
7. $k = k + 1$
8. **end while**
9. **Output**: Coarse AoAs/AoDs results $\theta^{tx}, \theta^{rx} \leftarrow \Lambda_k$;
10. While $\|\left(h_{t}^{G}^{(i)} - h_{t}^{G}\right)^{(i-1)}\|_F \geq \varepsilon$ Do
11. Update $\lambda \leftarrow (20)$;
12. Construct $S^{(i)}_{\text{opt}}(\delta^{tx}, \delta^{rx}) \leftarrow (22)$;
13. Update $(\delta^{tx}^{(i+1)}, \delta^{rx}^{(i+1)}) \leftarrow (23)$;
14. Update $(h_{t}^{G})^{(i+1)} \leftarrow (21)$;
15. $i = i + 1$
16. **end while**
17. **Output**: $H_t = \sum_{t} h_{t}^{G} a_{\text{UE}}(\theta^{tx} + \delta^{tx}) a_{\text{BS}}(\theta^{rx} + \delta^{rx})^H$

B. Dynamic Two-stage Multi-cell user Grouping based on Super-resolution Estimation

In the first stage, every UE suppresses the inter-cell interference through the HADB technology, so that the UE’s received SINR depends on the squared value of the minimum singular value of its joint interference channel matrix. Therefore, to maximize the received SINR, we use the grouping method based on the users’ positions according to the fixed grouping threshold $\alpha$. To be brief, we assign each UE into its suitable cell in terms of the interference caused by this UE to other cells if it is allocated to this cell. Assumed that the resulting user set of the $b_i$-th cell can be expressed as $\mathcal{C}^{b_i}$, which contains $N_{b_i}$ UEs after the first stage.

In the second stage, we complete user grouping in each cell. For a single cell, it is necessary to improve the resource utilization and try to minimize the inter-user interference. Therefore, we group the UEs in each cell according to the channel correlation between different UEs. The UEs with low correlation will be assigned to the same group. In this way, UEs in a group can use the orthogonal sub-carriers to complete communication and positioning simultaneously and avoid the intra-group interference, while UEs in different groups can use the same sub-carriers to enhance the resource utilization with less inter-group interference.
Algorithm 2: Dynamic Two-stage Multi-cell user Grouping Algorithm based on Super-resolution Estimation

Input: $B, U, R, \alpha$

Initialization: $g_{bi} = 1, N_{bi} = 0, C^0_b = \{\} \forall i \in [B]$

1: for all $j, 1 \leq j \leq U$ do
2: \[ T_{bi,uj} = U_{bi,uj} \sum_{bi,u_j} V_{bi,u_j} \rightarrow H_{bi,u_j} \forall i \in [B]; \]
3: \[ b_k \leftarrow \text{the smallest singular value of } \Sigma_{b_i,uj}; \]
4: \[ C^b_k = C^b_k \cup \{uj\}; \]
5: \[ N_{bi} = N_{bi} + 1; \]
6: \[ u^b_{N_{bi}} = u_j; \]
7: end for
8: for all $i, 1 \leq i \leq B$ do
9: \[ z_{bi,g_{bi}} = \{u^b_i\}, N_{bi,g_{bi}} = 1; \]
10: for all $l, 2 \leq l \leq N_{bi}$ do
11: \[ \rho \left(u^b_i, u^b_l\right) \leftarrow (34); \]
12: if $\rho < \alpha$ then
13: \[ z_{bi,g_{bi}} = z_{bi,g_{bi}} \cup u^b_l; \]
14: \[ N_{bi,g_{bi}} = N_{bi,g_{bi}} + 1; \]
15: end if
16: repeat
17: if \[ \{\exists u^b_m, u^b_n, u^b_m \in z_{bi,g_{bi}}, n \neq m \} \& \{\rho \left(u^b_m, u^b_n\right) > \alpha\} \}
18: \[ z_{bi,g_{bi}} = z_{bi,g_{bi}} \backslash \{u^b_m\}; \]
19: \[ N_{bi,g_{bi}} = N_{bi,g_{bi}} - 1; \]
20: end if
21: until $z_{bi,g_{bi}}$ is not changed
22: end for
23: \[ g_{bi} = g_{bi} + 1; \]
24: end for
25: Output: \[ z_{bi,1}, \ldots, z_{bi,g_{bi}} \] \forall i \in [B];

After using the HADB technology to eliminate the co-channel interference in $H^H_{bi} H_{ui} \in \mathbb{C}^{M \times M}$, we denote the CSI of the $u_i$-th UE is $\Gamma_{ui}$. which is obtained by

$$\Gamma_{ui} = \sum_{j=1}^{M} \lambda_{ui,j} \xi_{ui,j},$$

(28)

where $\lambda_{ui,j}$ and $\xi_{ui,j}$ are the $j$-th eigenvalue and its corresponding eigenvector of $H^H_{bi} H_{ui}$, respectively. The cross-correlation between the $u_j$-th UE and $u_k$-th UE can be calculated by

$$\rho(u_j, u_k) = \frac{\left(\left\| \left(\Gamma_{ui} H_{ui} u_j\right)^H \left(\Gamma_{ui} H_{ui} u_k\right) \right\|^2\right)}{\left\| \Gamma_{ui} H_{ui} u_j \right\|^2 \left\| \Gamma_{ui} H_{ui} u_k \right\|^2},$$

(29)

The steps of the proposed two-stage multi-cell user grouping algorithm are detailed in Algorithm 2.

According to Algorithm 2, in the first stage, each user is traversed once to calculate its channel interference matrix, in the second stage, each user is traversed once to calculate its channel correlation matrix. So the computational complexity of Algorithm 2 is $O(U^2 M^2 N^2)$.

C. Joint Resource Allocation Problem in Multi-cell Networks

In this section, based on the above proposed transmission scheme and our derived performance metrics for communication and positioning services. If only considering the communication services, the optimization sub-problems to allocate power and bandwidth to the $u_j$-th UE in $b_{ij}$-th cell can be expressed as

$$\begin{align*}
\text{arg max}_{P^{C}_{b_{ij},u_j}} & R^{C}_{b_{ij},u_j} \\
\text{s.t.} & B^{C}_{b_{ij},g} \geq B_{thr}, P^{C}_{b_{ij},u_j} \geq P_{thr},
\forall b_j \in [C], \forall u_j \in [N_{bi}], \forall g \in [g_{bi}];
\end{align*}$$

(30a)

(30b) denote the lower bounds of communication resource allocated to each UE; the resource allocation optimization model for joint communication and positioning can be established based on the multi-cell user grouping results.

We develop the resource allocation scheme for a single cell, which can be directly applied to each cell in multi-cell systems, because UEs in different cells can use the same subcarriers to realize resource multiplexing. Considering a single group in the $b_{ij}$-th cell, the grouping and allocating vectors can be expressed as

$$\begin{align*}
Z &= [z_g], \forall g \in [g_{bi}]; \\
P_{bi} &= [P_{b_{ij}}, P_{b_{ij}}^0] \\
B_{bi} &= [B_{b_{ij}}, B_{b_{ij}}^0];
\end{align*}$$

(31a) to (31c)

where (31a) denotes the grouping result of each cell obtained by Algorithm 2; (31c) is the vector of allocating the power for all UEs’ different services; and (31d) is the vector of allocating the bandwidth for different groups.

In order to improve the cell’s total comprehensive performance of communications and positioning services, we construct the joint optimization problem whose performance target is the sum of all UEs’ received performance metrics in the two services by maximizing the comprehensive performance of the link as

$$\begin{align*}
\text{arg max}_{P_{bi}, B_{bi}, \forall g \in Z} & \sum_{u_j \in [g_{bi}]} \left[ a_{u_j} R^{C}_{b_{ij},u_j} + a_{u_j} b^{O}_{u_j} R^{O}_{b_{ij},u_j} \right],
\end{align*}$$

(32a)

s.t. \[ B^{O}_{b_{ij},g} \leq B_{max}, \sum_{\forall g \in [g_{bi}]} B^{C}_{b_{ij},g} \leq B_{thr}, \forall g \in [g_{bi}]; \]

(32b)

$$\begin{align*}
B^{C}_{b_{ij},g} & \geq B_{thr}, B^{O}_{b_{ij},g} \geq B_{thr}, \forall g \in [g_{bi}]; \\
\sum_{\forall u_j \in [N_{bi}]} P^{C}_{b_{ij},u_j} & \leq b_{u_j, P_{max}}; \\
\sum_{\forall u_j \in [N_{bi}]} P^{O}_{b_{ij},u_j} & \leq b^{O}_{u_j, P_{max}}; \\
P^{C}_{b_{ij},u_j} & \geq P_{thr}, P^{O}_{b_{ij},u_j} \geq P_{thr}, \forall u_j \in [N_{bi}];
\end{align*}$$

(32c) to (32f)
where $b_{ij Luft, P}$, $b_{ij Luft, B}$, $b_{ij Luft, B}$ denote the weights of communication and positioning resource allocation for user $u_j$ of the $i_{th}$ user, respectively. Meanwhile, $a_{uij}$ is the weight of comprehensive performance for the two services should not be greater than the upper limit of power and bandwidth that can be allocated.

While guaranteeing the constraints containing (32b), (32d) and (32e) to be established, it is clear that the optimal solution of (32a) can be obtained when all usable power and bandwidth are used. $\lambda_2^2$ is related to the user’s joint interference channel matrix which can be obtained by Algorithm 1 and the channel noise is a uniform modeling parameter in this section, hence assuming that both of $\lambda_2^2$ and $\sigma^2$ are known to us. So (32b), (32d) and (32e) can be exchanged to

$$
\sum_{g \in [g_i]} P_{bi,g}^O = b_{ij Luft, B} P_{max}, \quad \sum_{g \in [g_i]} B_{bi,g} = b_{ij Luft, B} B_{max};
$$

(33a)

$$
\sum_{u_j \in [N_j]} P_{C_{bi,u_j}} = b_{C_{ij Luft}, P_{max}};
$$

(33b)

$$
\sum_{u_j \in [N_j]} P_{O_{bi,u_j}} = b_{O_{ij Luft}, P_{max}};
$$

(33c)

D. Solution Algorithm to the Joint Resource Allocation Problem

Solving (32) is equivalent to finding the optimal (suboptimal) solution of matrices’ product under equation constraints. It belongs to linear-2-block variable product optimization problems, which is an NP-Hard problem and difficult to be solved by conventional optimization algorithms. In the optimization theory, ADMM algorithm is suitable in such a high dimension with the excellent convergence accuracy [37].

There are two groups of variables that are $\{P_{C_{bi}}, B_{C_{bi}}\}$ and $\{P_{O_{bi}}, B_{O_{bi}}\}$ in (32a). So the original problem can be directly solved by ADMM. At first, in the case of determining the two groups of variables, we can rewrite (32) in a standard form according to ADMM as

$$
\begin{align*}
&\min_{P_{C_{bi}}, B_{C_{bi}}, P_{O_{bi}}, B_{O_{bi}}} - f(P_{C_{bi}}, B_{C_{bi}}) - g(P_{O_{bi}}, B_{O_{bi}}),
&s.t. \quad 1^T P_{bi} - b_{C_{ij Luft}, P_{max}} = 0; \quad 1^T P_{bi}^O - b_{C_{ij Luft}, B_{max}} = 0;
&\quad 1^T B_{bi} - b_{C_{ij Luft}, P_{max}} = 0; \quad 1^T B_{bi}^O = b_{O_{ij Luft}, P_{max}} = 0;
&\quad P_{C_{bi}}, B_{C_{bi}} \in S_C; \quad P_{O_{bi}}, B_{O_{bi}} \in S_O;
\end{align*}
$$

(34a)

$$
\begin{align*}
&\min_{P_{C_{bi}}, B_{C_{bi}}, P_{O_{bi}}, B_{O_{bi}}} - f(P_{C_{bi}}, B_{C_{bi}}) - g(P_{O_{bi}}, B_{O_{bi}}),
&s.t. \quad 1^T P_{bi} - b_{C_{ij Luft}, P_{max}} = 0; \quad 1^T P_{bi}^O - b_{C_{ij Luft}, B_{max}} = 0;
&\quad 1^T B_{bi} - b_{C_{ij Luft}, P_{max}} = 0; \quad 1^T B_{bi}^O = b_{O_{ij Luft}, P_{max}} = 0;
&\quad P_{C_{bi}}, B_{C_{bi}} \in S_C; \quad P_{O_{bi}}, B_{O_{bi}} \in S_O;
\end{align*}
$$

(34b)

The augmented Lagrangian function corresponding to (30) is

$$
L_A \left( P_{C_{bi}}, B_{C_{bi}}, P_{bi}^O, B_{bi}^O, \lambda_1, \lambda_2, \lambda_3, \lambda_4 \right) =
- f \left( P_{C_{bi}}, B_{C_{bi}} \right) - g \left( P_{bi}^O, B_{bi}^O \right) + \lambda_1 \left( 1^T P_{bi} - b_{C_{ij Luft}, P_{max}} \right) + \lambda_2 \left( 1^T P_{bi}^O - b_{C_{ij Luft}, B_{max}} \right) + \lambda_3 \left( 1^T B_{bi} - b_{C_{ij Luft}, P_{max}} \right) + \lambda_4 \left( 1^T B_{bi}^O - b_{C_{ij Luft}, B_{max}} \right) + \frac{\mu}{2} \left| 1^T P_{bi} - b_{C_{ij Luft}, P_{max}} \right|^2 + \frac{\mu}{2} \left| 1^T P_{bi}^O - b_{C_{ij Luft}, B_{max}} \right|^2 + \frac{\mu}{2} \left| 1^T B_{bi} - b_{C_{ij Luft}, P_{max}} \right|^2 + \frac{\mu}{2} \left| 1^T B_{bi}^O - b_{C_{ij Luft}, B_{max}} \right|^2,
$$

(36)

where $\lambda_1, \lambda_2, \lambda_3$ and $\lambda_4$ are the lagrange multipliers, $\mu > 0$ is the penalty parameter. The last two items of (36) is the square regular term to ensure the algorithm convergence. We update the variables at the $(k+1)$-th iteration based on the framework of the ADMM to solve (34) as

$$
\left( P_{C_{bi}}^{(k+1)}, B_{C_{bi}}^{(k+1)} \right) = \arg \min_{P_{C_{bi}}^{(k)}, B_{C_{bi}}^{(k)}} L_A \left( P_{C_{bi}}^{(k)}, B_{C_{bi}}^{(k)}, P_{bi}^{(k)}, B_{bi}^{(k)}, \lambda_1, \lambda_2, \lambda_3, \lambda_4 \right)
$$

(37)

To obtain the suboptimal resource allocation scheme easier, we can use Coordinate Descent to solve (37). To be specific, (37) can be exchanged to

$$
P_{C_{bi}}^{(k+1)} =
\arg \min_{P_{C_{bi}}^{(k)}, B_{C_{bi}}^{(k)}} L_A \left( P_{C_{bi}}^{(k)}, B_{C_{bi}}^{(k)}, P_{bi}^{(k)}, B_{bi}^{(k)}, \lambda_1, \lambda_2, \lambda_3, \lambda_4 \right)
$$

(38)

If we relax the intra-group interference in the expression of SINR to a constant, it is clear that (38) are convex programs which can be solved efficiently by off-the-shelf solutions, such as CVX. If the termination condition of the algorithm which is expressed as

$$
\left| f \left( P_{C_{bi}}^{(k+1)}, B_{C_{bi}}^{(k+1)} \right) - f \left( P_{C_{bi}}^{(k)}, B_{C_{bi}}^{(k)} \right) \right|
+ \left| g \left( P_{bi}^{(k+1)}, B_{bi}^{(k+1)} \right) - g \left( P_{bi}^{(k)}, B_{bi}^{(k)} \right) \right| \leq \varepsilon
$$

(39)

is meet, the final solution can be obtained, where $\varepsilon$ is the stop-
ping residual. Otherwise, we update the Lagrange multipliers after each iteration as:

\[
\begin{align*}
\lambda_1^{k+1} &= \lambda_1^k + \mu \left( f_1 - b_{a_j,B_k} \right) ; \\
\lambda_2^{k+1} &= \lambda_2^k + \mu \left( f_2 - b_{c_j,B_k} \right) ; \\
\lambda_3^{k+1} &= \lambda_3^k + \mu \left( f_3 - b_{o_j,B_k} \right) ; \\
\lambda_4^{k+1} &= \lambda_4^k + \mu \left( f_4 - b_{d_j,B_k} \right) ;
\end{align*}
\]

The number of UEs in each group is random, to avoid the appearance of the case that the lower performance bounds are not met because of the insufficient preset power in the process of iteration, we additionally introduce a power revision operation as \( P_{\text{max}} = P_{\text{max}} + V \), where \( V \) is an arbitrary constant. When each iteration ends, we reset the value of \( V \) and revise the total power to avoid insufficient performance until the solution of the joint optimization problem no longer changes or \( V \) is set to zero in multiple iterations.

**Algorithm 3** Cyclic Iteration Algorithm based on ADMM to solve Joint Resource Allocation Problem

**Input**: \( U, C, Z, P_{\text{max}}; B_{\text{max}}, P_{\text{thr}}, B_{\text{thr}}, \sigma_n^2, \lambda_2^k, \epsilon, \mu, b_{a_j,B}, b_{o_j,B}, b_{c_j,B}, b_{d_j,B}, H_{b_j,a_j}, g_{b_j,u_j}, a_{u_j}, \forall b_i \in [C], \forall u_j \in [N_b] \)

**Initialization**: \( P, B, V \);

1. for each cell do
   2. repeat
      3. \( L_A \left( P_{b_i}^C, B_{b_i}^C, P_{b_i}^O, B_{b_i}^O, \lambda_1, \lambda_2, \lambda_3, \lambda_4 \right) \leftarrow (36); \)
      4. \( \{ P_{b_i}^{(k+1)}(k+1), B_{b_i}^{(k+1)}(k+1) \} \leftarrow (38); \)
      5. Update \( \lambda_1^{k+1}, \lambda_2^{k+1}, \lambda_3^{k+1}, \lambda_4^{k+1} \leftarrow (40); \)
      6. until (39);
   7. end for
8. Output : \( [P_{b_i}], [X_{b_i}], \forall b_i \in [C]; \)

Therefore, the solution in the above iteration process will approach the optimal solution of (30) gradually. The steps of the solution algorithm are detailed in Algorithm 3.

Assuming that Algorithm 3 get its convergence requires \( K \) iterations. In each iteration, it should \( 4 \) CVX solution processes. If the CVX solution uses the Interior Point method, the total computational complexity of Algorithm 3 is \( O(U^3.5\log(1/\epsilon)K) \).

**V. SIMULATION RESULTS**

To evaluate the performance of the proposed algorithms, we conduct the simulations based on the mmWave massive MIMO multi-cell systems with 3 adjacent cells where the radius is 30m deployed at a two-dimensional area of 120m × 120m. There are 12 UEs with random distribution and unknown location and 1 BS with known position in each cell. The location of all equipments is shown in Fig.2, where the asterisk indicates the BS, the hexagonal area is the coverage of the corresponding BS with same color.

The simulation parameters are illustrated in Table 1. Meanwhile, the actual AOA-AOD is randomly generated in every Monte Carlo simulation. Considering a simplified system containing a BS and a UE, we use Algorithm 1 to obtain the multi-user CSI, and compare its performance against the traditional channel estimation algorithms, including the Minimum Mean Square Error Estimation (MMSE) and OMP. The channel estimation algorithms are evaluated by the Normalized Mean Square Error (NMSE), as \( E\left( \| \hat{H} - H \|_F^2 / \| H \|_F^2 \right) \), where \( \hat{H} \) and \( H \) denote the estimated channel and the actual channel, respectively.

**TABLE I** SIMULATION PARAMETERS SETTINGS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Configuration Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>60GHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>100MHz</td>
</tr>
<tr>
<td>Subcarrier Interval</td>
<td>150kHz</td>
</tr>
<tr>
<td>Number of BSs</td>
<td>3</td>
</tr>
<tr>
<td>Number of UEs</td>
<td>36</td>
</tr>
<tr>
<td>Antennas Number in BS</td>
<td>16, 18, 20</td>
</tr>
<tr>
<td>Antennas Number in UE</td>
<td>1, 2</td>
</tr>
<tr>
<td>Number of Grid Points</td>
<td>10, 80, 300</td>
</tr>
<tr>
<td>Transmit Power</td>
<td>5:10:55W</td>
</tr>
<tr>
<td>Number of MPCs</td>
<td>16:2:30</td>
</tr>
<tr>
<td>Number of Snapshots</td>
<td>6</td>
</tr>
<tr>
<td>Stopping Residual</td>
<td>0.001</td>
</tr>
</tbody>
</table>
In the subsequent simulation, we all adopt the system with multiple antennas at the UEs’ end. In Fig.4, we vary the SNR and evaluate the NMSE of the 3 algorithms with different numbers of antennas. With the same number of antennas, Algorithm 1 outperforms MMSE and OMP as shown in Fig.3. The increasing number of antennas can improve the performance of Algorithm 1 and OMP because of the orthogonality due to the multi-antenna gain.

In Fig.5, we vary the number of MPCs and grids and evaluate the NMSE of 3 algorithms with $M=16$, $N=2$ and $SNR=5$dB. No matter what number of grids we set, Algorithm 1 outperforms MMSE and OMP and the performance of the other two algorithms always fluctuate slightly with the increasing number of MPCs. Because MMSE directly obtains the overall channel matrix which is independent to the number of MPCs. And OMP obtains the CSI of each MPC during multiple iterations, the number of MPCs will affect the number of iterations with less impact on final performance. The increasing number of grids can improve the performance of OMP at the very beginning because of the increasing grid resolution, however the off-grid effect would limit the performance gains. Algorithm 1’s performance has not been improved significantly with the increasing number of grids because it breaks the limit of grid resolution. To reduce the overhead, the number of MPCs and grids are set to 3 and 100 in our subsequent simulations, respectively.

Based on the different grouping results of Algorithm 2 with different grouping thresholds, we can use Algorithm 3 to allocate resource to each UE in each cell. To study the influence of different grouping thresholds on the services, Fig.6 shows the communication performance while varying the grouping threshold $\alpha$ with $M=32$, $N=16$ and $Power=5W$, because the expression of the positioning performance is similar to that of communication performance. All resources are equally allocated to every UE. In Fig.6, the six curves have the same trends. Regardless of the number of UEs in different cells, the optimal $\alpha$ is usually around 0.4, the system performance tends to increase and then decrease, while the grouping threshold $\alpha$ increasing. Because if $\alpha$ is too large or too small, the grouping result is that all UEs in one group or each UE in a separate group, neither of which is
optimal. In each cell, the increasing $\alpha$ causes the decreasing number of user groups. Before reaching the best performance, Algorithm 2 assigns the UEs with low channel correlation into the same group, thus reducing the intra-cell interference. After reaching the peak, the number of user groups decreases sharply with the increasing $\alpha$ and the performance decreases again under the condition of high intra-cell interference. Subsequent simulations set $\alpha$ in cells corresponding to BS1, BS2, and BS3 as 0.4, 0.3, and 0.5, respectively.

Fig. 7. Graph about total data rate and total positioning rate of the proposed joint algorithm in different transmit power and number of antennas.

After determining the threshold, in Fig. 7, we vary the transmit power and evaluate the total communication and positioning performance at different numbers of antennas. With the increasing transmit power, the total data rate shows an upward trend and the total positioning rate shows a downward trend corresponding to improved positioning performance. With the increasing number of receiving antennas, the communication performance is enhanced by about from 10% to 20% under different transmit power and the positioning performance increases by from 8% to 10%. All of above phenomena are due to the gain generated by multiple antenna arrays. Similar to Fig. 4, the multi-antenna gain could enhance not only the accuracy of channel estimation, but also the joint communication and positioning performance.

To verify the validity of Algorithm 2 and Algorithm 3, Fig. 8 shows the performance trade-off between communication and positioning of the proposed joint algorithm and two conventional resource allocation algorithms, including the Equal Bandwidth Allocation (EBA) + proposed Power Allocation results and Equal Bandwidth and Power Allocation (EBPA), under different user grouping thresholds and performance weights, $b_u^C$ and $b_u^P$, with $M = 20, N = 18$ and $P = 10 W, B = 10 MHz$. With the increasing rate, the corresponding positioning performance shows a decreasing trend due to the resource competition between the two services. With the same grouping threshold, the proposed joint algorithm obtains the best performance because its resource allocation scheme is more suitable to get the multi-user performance balance than other two resource allocation algorithm. And with the same resource allocation algorithm, the performance in $\alpha = 0.5$ is better than the performance in $\alpha = 0.35$ which is same as the phenomenon in Fig. 6.

Fig. 8. Joint communication and positioning performance in different resource allocation and user grouping algorithms.

To prove the superiority of Algorithm 3, Fig. 9 compares the performance trade-off of the 3 resource allocation schemes with Algorithm 2, at 2 different transmit power and performance weights with $M = 20, N = 18$. Compared with the other two algorithms, with the same data rate or positioning rate, the proposed joint algorithm has better positioning or communication performance, and with the growing data rate or positioning rate, the decline speed of its positioning or communication performance is also significantly slower. Because Algorithm 3 efficiently allocates power and bandwidth under performance constraints, instead of assigning the average resource to each user, thus performing well in both services. When the power changes from 5W to 12W, the joint performance of all algorithms are improved to a certain extent due to the sufficient power.

VI. CONCLUSION

In this paper, a joint dynamic two-stage user grouping and multi-dimensional resource allocation scheme based on super-resolution estimation is proposed, in mmWave massive MIMO systems considering multi-cell scenarios. Through the
proposed scheme and HADB technology, all users could share the same time-frequency resource blocks with the minimum interference and performance loss. Then we transfer the original problem into a joint optimization problem with multiple separable control variables, including subcarriers and power. We apply ADMM which is suitable in high dimension conditions to solve such linear 2-block variable product optimization problem. The numeric simulation results demonstrate that the proposed joint algorithm obtains better comprehensive system overall throughput by efficiently exploiting wireless resources and multi-cell cooperation than the traditional joint algorithms. Future works might concern that the extension to the uniform planar array (UPA) equipments and the scalability of proposed strategy to multi-cell systems with multiple base stations in a single cell. In addition, the research of estimating AOA-AOD delay makes it possible to use a single BS for positioning without LOS path which could be taken into account.
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