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bstract

he increasing demand for network bandwidth highlights the critical need to enhance optical transmission systems. Utilizing the entire C-band 
or a single optical channel(OCh) eliminates the requirement for wavelength switching, prompting the emergence of spatial channel networks 
SCNs). SCNs transform the optical layer into hierarchical spatial division multiplexing (SDM) and wavelength division multiplexing (WDM) layers 
hrough the implementation of hierarchical optical cross-connects (HOXCs). A HOXC comprises a spatial channel cross-connect (SXC) for spatial bypass 
witching and multiple wavelength cross-connects (WXCs) for wavelength channel switching, ensuring efficient optical transmission. Therefore, the 
esign of the HOXC plays a pivotal role in determining both the device cost and network performance in SCNs. This study investigates the impact of 
avelength switching granularity on core-selective switch (CSS)-based HOXC architectures. We propose an adaptive dynamic Routing, Spatial 
hannel, and Spectrum Assignment (RSCSA) algorithm to solve routing and resource allocation problems in SCNs. By examining SCN designs with 
arying wavelength switching granularities, we assess the overall network deployment cost, considering both network throughput and spectrum 
esource utilization. Our findings indicate that adjusting the granularity of wavelength switching in SCNs can significantly affect device costs and 
erformance, highlighting the importance of identifying an optimal SCN design that strikes a balance between these factors. These insights offer 
aluable guidance for the practical planning and management of future SCN deployments.
1. Introduction

With the router interface speed’s estimated compound annual
growth rate of 40% [1], the demand for higher bandwidth capacity in
optical transport systems is poised to reach Pbps levels. This substantial
increase in traffic demand highlights the need for innovative systems
capable of expanding bandwidth. As predicted in [2], future demands
for terabit-level requests, such as a single 10 Tb/s dual-polarization
quadrature phase shift keying (DP-QPSK) optical channel, are expected
to consume the entire 4.4 THz spectrum resource within the C-band.
This complete utilization of the C-band spectrum for a single optical
channel, thereby obviating the need for wavelength switching, paves
the way for the adoption of a novel optical transport network (OTN)
architecture, known as spatial channel networks (SCNs) [2]. SCNs are

designed to offer a cost-efficient solution to address the challenges
posed by the impending massive spatial division multiplexing (SDM)
era. They evolve the optical layer into a hierarchical structure, inte-
grating SDM and wavelength division multiplexing (WDM) layers, and
leveraging the advantages of both SDM and WDM technologies.

In recent years, SDM has been considered a feasible solution to
break through the capacity barriers of existing OTNs based on single-
mode fibers (SMFs). While SDM technology considerably expands net-
work capacity by exploiting the spatial dimensions of optical fibers, it
alone is not sufficient to support Pbps-level transmission. Introduced
in 2019, SCNs offer a framework that addresses performance bot-
tlenecks in SDM-based transmission systems. The primary feature of
SCN is the hierarchical separation of the optical layer into SDM and
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WDM layers. This distinguishes SCNs from other optical networking
technologies and is crucial for efficient data transmission. In SCNs,
two main technologies–spatial bypass and spectral grooming–enable
optical transmission capable of accommodating a wide range of traffic
emands [3].

Spatial bypass technology in SCNs draws inspiration from the con-
cept of optical bypass in WDM systems, which can be traced back to the 
early 2000s [4]. During that period, the OTN standard was proposed 
as an alternative to the synchronous digital hierarchy (SDH) [5] as
the interface to the optical layer. WDM systems require an exten-
ive array of optical and electrical components at each node, such 
s optical channel data unit cross-connects and optical transceivers. 
his complexity necessitates electronic processing for all incoming and
utgoing traffic at each node, resulting in significant costs and resource
astage. To overcome this, reconfigurable optical add/drop multiplex-
rs (ROADMs) or WDM add/drop multiplexers are introduced. These 
evices allow individual wavelengths to either undergo electronic pro-
essing or optically bypass the electronic components of a node [6]. In
he forthcoming era dominated by massive SDM, wavelength switching
s not required for the requests transmitted using the entire C-band
pectrum [1,7]. Inspired by optical bypass in WDM systems, spatial 
ypass technology has been developed for SCNs. Enabled by spatial 
hannel cross-connects (SXCs), this technology allows for end-to-end
outing without the need for wavelength switching, offering a more 
ost-effective and resource-efficient solution.

Another key technology in SCNs is spectral grooming [8–10], a strat-
gy widely acknowledged for its effective allocation and management 
f spectrum resources. Spectral grooming serves as an advanced end-
o-end multiplexing technique, aggregating traffic demands at both in-
ermediate and terminal nodes [11,12]. It is characterized by two main 
eatures: channel aggregation and dynamic spectrum assignment. Chan-
el aggregation combines multiple lower-speed channels into a single
igher-speed channel, minimizing the need for optical transceivers and
mproving spectrum utilization. On the other hand, dynamic spectrum
ssignment allows for the flexible allocation of optical channels based 
n varying bandwidth requirements, thereby optimizing the use of
vailable spectrum resources.

In SCNs, an innovative ROADM architecture known as hierarchical
ptical cross-connect (HOXC) has been introduced. This architecture
akes advantage of spatial bypass and spectral grooming, leading to two 
enefits [13]. First, by integrating a SXC along with the appropriate
umber of wavelength cross-connects (WXCs), HOXC reduces the per-
ode cost. Second, HOXC enables optical signals to bypass the WDM
ayer through SXCs, eliminating the need for photoelectric conversion
nd passing through multiple devices. This reduces signal loss, thereby
xtending the optical reach over longer distances. These benefits further
mphasize the critical role of HOXC architecture design for SCNs.

In this paper, we explore how wavelength switching granularity
ffects the performance of SCNs in the CSS-based HOXC architecture.
avelength switching granularity is defined by the proportion of spa-

ial lanes (SLs) supporting wavelength switching, which is directly 
inked to the quantity of WXCs deployed. This factor crucially shapes
he SXC architecture and, by extension, the overall design of HOXC. To 
valuate the influence of wavelength switching granularity on HOXC
rchitectures, we address the dynamic routing, spatial channel, and
pectrum assignment (RSCSA) problems, taking into account device
ost, network throughput, and resource utilization.

The main contributions of this paper can be summarized as follows:
1) We propose a novel method to design the architecture of SCNs,
ocusing on identifying the optimal wavelength switching granularity,
hich we define as the proportion of SLs supporting wavelength switch-

ng. Our dynamic RSCSA solutions reveal that increasing the proportion 
f SLs supporting wavelength switching improves routing flexibility at
he expense of increased device cost and reduced resource utilization.
his is attributed to the need for more WXCs and transceivers, which, 
lthough they offer greater routing flexibility, necessitate additional
2

switching guard bands (GBs) and incur higher costs. (2) We conduct a
comprehensive analysis of SCN architectures, evaluating how varying
levels of wavelength switching granularity affect device cost, network
throughput, and resource utilization. Our analysis aims to identify an
optimal trade-off, providing network operators with practical insights
for network planning and management. (3) We detail the architecture
of a HOXC and clarify how various components of the HOXC interre-
late. (4) We develop an adaptive dynamic RSCSA algorithm to solve
routing and resource assignment problems in SCNs. Depending on the
traffic demand level of requests, we employ different types of SChs
to maximize the utilization of SLs and spectrum resources, thereby
improving the success rate of routing. (5) We observe that device cost
is directly proportional to wavelength switching granularity. Network
throughput increases first and then decreases as the granularity rises,
and resource utilization is inversely proportional to the granularity.
Notably, a proportion of 0.2 demonstrates effective performance in
balancing device cost against network throughput.

The rest of this paper is organized as follows: Section 2 offers an
verview of existing research works related to SCNs. In Section 3,
e describe the basic features of SCNs, discuss the advantages and

hallenges of introducing SCN technology, introduce our proposed
OXC architecture, and present the model for estimating device cost.
ection 4 proposes a detailed description of our proposed adaptive dy-

namic RSCSA algorithm. Section 5 discusses the network topologies and
the assumptions of our simulation experiments. Section 6 details the
performance metrics of device cost, network throughput, and resource
utilization and analyzes the results of each metric. Finally, in Section 7,
we conclude the paper and provide a brief outlook on our future works.

2. Related works

Over the past decade, many research works have been conducted
to explore and discuss various topics related to SCNs. The concept
of SCN was first proposed in [14,15] by Professor Masahiko Jinno
in 2018. In [2], the authors gave a comprehensive introduction to
the features of SCNs and discussed the opportunities and challenges
of introducing SCNs. [16] proposed the core selective switch (CSS)
architecture for SCNs and verified its feasibility. [17] designed and
prototyped a 5-core 1 × 6 CSS-based HOXC to demonstrate spatial
bypass and spectral grooming. In [7], the authors conducted a proof
of concept demonstration to showcase the feasibility of SCNs utilizing
low-loss HOXCs and 4-core multicore fiber (MCF) links. In [18], the
authors presented the principle, design, and prototyping of a free-space-
optics-based CSS specifically developed for SCNs. In [3], a technical
analysis was conducted on SCNs, considering various HOXC architec-
tures. Additionally, the authors developed a routing and SDM/WDM
multilayer resource assignment (RSWA) heuristic aimed at minimizing
the number of required SLs. In [19], the authors presented feasibil-
ity demonstrations of the SCN architecture, highlighting its ability to
enhance the flexibility and functionality of spatial channel network-
ing. In [20], the authors proposed an integer linear programming
(ILP) model and a heuristic algorithm to solve the RSCSA problem
in SCNs. [21] presented a novel architecture design of CSS based on
a two-dimensionally arranged microlens-based MCF collimator array
and a micro-electromechanical systems (MEMS) mirror array. In [22],
the authors proposed a single MCF bidirectional SCN that efficiently
accommodates asymmetric traffic. [23] focused on solving the rout-
ing, modulation format, spatial lane, and spectrum block assignment
(RMSSA) problem in static SD-SCNs.

Table 1 presents a comparative analysis of associated technologies
examined in previous works and this research. It evaluates the presence
of SXC and WXC across different configurations, including CSS-based
and matrix switch (MS)-based for SXC, as well as R&S-based and B&S-
based for WXC. Our research stands out with a dynamic approach,
introducing variable wavelength switching granularity (W ratio) and
fixed add/drop ratio (A ratio), unlike those observed in prior works.
This is the first work that considers dynamic routing and resource

allocation in SCNs.
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Table 1
Comparison of previous works and our research.

Ref. Sce. SXC WXC W ratio A ratio

CSS MS R&S B&S

[2] – ✓ ✓ ✓ fixed fixed
[3] – ✓ ✓ ✓ fixed fixed
[7] – ✓ ✓ ✓ ✓ fixed fixed
[14] – ✓ ✓ fixed fixed
[15] – ✓ ✓ ✓ fixed fixed
[16] – ✓ ✓ fixed fixed
[17] – ✓ – – fixed fixed
[18] – ✓ ✓ fixed fixed
[19] – ✓ ✓ fixed fixed
[20] static ✓ – – fixed fixed
[21] – ✓ ✓ fixed fixed
[22] – ✓ ✓ fixed fixed
[23] static – – – – fixed fixed

This work dynamic ✓ ✓ variable fixed

Fig. 1. Different types of SChs.

. Spatial channel networks

To keep pace with the upcoming era of massive SDM, the proposed
CN is considered a promising approach to ensure high-bandwidth
nd efficient transmission. Specifically, to accommodate a 10 Tbps
etwork traffic demand in SCNs, a total of one hundred 32 Gbaud dual-
olarization quadrature phase shift keying (DP-QPSK) optical carriers
OCs) would be required if we assume 7 Gbaud for error-correcting
ode (ECC). To support a 10 Tbps Nyquist-wavelength division mul-
iplexing (N-WDM) spectral super-channel (SpCh), the total spectrum
esources required is 3.2 THz in the ideal case, nearly utilizing the
ntire C-band. Given this, wavelength switching becomes unnecessary
or each spatial lane (SL) when the full spectrum resource of the C-band
s allocated to a single connection request.

.1. Spatial lane and spatial channel

SCNs have been regarded as a promising development in OTN
ransmission technology. It divides the optical layer into two separate
ayers: SDM and WDM layers. In the WDM layer, spectral SpCh has
een proposed as a high-capacity optical channel (OCh) in elastic
ptical networks (EONs) [10]. A spectral SpCh is formed by combining
ultiple adjacent subcarriers, making efficient use of a broad range

f contiguous spectrum resources. In the SDM layer, an SDM link is
omposed of multiple SLs. Each SL can either be a single-mode fiber
SMF) in a bundle of parallel SMFs or a core in an MCF.

In SCNs, a spatial channel (SCh) is characterized as an ultrahigh-
apacity optical data stream that occupies a significant portion of the
vailable spectrum resource. As shown in Fig. 1, SCNs offer four distinct
ypes of SChs based on the number of OChs they carry:
3

• Type I: A SCh carries a single OCh or spectral SpCh that occupies
nearly the entire spectrum resource of the C-band. In this case, the
SCh of Type I can be transmitted through optical bypass end-to-
end, eliminating the need for wavelength switching. For example,
if a request to be transmitted between node pair A and D requires
360 FSs, an SCh of Type I whose size is 320 FSs is served for the
end-to-end transmission of a portion of this request.

• Type II: A SCh carries multiple OChs or spectral SpChs, all of
which share the same source–destination pair. In this case, wave-
length switching is also not required for routing the SCh of Type
II. For example, an SCh of Type II is employed to enable end-to-
end transmission of two requests with identical node pairs, where
the combined requirement of FSs totals 320.

• Type III: A SCh carries multiple OChs or spectral SpChs that have
different source–destination pairs. In this case, OChs can be added
or dropped at the intermediate node using WXCs. Thus, switching
GBs between different OChs are necessary. For example, after
being served by an SCh of Type I, the remaining 40 FSs of the
request between node pair A and D, along with a new incoming
request from node B to C, need to be transmitted by an SCh of
Type III with a GB between them. This is due to their different
node pairs and small request sizes.

• Type IV: A SCh carries a single OCh or spectral SpCh of huge
capacity that spans multiple SLs. The SCh of Type IV can be
regarded as a special case of the SCh of Type I. Similar to Type I,
wavelength switching is also not required for transmitting the SCh
of Type IV. For example, an SCh of Type IV, which contains two
SLs, is used to support the end-to-end transmission of a request
requiring 640 FSs from node A to C.

.2. Advantages and challenges of spatial channel networks

To address the challenge of achieving ultra-capacity transmission,
here are two viable strategies: one is to scale up ROADMs or WXCs, and
he other focuses on improving transmission efficiency instead of using
igh port-count ROADMs or WXCs. The first approach faces practical
ifficulties and is not cost-efficient due to the technical limitations of
SSs. SCNs introduce SXCs to facilitate two transmission modes, spatial

ypass and wavelength switching, offering an alternative to expanding
OADMs or WXCs. Compared to traditional SDM networks, SCNs have

he following advantages:

(1) Reduced insertion loss. As shown in Fig. 2, WSSs route various
wavelength channels on the line side of the ROADM in SDM
networks, whereas in SCNs, CSSs switch different spatial chan-
nels (fibers) on the line side of the HOXC. The usage of CSSs
(7 dB) substantially lowers the insertion loss compared to WSSs
(20 dB) [24].

(2) Extended transmission reach. Optical amplifiers (OAs) offset
power loss caused by insertion loss but also add noise during
amplification. A lower insertion loss reduces the introduction of
noise, enhancing the Optical Signal to Noise Ratio (OSNR) and
allowing for longer end-to-end transmission distances without
regeneration points. Moreover, spatially bypassed optical signals
can be transmitted further because they do not need to pass
through the WXC.

(3) Reduced costs. The longer transmission reach enabled by CSS-
based line sides reduces the number of required regeneration
points for long-haul transmission, thereby lowering overall costs.
Additionally, CSSs are more cost-effective than WSSs [25], further
contributing to cost savings.

(4) Greater scalability. The free-space optics-based CSS offers easy
scalability and reconfiguration, facilitating the expansion of mesh

networks.



Fig. 2. The WSS-based line side in a ROADM vs. the CSS-based line side in a HOXC.
Fig. 3. Architecture of an SCN.
The hierarchical WDM and SDM layers of SCNs offer considerable
benefits but also introduce challenges in designing optical node ar-
chitecture. It is critical to emphasize that once the architecture of
an optical node is established, the significant cost involved makes it
challenging to change. Therefore, determining the optimal design for
HOXC in SCNs to meet traffic demands remains a pivotal concern.

In a HOXC, the main and edge switches, known as the SXC and
WXC, handle multiplexing and grooming at the SL and wavelength
levels, respectively. SLs supported in an SXC fall into two categories:
those subject to spatial bypass and those amenable to wavelength
switching. The proportion of SLs capable of wavelength switching,
which defines the wavelength switching granularity, plays a crucial
role in determining the distribution of these two types of SLs. This
granularity also influences the port count of the WXC, where a lower
granularity enhances cost efficiency at the expense of routing flexibil-
ity, and vice versa for higher granularity. The selection of wavelength
switching granularity is thus crucial for both node architecture design
and the overall network evaluation in SCNs, forming the core focus of
this study.

3.3. Architecture of an SCN and its components

The basic architecture of an SCN is designed to separate the optical
layer into hierarchical SDM and WDM layers. As shown in Fig. 3, SChs
of Type I, Type II, and Type IV are transmitted without the need for
wavelength switching and bypass the WDM layer. Fig. 3 illustrates
the physical implementation of independent spatial and wavelength
switching by a HOXC, which consists of an SXC and multiple WXCs.

In an SCN, certain types of SChs can be especially beneficial for
4

specific transmission requirements. For example, SChs of Type I and
Type II are particularly useful when a single or aggregated optical data
stream between a source–destination pair nearly fills the capacity of
an entire SCh. These two types of SChs operate in the SDM layer and
do not require wavelength switching, which leads to reduced switching
costs and more efficient use of resources [2]. In addition, when multiple
low-capacity OChs or spectral SpChs need to be transmitted between
different source–destination pairs, they can be grouped into an SCh
of Type III. These low-capacity channels can be added or dropped at
intermediate nodes in the WDM layer using WXCs. While this increases
spectrum usage due to the necessary GBs, it also improves the routing
flexibility. As for the SCh of Type IV, they serve as an extension of Type
I but are designed to accommodate OChs whose capacity surpasses that
of a single SCh. To handle these high-capacity channels, multiple SLs
within the SDM link are allocated. To support these diverse types of
SChs, the HOXC architecture, consisting of an SXC and several WXCs,
has been proposed and further developed [26–29].

Four different types of HOXCs have been proposed in [2] to pro-
vide a range of benefits, including routing flexibility, scalability, and
cost efficiency in SCNs. These types are implemented based on dif-
ferent switch architectures, namely core-selective switch (CSS) [16]
and matrix switch (MS) [30]. The four types are: full-size CSS-based
HOXC, full-size MS-based HOXC, sub-CSS-based HOXC, and sub-MS-
based HOXC. CSS-based HOXCs have been noted for their lower node
costs compared to their MS-based counterparts [2,15]. Moreover, the
higher complexity and integration level of the MS architecture pose
challenges in supporting the scaling up of nodal degree and the number
of SLs. Given these considerations, this paper will focus specifically
on the architecture of CSS-based HOXCs, which appear to be a more

practical choice for future commercial implementations of SCNs [20].
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Table 2
Parameters used in this paper.

Para. Meaning

C The number of cores in a MCF
M The number of WXCs per HOXC
K The port number of a 𝐾 ×𝐾 WSS-based WXC
O The number of add/drop ports supported by a WSS
N The port number of a CSS
D The node degree
T The number of transceivers supported per WXC
V The number of nodes in the network
h The proportion of SLs supporting wavelength switching

3.4. Architecture of a HOXC and cost analysis

By leveraging a hierarchical structure, the HOXC efficiently man-
ages both spatial and wavelength channels through separate compo-
nents: the SXC and the WXC. The SXC serves as a key element of the
HOXC, designed to deal with spatial channels. It enables the routing
of optical signals across different SLs without requiring wavelength
switching. On the other hand, the WXC is responsible for managing
and switching optical signals at different wavelengths.

As shown in Fig. 4, the HOXC distinguishes SCNs from traditional
SDM networks through its hierarchical design, consisting of an SDM
layer and a WDM layer. In the SDM layer, the SXC enables part of
the SLs to support spatial bypass transmission, while the remainder
are directed to WXCs/ROADMs in the WDM layer for wavelength
switching. The quantity of WXCs correlates with the number of SLs
supporting wavelength switching in the SXC. Each WXC consists of an
express module and an add/drop module, with the design of the latter
depending on the required number of transceivers at each node (see
Table 2).

Fig. 5 illustrates the architecture of a HOXC in 4-core MCF-based
SCNs at a node with a degree of 3. The HOXC consists of a 4 × {1 ×
M+2)} CSS-based SXC and M WSS-based WXCs. As shown in Fig. 5(a),
he design of an SXC is determined by the input and output MCFs. A
× (1 × N) CSS connects an input C-core MCF and N output C-core
CFs for each direction. Notably, extra spatial multiplexers (SMUXs)

nd spatial demultiplexers (SDEMUXs) are necessary for an SXC when
he input fibers are bundles of parallel SMFs [25]. The quantity of

XCs in a HOXC depends on the number of SLs in the SXC capable of
avelength switching. Furthermore, as depicted in Fig. 5(b), the design
f each WXC is contingent upon the core count of the input MCF, the
ode degree, and the number of add/drop ports a WSS can support.
herefore, the overall cost of a HOXC can be estimated by summing
5

he costs of an SXC, several WXCs, and other optical components.
Table 3
The main components and corresponding quoted price of a C×(1×N) CSS.

Component Price (unit:USD) Quantity Total cost

Collimating lens 85 C⋅(N+2) 85 ⋅C⋅(N+2)
Focusing lens 128 C⋅(N+2) 128 ⋅C⋅(N+2)
MEMS mirror 969 C+N+1 969 ⋅(C+N+1)

Fig. 6 presents the design of a 1 × N CSS, which has one input
and 𝑁 output C-core MCFs. Optical signals traveling through the cores
of the input MCF are spatially demultiplexed by a 1 × C SDEMUX.
These demultiplexed signals are then routed through C sets of 1 × N
switches. Finally, the signals exiting the 1 × N switches are spatially
multiplexed by 𝑁 units of C × 1 SMUX, and transmitted to 𝑁 output
MCFs. However, commercial CSS solutions that are both cost-efficient
and compact are currently not available [25]. One feasible approach
for implementing it involves the use of free-space optics [16,17].

The primary role of the CSS is to enable the routing of a light beam
rom any core of the input MCF to the corresponding core in any of the
utput MCFs. By employing free-space optics-based CSSs to implement
he SXC, it can achieve a route-and-select (R&S) configuration. This
etup enables the establishment of the connections between input and
utput cores with the same index. In a C × (1 × N) CSS, each of the C
ores in the input MCF can be routed to any of the 𝑁 output MCFs.
s stated in [25], a CSS based on free-space optics comprises a 2D
ollimating lens array, a condenser lens, and an array of switching
lements. Specifically, a single 1 × C SDEMUX is required, along with

units of C × 1 SMUXs. Furthermore, the CSS also needs C input colli-
ating lenses for light collimation, C MEMS mirrors (including control
odules) for beam steering, and C focusing lenses to concentrate the

ight [31,32]. Due to the lack of available commercial SMUXs and
DEMUXs, free-space optics can realize these functions by the use of
enses and mirrors. For a C × 1 SMUX or a 1 × C SDEMUX, C collimating
enses, one MEMS mirror, and C focusing lenses are needed. Table 3
ists the main components of a C × (1 × N) CSS and their corresponding
uoted prices, based on information from the Edmund Optics [33] and
Bay [34] website.

The cost of a C × (1 × N) CSS can be calculated based on the
ndividual component costs and their respective quantities. Given that
ach component has a specific diameter according to [16]–2 mm for
he collimating lens, 30 mm for the focusing lens, and 2 mm for the
EMS mirror–we can consult the information from Table 3 to arrive

as the total cost:
𝐶𝐶𝑆𝑆 = 85 ⋅ 𝐶 ⋅ (𝑁 + 2) + 128 ⋅ 𝐶 ⋅ (𝑁 + 2) + 969 ⋅ (𝐶 +𝑁 + 1)

= 213 ⋅ 𝐶 ⋅ (𝑁 + 2) + 969 ⋅ (𝐶 +𝑁 + 1).
(1)

To implement a CSS-based SXC at a node with a node degree of D,

total 2D units of C × (1 × N) CSSs are required. The cost of a CSS-based
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XC can be calculated by summing the costs of all the CSSs involved at
his node.

𝑆𝑋𝐶 =
∑

2𝐷
𝐶𝐶𝑆𝑆 = 2 ⋅𝐷 ⋅ {213 ⋅ 𝐶 ⋅ (𝑁 + 2) + 969 ⋅ (𝐶 +𝑁 + 1)}. (2)

Another component of the HOXC is the WXC, which is used for
avelength switching. The WSS has been regarded as a key device for
XC nodes, as it can effectively reduce architecture complexity and
6

nsertion loss while enhancing scalability and flexibility [35–38]. 𝑁
The quantity of required WXCs depends on the number of SLs
hat support wavelength switching. Meanwhile, the port count of each

XC is determined by the core number of the MCF C, the number of
eployed transceivers O, and the node degree D. The overall device cost
f a WXC is closely related to its port count, which in turn is determined
y the port number of the WSSs being used. Table 4 lists the quoted
rices (unit: USD) for WSSs with different port counts [38–40].

For an input MCF with C cores processed through a C × (1 × N) CSS,

MCFs are output, each also having C cores. Out of these 𝑁 output



Fig. 6. Architecture of a C × (1 × N) CSS.
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Table 4
The quoted prices of WSSs with different port counts.

WSS 1 × 40 1 × 20 1 × 9 1 × 5

𝐶𝑊𝑆𝑆 25,500 16,200 10,200 6600

MCFs, at least D-1 output MCFs are used for direct switching via spatial
bypass. If M of these output MCFs are set up to support wavelength
switching, then to ensure both scalability and stability at each node,
the total number of SLs in the output MCFs must exceed the combined
sum of SLs in the MCFs that support wavelength switching and those
used for spatial bypass.

𝐶 ⋅𝑁 ≥ 𝐶 ⋅𝑀 + 𝐶 ⋅ (𝐷 − 1). (3)

In this case, the number of required WXCs, denoted by M, is ob-
tained by rounding up the product of the proportion of SLs supporting
wavelength switching and the total number of output MCFs. Given
that each WXC accommodates 𝑇 transceivers, the total number of
transceivers deployed per node is 𝑂 = 𝑀 ⋅ 𝑇 . To accomplish a single
WXC, 1 × T and 1 × D WSSs are employed, necessitating quantities of
2 ⋅𝐷 ⋅𝐶 and 2 ⋅𝑇 ⋅𝐶, respectively. Consequently, the cost of a WXC can
be calculated as follows:

𝐶𝑊𝑋𝐶 =
∑

2𝐷⋅𝐶
𝐶1×𝑇 𝑊 𝑆𝑆 +

∑

2𝑇 ⋅𝐶
𝐶1×𝐷 𝑊𝑆𝑆

= 2 ⋅𝐷 ⋅ 𝐶 ⋅ 𝐶1×𝑇 𝑊 𝑆𝑆 + 2 ⋅ 𝑇 ⋅ 𝐶 ⋅ 𝐶1×𝐷 𝑊𝑆𝑆 .
(4)

In Fig. 5, the architecture of a HOXC features various essential com-
ponents for all-optical transmission. Besides an SXC and multiple WXCs,
the design incorporates specific optical elements. Notably, arrayed
variable-gain dual-stage amplifiers (VGDAs) are included to amplify
signals in both the input and output MCFs. Additionally, multiple
SMUXs and SDEMUXs are utilized to establish connections between the
add/drop ports of the SXC and the ports of the WXCs.

The cost of a VGDA is cited to be 5,400 USD [38]. The quantity
of needed VGDAs for a node is determined by both the core number
of MCFs and the node degree. Therefore, the total cost of the VGDAs
required for an intermediate node with C cores in the input MCF and
a node degree of D can be calculated as follows:

𝐶𝑉 𝐺𝐷𝐴 = 5, 400 ⋅𝐷 ⋅ 𝐶. (5)

The cost of a C × 1 SMUX or a 1 × C SDEMUX is given by 213C
7

+ 969, and 2D units of SMUXs and SDEMUXs are needed for a single
WXC. For a HOXC with M WXCs, the total cost of required SMUXs and
SDEMUXs can be calculated using the following formula:

𝐶𝑆𝐷𝐸𝑀𝑈𝑋+𝑆𝑀𝑈𝑋 = 2 ⋅𝐷 ⋅𝑀 ⋅ (213 ⋅ 𝐶 + 969). (6)

The overall cost of a HOXC employed at an intermediate node with
a node degree of D, consisting of a C × (1 × N) CSS-based SXC and M
WSS-based WXCs, can be calculated as follows:

𝐶𝐻𝑂𝑋𝐶 =𝐶𝑆𝑋𝐶 +𝑀 ⋅ 𝐶𝑊𝑋𝐶 + 𝐶𝑉 𝐺𝐷𝐴 + 𝐶𝑆(𝐷𝐸)𝑀𝑈𝑋

=2 ⋅𝐷 ⋅ {213 ⋅ 𝐶 ⋅ (𝑁 + 2) + 969 ⋅ (𝐶 +𝑁 + 1)}

+ 𝑀 ⋅ {2 ⋅𝐷 ⋅ 𝐶 ⋅ 𝐶1×𝑇 𝑊 𝑆𝑆 + 2 ⋅ 𝑇 ⋅ 𝐶 ⋅ 𝐶1×𝐷 𝑊𝑆𝑆}

+ 5, 400 ⋅𝐷 ⋅ 𝐶 + 2 ⋅𝐷 ⋅𝑀 ⋅ (213 ⋅ 𝐶 + 969).

(7)

. Adaptive dynamic RSCSA algorithm

We have developed an adaptive dynamic RSCSA algorithm to solve
he routing and resource assignment problems in SCNs. The device
ost and network performance metrics are measured after dynamically
rocessing 10,000 requests, each arriving at a different time and having
varying duration. The arrival time for these requests begins at zero,
ith the interval between requests following an exponential distri-
ution. Similarly, the duration of each request is also exponentially
istributed.

To accommodate different wavelength switching granularities, we
odify the holding time coefficient to change the duration of each

equest. This adjustment continues until the Bandwidth Blocking Prob-
bility (BBP) reaches 1%. Following this process, the final metrics
sed in this paper are derived by averaging the results of 50 different
nput request matrices. Each matrix maintains a consistent distribution
f request sizes, ensuring a reliable assessment of our algorithm’s
ffectiveness.

As illustrated in Fig. 7, our proposed RSCSA algorithm aims to al-
ocate different types of SChs adaptively based on request size, thereby
mproving the utilization of channel spectrum resources and network
hroughput. In detail, we allocate the shortest path for each request
etween its source–destination pair. The SCh assignment for each re-
uest is determined using first fit (FF) and greedy strategies, with
focus on maximizing the utilization of various types of SChs. In

ddition, spectrum resource assignment is conducted using the best fit
BF) algorithm [41]. The main steps for processing a single request by
ur dynamic RSCSA algorithm can be summarized as follows:

(1) For each request 𝑟(𝑠𝑟, 𝑑𝑟, 𝑡𝑟) arriving at the network, compute the
shortest path from source node 𝑠 to destination node 𝑑 .
𝑟 𝑟



Fig. 7. Adaptive dynamic RSCSA algorithm.
(2) If the node pair of the spatial bypass SLs in use matches that of
request 𝑟, proceed to step (3); otherwise, skip to step (8).

(3) Compile a set of the spatial bypass SLs in use whose node pair is
𝑠𝑟 and 𝑑𝑟.

(4) Retrieve one from the set of shared spatial bypass SLs.
(5) If the number of unused FSs on the selected spatial bypass SL

exceeds the FSs required for request 𝑟 (𝑡𝑟), groom 𝑡𝑟 onto this SL,
assign route and FSs to request 𝑟; if not, proceed to step 6.

(6) Allocate the unused FSs on the selected spatial bypass SL (𝐹𝑐𝑢𝑟𝑟𝑒𝑛𝑡)
to support part of 𝑡𝑟, and update 𝑡𝑟 ← 𝑡𝑟 − 𝐹𝑐𝑢𝑟𝑟𝑒𝑛𝑡.

(7) If there are unprocessed SLs in the set, return to step (4); if not,
proceed to step (8).

(8) If 𝑡𝑟 exceeds the total FSs in the C-band (𝐹𝑚𝑎𝑥), proceed to step
(9); if not, go to step (10).

(9) If an idle spatial bypass SL is available, allocate all FSs on it to
support part of 𝑡𝑟 and update 𝑡𝑟 ← 𝑡𝑟 − 𝐹𝑚𝑎𝑥, then return to step
(8); if not available, block request 𝑟.

(10) If 𝑡𝑟 is greater than the threshold ℎ × 𝐹𝑚𝑎𝑥, proceed to step (11);
otherwise, go to step (12).
8

(11) If an idle spatial bypass SL is available, allocate FSs on it to
support 𝑡𝑟, assign route and FSs to request 𝑟; If not, block request
𝑟.

(12) If there is an SL with wavelength switching having sufficient FSs
for 𝑡𝑟, allocate these FSs to request 𝑡𝑟, assign route and FSs to
request 𝑟; if not, block request 𝑟.

5. Network models and assumptions

5.1. Network model

In this section, we conduct simulations to evaluate the device
cost, network throughput, and resource utilization of SCN transmission
systems across different HOXC architectures. These simulations are
performed in two network typologies shown in Fig. 8: the European
Backbone Network (EBN) with 28 nodes and 68 directed links [39,40],
and the American ATT Backbone Network (AABN) with 27 nodes and
74 directed links [40,41].



Fig. 8. Network topology: (a) EBN; (b) AABN.
6

Fig. 9. Examples of a 4-core MCF and a 12-core MCF.

Table 5
Physical features of a 4-core MCF and a 12-core MCF.

Fiber type 𝛬 [m] k 𝛽 [1/m] r [m]

4-core MCF 3.9 × 10−5 [42] 5 × 10−4 4 × 106 5 × 10−2

12-core MCF 3.7 × 10−5 [43] 1.4 × 10−3 4 × 106 5 × 10−2

5.2. Assumptions

The assumptions stated in the simulation experiments are as follows:

(1) The input MCFs used in this paper are 4-core MCFs and 12-
core MCFs. Therefore, the link in our simulated network model
is assumed to be a 4-core MCF-based link or a 12-core MCF-
based link. The examples of a 4-core MCF and a 12-core MCF
are shown in Fig. 9.
The physical features of a 4-core MCF and a 12-core MCF are
illustrated in Table 5. 𝛬 represents the core pitch, k is the
coupling coefficient computed by Eq. (8),

𝑘 = 315530 ⋅ 𝑒−0.519𝛬, (8)

𝛽 and r are constant for different types of MCFs, which denote
propagation constant and bending radius, respectively.

(2) The crosstalk (XT) is generated when signals are transmitted
through adjacent cores at the same wavelength within MCFs. As
indicated in [44,45], the physical characteristics of MCFs have
an impact on XT. The XT of an MCF over L meters (unit: m) can
be calculated as follows:

𝑋𝑇 (𝐿) =
𝑛 − 𝑛 ⋅ 𝑒𝑥𝑝{−(𝑛 + 1)2ℎ𝐿}
1 + 𝑛 ⋅ 𝑒𝑥𝑝{−(𝑛 + 1)2ℎ𝐿}

, (9)

where n represents the number of adjacent cores, L is the trans-
mission distance, and h = 2𝑘2𝑟

𝛽𝛬 is a parameter that is related
to the physical properties of MCFs. Assuming −16, −20.5, −23,
9

−27, and −29 dB XT thresholds (with a −2 dB XT margin) for t
Table 6
Transmission reaches for 4-core MCFs and 12-core MCFs.

Limitation factor Transmission reach [km]

BPSK QPSK 8QAM 16QAM 32QAM

OSNR 6300 3500 1200 600 268
XT in 4-core MCFs 38 945 13 872 7808 3111 1963
XT in 12-core MCFs 4712 1678 944 376 237

DP-BPSK, DP-QPSK, DP-8QAM, DP-16QAM, and DP-32QAM, the
transmission reaches for different types of MCFs under various
modulation formats, constrained by the optical signal-to-noise
ratio (OSNR) or XT, can be computed using Eq. (9). These
transmission reaches are summarized in Table 6.

(3) In a 4-core MCF-based SCN, 4 × (1 × 9) CSSs are utilized for the
HOXC. Similarly, for a 12-core MCF-based SCN, 12 × (1 × 9)
CSSs is employed. The proportion of SLs that can support wave-
length switching, compared to the total number of SLs, is as-
sumed to range from 0.1 to 0.9, in increments of 0.1. The number
of flexible 800G single-carrier transceivers deployed in each
WXC is 16.

(4) The total available spectrum resource in each core of MCFs in
this paper is 4 THz. According to ITU-T G.694.1, the 4 THz
spectrum resource can be divided into 320 FSs, each of which
occupies 12.5 GHz. An optical carrier (OC) is composed of three
FSs, occupying 37.5 GHz of the spectrum resources. Further-
more, the switching GBs located on both sides of the OC totally
occupy 6.25 GHz of the spectrum. Moreover, we assume that an
OC can support 50 Gbps traffic under DP-BPSK.

(5) The number of requests in our simulation experiments is 10,000,
and the request sizes are probabilistically generated to be 10
Tbps, 4 Tbps, 1 Tbps or 0.8 Tbps, with respective probabilities
of 0.1, 0.1, 0.4, and 0.4. The requests, each associated with
a specific source–destination pair, are expected to arrive at
each network node following a Poisson process. This process is
characterized by predefined average holding and arrival times.
Furthermore, both the arrival and holding times adhere to a
negative exponential distribution.

(6) The routing path of each request is the shortest path between its
source–destination (sd) pair. The assignment of SCh and spec-
trum follows our proposed adaptive dynamic RSCSA algorithm,
where the parameter ℎ is set to 0.4 [3].

. Performance metrics and results

In this paper, we use three key metrics of device cost, network

hroughput, and resource utilization for evaluating HOXC architectures



Table 7
The main components involved in the device cost.

Component Quantity Total cost

HOXC V V ⋅ 𝐶𝐻𝑂𝑋𝐶
Transceiver V ⋅ O V ⋅ O ⋅ 𝐶𝑇𝑅𝐴𝑁

with different wavelength switching granularities [46,47]. The final
results of these metrics are obtained by adjusting the holding time
coefficient of requests, which represents the average duration of all
requests in the network, until the bandwidth blocking probability (BBP)
of 10,000 requests reaches a reasonable 1%.

In this section, we offer a thorough breakdown of each metric
and give a detailed analysis of the corresponding result. For different
proportions of SLs supporting wavelength switching, we investigate the
architecture of the HOXC, which encompasses both the SXC and the
WXCs, at each node in EBN and AABN. To guarantee generality, our
findings are obtained by taking the average over 50 simulation runs
with the inputs of independently and randomly generated traffic ma-
trices. In addition, to maintain fairness, all the input request matrices
have the same request size distribution.

6.1. Device cost

The device cost in optical networks is defined as the cumulative
expense of various components, with particular emphasis on ROADMs
and transceivers. These are the two most significant cost-driving ele-
ments in the system. In this paper, our measure of device cost is the
total cost of all HOXCs and transceivers deployed on the entire network
topology.

According to the findings in [38], the cost of a 100G DP-QPSK
single-carrier transceiver is reported to be 30,000 USD. When transi-
tioning to an integrated super-channel (SpCh) transceiver that supports
eight sub-channels in a Nyquist WDM (NWDM) configuration, the per
sub-channel cost is expected to be decreased by 23%. Furthermore,
the standard coherent DP-QPSK transceiver can be implemented into
a reconfigurable coherent transceiver without the need for changing
the architecture [48]. With these considerations in mind, the cost of a
flexible 800G single-carrier transceiver capable of supporting variable
modulation formats can be calculated as follows:

𝐶𝑇𝑅𝐴𝑁 = 30, 000 ⋅ 8 ⋅ 0.77 = 184, 800. (10)

The count of transceivers at each node is determined by the num-
ber of WXCs deployed per HOXC, with each WXC equipped with 𝑇
transceivers. This requirement for WXCs depends on both the core
number of MCFs and the proportion of SLs supporting wavelength
switching. With a pre-defined proportion of SLs supporting wavelength
switching ℎ, we have the number of WXCs per HOXC:

𝑀 = ⌈ℎ ⋅ (𝐶 ⋅𝑁)⌉. (11)

Therefore, we can obtain the total number of transceivers per node as
follows:

𝑂 = 𝑇 ⋅𝑀. (12)

The overall device cost, denoted as DC, can be computed by sum-
ming the costs of deployed HOXCs and transceivers at all the network
nodes:

𝐷𝐶 = 𝑉 ⋅ 𝑂 ⋅ 𝐶𝑇𝑅𝐴𝑁 + 𝑉 ⋅ 𝐶𝐻𝑂𝑋𝐶 . (13)

According to the cost of a HOXC and a transceiver mentioned
in Eqs. (7) and (13), respectively, the device cost is related to several
factors. These include the number of required WXCs, denoted by M;
the total number of network nodes, denoted by V; the number of
transceivers installed at each node, denoted by O; the number of output
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MCFs supported by CSSs, denoted by N; and the core number of MCFs,
denoted by C (see Table 7).

In this paper, each WXC is assumed to support 16 transceivers,
denoted as 𝑇 = 16. In systems utilizing 4-core and 12-core MCFs, the
requirement for transceivers increases proportionally with the num-
ber of SLs capable of wavelength switching. When the proportion
of SLs supporting wavelength ℎ remains constant, the total cost of
transceivers in a network is directly related to the total number of
network nodes and SLs. Therefore, systems based on 12-core MCFs
incur higher transceiver costs compared to those using 4-core MCFs.
Similarly, the cost of transceivers in AABN surpasses that in EBN.

Fig. 10 shows the device costs (unit: billion USD) varying with the
proportion of SLs supporting wavelength switching in different network
topologies and input MCFs. As indicated in Fig. 10(a), for both 4-
core MCF-based EBN and AABN, there is a noticeable rising trend in
device costs as the proportion of SLs supporting wavelength switching
increases. This rise in device cost is primarily driven by the cost of
HOXCs, which is, in turn, determined by the number of required WXCs–
directly influenced by the proportion of SLs supporting wavelength
switching. Note that the number of transceivers employed in each WXC
is fixed, the device costs of both EBN and AABN are roughly identical in
the same proportion, with slightly more in EBN due to its larger number
of network nodes and average node degree. Fig. 10(b) presents the
relationship between device costs and the proportion of SLs supporting
wavelength switching in a 12-core MCF-based EBN and AABN. The
trend of its curves in different topologies is similar to that of using
4-core MCFs.

With the comparison between Figs. 10(a) and 10(b), it is clear
that while both state similar overall trends, the curve in Fig. 10(b)
has a steeper slope when using 12-core MCFs. This implies that the
device costs of 12-core MCF-based networks escalate more sharply as
the proportion of SLs supporting wavelength switching increases. Such
differences between the two figures highlight the significant role that
the number of cores plays in influencing the total device cost.

As depicted in Fig. 11, the device cost of a 12-core MCF-based EBN
is about 12 to 24 times higher than that of a 4-core MCF-based EBN
with the increasing proportion of SLs supporting wavelength switching.
With 12-core MCFs, the number of available spatial channels reaches
108, significantly surpassing the 36 available spatial channels with
4-core MCFs. Consequently, when adjusting the ratio of wavelength
switching, the 12-core fiber optic system supports a much greater
number of channels dedicated to wavelength switching compared to
the 4-core system. The quantity of wavelength switching channels
supported is the primary factor influencing equipment costs, leading
to a more significant cost increase for the 12-core system than for the
4-core system.

For network operators deploying SCNs, opting for a lower propor-
tion of SLs supporting wavelength switching might appear to be a
cost-effective choice if device cost is the sole consideration. However,
this narrow focus on device cost alone is inadequate for effective
network planning. A balanced approach, which considers not only
the device cost but also key performance metrics such as network
throughput and resource utilization, is imperative for achieving both
cost efficiency and good performance.

6.2. Network throughput

Network throughput refers to the rate at which data is successfully
transmitted over a network, serving as a measure of network data
processing efficiency [49]. In this paper, the network throughput is
defined as the highest rate at which traffic data can be transmitted over
the network, averaged over a certain period of time. As demonstrated
in Eq. (14), network throughput (NT) (unit: Tbps) is calculated as the
total amount of successfully transmitted traffic data divided by the total
simulation duration, with a reasonable BBP [50].

𝑁𝑇 =
∑

𝑖 𝑡𝑟𝑖 ⋅ 𝑡𝑖 , (14)

𝑇𝑠
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Fig. 10. Device cost vs. Proportions of SLs supporting wavelength switching in different network topologies and input MCFs: (a) in a 4-core MCF-based EBN and AABN; (b) in a
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Fig. 11. Comparison of device costs in a 4-core and a 12-core MCF-based EBN.

where 𝑖 represents the index of a successfully processed request, 𝑡𝑟𝑖
enotes the size of the 𝑖th request (unit: Tbps), 𝑡𝑖 is the duration of
he 𝑖th request, and 𝑇𝑠 is the total duration of the simulation.

Fig. 12 depicts how network throughput (measured in Tbps) varies
ith the proportion of SLs that support wavelength switching in dif-

erent transmission systems. As illustrated in Figs. 12(a) and 12(b), the
network throughput of a 4-core MCF-based EBN consistently surpasses
that of its AABN counterpart, regardless of the proportion of SLs sup-
porting wavelength switching. The average link length in EBN is 629.9
km, which is shorter than the 786.2 km average in AABN. Moreover,
the maximum link lengths in EBN and AABN are 1500 km and 2803 km,
respectively. This reduction in average transmission distance, coupled
with a more concentrated distribution of network nodes in EBN, allows
for the utilization of higher modulation formats, thereby reducing the
number of required OCs. Therefore, a given spectrum resource in EBN
can accommodate more transmission requests, leading to an increase
in overall network throughput.

In Figs. 12(a) and 12(b), the trends depicting the variation in
network throughput with the proportion of SLs supporting wavelength
switching are similar, showing initially a positive and then a negative
correlation between them. The convex nature of the curves in both
figures suggests that it is possible to identify the proportion of SLs
supporting wavelength switching for optimal network throughput.

In SCNs, SLs that support wavelength switching are typically used
for transmitting small requests, while SLs with spatial bypass are used
for large requests. When the proportion of SLs supporting wavelength
11
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switching initially increases, the number of SLs capable of wavelength
switching also increases. This improves routing flexibility, allowing
more requests to be served in the network and thereby increasing
network throughput. However, if the proportion continues to increase,
the number of SLs with wavelength switching may exceed those with
spatial bypass. In this case, network throughput decreases for two main
reasons: (1) increased usage of SLs supporting wavelength switching
leads to more guard bands (GBs), reducing spectrum utilization; (2)
more large requests are blocked due to the insufficient number of SLs
with spatial bypass.

In Fig. 12(a), for networks based on 4-core MCFs, the ideal propor-
tions of SLs supporting wavelength switching are found to be 0.4 for
EBN and 0.3 for AABN. Similarly, in 12-core MCF-based systems, the
optimal proportions are 0.3 for EBN and 0.2 for AABN. Lower propor-
tions of SLs supporting wavelength switching result in reduced routing
flexibility, as most SLs are spatially bypassed, while higher proportions
cause increased spectrum usage for GBs as most SLs support wavelength
switching. Therefore, network throughput does not perform well in
both scenarios. Overall, when focusing solely on maximizing network
throughput for network planning, the recommended proportions of SLs
supporting wavelength switching are 0.4 and 0.3 for 4-core and 12-core
MCF-based EBNs, respectively, and 0.3 and 0.2 for 4-core and 12-core
MCF-based AABNs, respectively.

6.3. Resource utilization

Resource utilization denotes the proportion of utilized network
capacity relative to the total capacity available. In this paper, resource
utilization (RU) is computed as the ratio of the total spectrum re-
sources consumed for data transmission to the total available spectrum
resources.

𝑅𝑈 =
∑

𝑖 𝑓𝑖
∑

𝑖(𝑓𝑖 + 𝑓 𝑠𝑤
𝑖 )

⋅ 100%, (15)

here 𝑓𝑖 represents the spectrum resources consumed for the transmis-
ion of the 𝑖th request, and 𝑓 𝑠𝑤

𝑖 is the spectrum resources utilized as
witching GBs for the transmission of the 𝑖th request.

Fig. 13 shows the resource utilization (unit: %) against different
ptical transmission systems. On the whole, as the proportion of SLs
upporting wavelength switching rises from 0.1 to 1.0, the increasing
apability for wavelength switching enhances routing flexibility but
lso results in greater GBs, leading to a decrease in resource utilization.

Figs. 13(a) and 13(b) present the variations in resource utilization
nder 4-core MCF-based and 12-core MCF-based optical networks,



Fig. 12. Network throughput vs. Proportions of SLs supporting wavelength switching in different network topologies and input MCFs: (a) in a 4-core MCF-based EBN and AABN;
(b) in a 12-core MCF-based EBN and AABN.
Fig. 13. Resource utilization vs. Proportions of SLs supporting wavelength switching in different network topologies and input MCFs: (a) in a 4-core MCF-based EBN and AABN;
(b) in a 12-core MCF-based EBN and AABN.
respectively. Regardless of the network topology and the type of input
MCF used, a negative correlation exists between resource utilization
and the proportion of SLs supporting wavelength switching. As the
proportion increases, so does the number of employed WXCs. This
reduces the number of requests to be transmitted via optical bypass
in an end-to-end manner through SXC. Therefore, more requests are
transmitted across the SLs supporting wavelength switching, thereby
necessitating more extra spectrum resources for GBs and ultimately
resulting in lower resource utilization.

As shown in Figs. 13(a) and 13(b), the resource utilization in AABN
consistently outperforms that in EBN under the same conditions. No-
tably, the gap in resource utilization between the two networks widens
as the proportion of SLs supporting wavelength switching increases.
As mentioned before, the shorter average link distance in EBN results
in shorter routing paths for requests, enabling the use of higher-level
modulation formats. Consequently, given the same available spectrum
resources, EBN can accommodate more adjacent SChs but necessi-
tates more additional GBs for their separation. This effect becomes
increasingly pronounced as the proportion of SLs supporting wave-
length switching grows, leading to generally lower resource utilization
12
in EBN compared to AABN, along with an expanding gap between the
two.

6.4. Results of the trade-off between device cost and network throughput

A trade-off exists among different network performance metrics,
including device cost, network throughput, and resource utilization.
Specifically, device cost and network throughput exhibit opposite
trends compared to resource utilization, as the proportion of SLs
supporting wavelength switching changes. Focusing on different per-
formance indicators, the optimal proportion of SLs with wavelength
switching capabilities can be determined, leading to the most efficient
architecture of HOXC for different SCN-based transmission systems.
Due to significant differences in the order of magnitude across these
performance metrics, normalization is essential for meaningful compar-
ison. We employ the min–max scaling method to ensure comparability
between these different metrics, whose equation is shown as follows:

𝑥𝑛𝑜𝑚 =
𝑥 − 𝑥𝑚𝑖𝑛 . (16)
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
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A transmission system that features low device cost, high network
throughput, and high resource utilization is considered well-behaved.
Given the strong performance in resource utilization we observed in
both 4-core and 12-core MCF-based transmission systems (≥ 97.6%),
our analysis primarily focuses on the trade-off between device cost and
network throughput, which are the two most critical factors considered
in real-world commercial network operations.

Following normalization using the min–max scaling method, we
introduce the ratio approach to solve this multi-objective problem
and identify the optimal HOXC architectures for various transmission
systems. As shown in Eq. (17), we employ the ratio of device cost to
network throughput as a metric to quantify the amount of throughput
per unit of device cost in different systems.

The ratio of device cost to network performance, denoted by J,
serves as an effective metric to balance the trade-off between these
two aspects. This is due to their interchangeability and non-linear
relationship between them. As demonstrated by the correlation and
regression analysis, the Pearson correlation coefficient between device
cost and network throughput is 0.994, signaling a very strong positive
correlation. Furthermore, the value of 𝑅2 in the linear regression model
tands at 0.987, indicating a well-fitting model where approximately
8.7% of the variation in network throughput variation can be at-
ributed to device cost. Therefore, the results presented in Fig. 14 offer
reliable insight into the trade-off between device cost and network

hroughput.

=
𝑛𝑒𝑡𝑤𝑜𝑟𝑘 𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡

𝑑𝑒𝑣𝑖𝑐𝑒 𝑐𝑜𝑠𝑡
. (17)

When a higher value of Eq. (17) is considered as an indicator of
better performance, a proportion of 0.1 for SLs supporting wavelength
switching is not optimal. At this proportion, both the device cost and
network throughput are minimized. Therefore, the value of Eq. (17)
corresponding to a proportion of 0.1 is set as the lower bound. As the
proportion of SLs supporting wavelength switching increases from 0.2
to 0.9, different transmission systems can yield optimal solutions to
achieve the largest ratio of device cost to network throughput.

Specifically, Fig. 14(a) illustrates how the ratio in EBN changes
ith varying proportions of SLs supporting wavelength switching. In
-core and 12-core MCF-based EBNs, a proportion of 0.2 emerges as
he most balanced choice, considering both device cost and network
hroughput. Similarly, a proportion of 0.2 also performs well in AABNs.
oreover, in 12-core MCF-based systems, a proportion of 0.2 yields a
ore significant improvement in the ratio of device cost to network
erformance compared to 4-core MCF-based systems. This is attributed
o the fact that in a 12-core MCF-based system(with a total of 108
Ls), an increase of 0.1 in the proportion of SLs supporting wavelength
13
witching results in nearly 10 additional WXC layers, significantly
ncreasing the device cost and thereby becoming the dominant factor in
he ratio. In addition, network throughputs perform well at a propor-
ion of 0.2 in all four different systems(although not optimal). Given
he limited number of available SLs in 4-core MCF-based systems, an
ncrease in the proportion of SLs supporting wavelength switching leads
o a relatively smaller rise in device cost. This results in the curves of
-core MCF-based systems not so steep as those of 12-core MCF-based
ystems.

. Conclusions

In this paper, we present a comprehensive analysis of the deploy-
ent costs and network performance of SCNs, taking into account
OXC architectures with varying wavelength switching granularities 
nd input MCFs. Detailed models are introduced to quantify key per-
ormance metrics, including device cost, network throughput, and re-
ource utilization. To assess the efficiency of different SCN architec-
ures, we conduct simulation experiments to solve dynamic RSCSA 
roblems using our proposed adaptive dynamic RSCSA algorithm. Our 
xperiment results, drawn from 4-core and 12-core MCF-based EBNs
nd AABNs, demonstrate that the architecture of HOXC–characterized
y the proportion of SLs supporting wavelength switching in this 
aper–significantly impacts device cost, network throughput, and re-
ource utilization. Specifically, device cost positively correlates with
his proportion, while resource utilization shows an inverse relation-
hip. Network throughput initially increases with the proportion but
ubsequently decreases. Notably, the high resource utilization observed
cross all transmission systems tested affirms the hierarchical optical
ayer’s enhanced efficiency in SCNs for resource allocation. Further-
ore, when considering the trade-off between device cost and network 

hroughput, the proportion of 0.2 emerges as an optimal choice for
our transmission systems. The metrics prioritized by network oper-
tors will influence these optimal proportions. For future research,
e aim to simultaneously investigate the impact of changes in wave-

ength switching granularity and add/drop rate on assessing the device
ost and network performance of SCNs. Furthermore, we intend to
evelop a reinforcement learning model to determine the optimal wave-
ength switching granularity across various request distributions, thus
itigating excessive computation time during dynamic experiments.
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