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Abstract. The financial industry is currently experiencing a substantial shift in 
its operating landscape because of the swift integration of technology. This trans-
formation brings with it potential risks and challenges. Heightened occurrence of 
online fraud is one the key concerns for this sector, which has been exacerbated 
by the growing prevalence of online payment methods on e-commerce platforms 
and other websites. The identification of credit card fraud is a challenging task 
due to nature of imbalanced transactional data to detect and predict any fraudu-
lent activities. In this context, this paper provides a unique approach to create 
synthetic dataset to tackle imbalanced issue for credit card fraud detection. The 
approach adopts Synthetic Minority Over-sampling Technique (SMOTE) tech-
nique for balancing dataset. An experiment is performed using several ML mod-
els including SVM (Support Vector Machines), KNN (K-Nearest Neighbours), 
and Random Forest to demonstrate the feasibility of using synthetic data. In this 
study, we have combined resampling techniques like SMOTE for oversampling 
the minority class with ensemble methods and appropriate evaluation metrics like 
the F1-score to improve the imbalanced data. The result from the experiment 
compared with widely used public datasets to evaluate the model performance. 
The analysis reveals an imbalance in the real ULB (Université Libre de Brux-
elles) dataset, with the positive class (frauds) comprising a mere 0.172% of all 
transactions. The findings clearly show that the Random Forest model performs 
better than other modes with outstanding precision, recall, accuracy, and F1 score 
values to detect fraudulent transactions and reduce false positives.  

Keywords: Credit card fraud, Online Transactions, Synthetic Dataset, Imbal-
anced Dataset, Feature Transformation, Random Forest 
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1. Introduction 

Credit card fraud is identifying which relates with unauthorized purchases, account 
takeover, and other forms of financial fraud. In recent years, credit card fraudulent ac-
tivities have become momentous concern for the online transaction. A recent Experian 
report indicated that fraud rate rose to 18% in the last three months of 2022 in UK [1]. 
The number of fraud victims in USA has risen to more than 150 million in 2021[2], 
There are several factors contribute to this frightening concern notably increased num-
ber of digital transactions and online shopping,  financial implication for a credit card 
fraud incident from customer and business perspective , and others [3] .As financial 
institutions strive to ensure the integrity of payment systems, detecting and preventing 
fraudulent activities has become a top priority. Additionally, fraudsters are becoming 
more sophisticated, so it is more important than ever to have effective ways to detect 
and prevent online financial fraud. Traditional fraud detection systems are not always 
able to keep up with the latest fraud techniques. Machine learning can be used to de-
velop more sophisticated models that can detect fraud more accurately. 
 
Within this context, this synthetic dataset can be used to detect fraudulent transactions 
in real time using ML models. Hence, the objective is to create models with few false 
positives and high accuracy. This effort helped to create a more secure and safe finan-
cial environment for everyone by tackling these issues. To this end, this paper makes 
three main contributions.  
 
Firstly, creation of a new synthetic dataset for credit card fraud detection, which is dif-
ferent from widely used public datasets like the well-known ULB (Université Libre de 
Bruxelles) dataset. The benefit of using synthetic dataset is that it reduces imbalanced 
nature of the data and ensures data augmentation. Secondly, we used the Synthetic Mi-
nority Over-sampling Technique (SMOTE) technique to effectively balance the syn-
thetic dataset manually to address any imbalances. Thirdly, three ML Models are used 
to demonstrate the performance of different ML algorithms and the getting result was 
compared with widely recognised public datasets to assess the performance of the 
model. The findings reveal that the real ULB dataset exhibits an imbalance, with the 
positive class (frauds) representing a mere 0.172% of all transactions. 
 
In this paper, section 2 describes the related work. Proposed synthetic data generation 
procedures for credit card fraud detection has been explained in section 3. Experimental 
setup and analysis of this study have described in the following section 4. Finally, con-
cluding remarks and future direction have been mentioned in section 5. 

2. Related Work 

There are several works that focus on different techniques for synthetic data generation 
and sampling credit card fraud detection which are relevant to our work.  A hybrid 
approach is used to develop and evaluate a predictive model for detecting credit card 
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fraud which combines machine learning and deep learning techniques [5]. Specifically, 
the model incorporates BiLSTM, MaxPooling, and BiGRU operations and is compared 
against six traditional machine learning classifiers for efficiency measurement. The pa-
per also addresses the challenges posed by imbalanced and complex datasets in the field 
of fraud detection, to provide a more secure and reliable system for both consumers and 
companies. The main objective of the Cluster-based Over-sampling with noise filtering 
(KMFOS) approach as mentioned in [6] is to address the class imbalance problem in 
Software Defect Prediction (SDP) models. Traditional over-sampling methods like 
SMOTE often generate non-diverse synthetic instances and introduce unnecessary noise, 
making it difficult for classifiers to accurately identify defective instances. KMFOS aims 
to improve upon this by first dividing the existing defective instances into K clusters 
and then generating new, more diverse defective instances through interpolation be-
tween instances from different clusters. An analytical method, based on Bayes Mini-
mum Risk theory, to correct the bias induced by under-sampling [7]. This correction 
allows for well-calibrated probability estimates and guides adjusting the classification 
threshold to account for the change in class priors.  A novel under-sampling method 
called Particle Stacking sampling is used for addressing class imbalance which offers 
computational efficiency and minimizes information loss, thereby mitigating the bias 
towards the majority class commonly seen in classifiers [8].  Another work that con-
siders both random under-sampling and SMOTE, to balance the dataset before training 
[9, 10]. Most class samples are randomly discarded in random under-sampling, whereas 
SMOTE method is used to generate synthetic examples for the minority class. This 
involves identifying the five nearest neighbours for each sample in the fraud class and 
creating new synthetic samples along lines connecting the sample and its neighbours. 
Unlike the random over‐sampling method, SMOTE generates new samples to mitigate 
overfitting. By utilising these preprocessing methods, authors successfully achieve a 
balanced dataset for training, overcoming the potential negative effects of dataset im-
balance. Credit card fraud detection is investigated by comparing the performance of 
naïve Bayes, k-nearest neighbour, and logistic regression classifiers on the (Université 
Libre de Bruxelles) ULB dataset comprising 284,807 European transactions [11].  A 
hybrid sampling technique balances the skewed data by under-sampling legitimate 
transactions and oversampling fraudulent ones. Various metrics assess performance, 
revealing that the k-nearest neighbour algorithm is most effective. Various ML algo-
rithms is used to detect fraudulent transactions in a real‐world dataset generated from 
European cardholdersULB dataset by [12]. The work considers SMOTE to alleviate the 
issue of class imbalance and results show that SMOTE technique can solve the issue of 
class imbalance in credit card fraud datasets. Moreover, they have demonstrated that 
pairing the AdaBoost method with several ML models can increase the performance of 
the proposed framework. Several ML algorithms, i.e., CatBoost, LightGBM, and 
XGBoost and class weight‐tuning hyperparameters are used to improve credit card 
fraud detection by [4]. Additionally, deep learning is used to fine‐tune the hyperparam-
eters, including the proposed weight‐tuning technique.  

 

Based on our comprehensive analysis of recent literature, it is evident that there is a 
notable lack of studies addressing the current situation, particularly in the domain of 
imbalanced datasets and online financial fraud detection. Therefore, we have addressed 
this gap. The core contribution of our work is twofold. Firstly, it demonstrates the effi-
cacy of machine learning models when trained on synthetic datasets, a method that 



4 

presents a novel approach in the context of financial fraud detection. Secondly, we pro-
vide a comparative analysis of our results against previous research that employed pub-
lic datasets, such as the IEEE-CIS Fraud Detection and Université Libre de Bruxelles 
(ULB) datasets. This comparison not only validates the reliability of synthetic datasets 
in fraud detection but also offers insights into the evolution and improvement of ma-
chine learning techniques in this domain. By bridging the gap between simulated and 
real-world data, our research contributes to the field of financial security, offering po-
tential pathways for financial institutions to enhance their fraud detection mechanisms 
and safeguard customer transactions in an increasingly digital world. 

3. Proposed Synthetic data development for fraud detection 

 
The proposed approach considers Synthetic Minority Over-sampling Technique 
(SMOTE) technique for synthetic data generation. A real-world-like synthetic dataset 
is generated, balanced with SMOTE, fed into diverse ML models, and evaluated for 
accurate fraud identification. The aspect of this work is the creation and utilization of a 
synthetic dataset, balanced using SMOTE, for training fraud detection models, which 
is then compared with models trained on public datasets to assess its effectiveness.  
 
A further step involved building machine learning models with three different algo-
rithms: Random Forest (RF), k-nearest Neighbours (KNN), and Support Vector Ma-
chines (SVM). Every model was trained and evaluated twice: once on the unbalanced 
dataset and once on the balanced dataset produced by SMOTE. Regarding credit card 
fraud detection, the purpose of this dual strategy was to find out how balance dataset 
affected each algorithm's performance. A detailed comparison study has been con-
ducted to assess the performance of our models. We compared our results with those 
from earlier research using publicly available datasets. We evaluated our models' per-
formance concerning industry standards, including the Université Libre de Bruxelles 
(ULB) dataset, which served as a standard for evaluating the effectiveness of fraud de-
tection algorithms. Standard measures including precision, recall, F1-score, and area 
under the receiver operating characteristic curve (AUC-ROC) were used to evaluate 
each model's performance. These criteria were selected to provide a thorough assess-
ment of the models' capacity to detect fraudulent transactions, considering both false 
positives and false negatives. The proposed framework has seven major components as 
illustrated in Figure 1. 
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Fig. 1.  High Level Architecture  

Financial Dataset Acquisition: The process begins with data acquisition from financial 
institutions, symbolised by a bank building and data storage units. This raw financial 
dataset likely contains transaction records with various features. 
 
Synthetic Dataset Creation: A synthetic dataset is created from the financial dataset. 
This involves using algorithms to generate data that simulate real transaction patterns. 
The synthetic dataset is designed to reflect the characteristics of genuine transactions 
while protecting privacy or addressing data scarcity. 
 
Selection of Synthetic Dataset: A subset of the synthetic data is then selected for use. 
This step involves choosing a specific portion of the generated data that best serves the 
purpose of the study or has the desired properties, like a particular balance of classes or 
a specific range of transaction values. Generating transactions based on the customer 
and terminal profiles created earlier is a crucial step in this data generation process. To 
achieve this, a function is defined to find the list of terminals for each customer within 
a given radius. The spatial proximity of the customer's location to the available termi-
nals governs this process. Transactions are then generated for each customer over a set 
number of days. The average number of transactions per day derived from the corre-
sponding customer profile is used to create a Poisson distribution from which the num-
ber of transactions for each day is drawn. The transaction timestamp 
(TX_DATETIME), the customer's ID (CUSTOMER_ID), the terminal's ID 
(TERMINAL_ID), the transaction amount (TX_AMOUNT), the transaction's duration 
in seconds (TX_TIME_SECONDS), and the duration in days (TX_TIME_DAYS) are 
all included in every generated transaction. 
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Balancing the Dataset Using SMOTE: Initially, the synthetic dataset is imbalanced, 
which is a typical scenario in fraud detection where fraudulent transactions are far less 
frequent than legitimate ones. To correct this imbalance, SMOTE is applied, which 
synthesizes new examples from the minority class, in this case, the fraudulent transac-
tions, to achieve a more balanced class distribution. 
 
Final Balanced Dataset: The result of the SMOTE application is a balanced dataset, 
where the class distribution is now even, allowing for more effective training of ma-
chine learning models. This balanced dataset is ready for use in model training. 
 
Machine Learning Model Training: The balanced dataset is used to train a machine-
learning model. This is depicted as an AI brain, indicating the development of a predic-
tive model capable of distinguishing between different types of transactions based on 
the balanced data provided. 
 
Comparison with Public Dataset: After the model is trained, its performance is com-
pared against models trained on public datasets. This step is crucial to validate the ef-
fectiveness of the synthetic data approach and to benchmark the model's performance 
against established datasets known in the field, such as the IEEE-CIS Fraud Detection 
and ULB datasets. 

4. Experimental setup  

The purpose of the experiment is to evaluate the effectiveness of syntactic data for fraud 
detection using several ML models. To accomplish this, firstly, we have prioritised the 
authentic transaction characteristics of the dataset, including transaction frequency and 
patterns, as well as the accurate representation of fraudulent activities. These elements 
are crucial in the development of realistic synthetic datasets for financial applications. 
Secondly, the development of a systematic method to generate a synthetic dataset, 
which methodically emulates real-world financial transactions, employing identified 
key factors to craft scenarios that closely resemble actual transaction environments. 
Finally, the production of a financial transaction-oriented synthetic dataset for valida-
tion purposes, utilising the outlined methodology with variations tailored to address the 
imbalance between legitimate and fraudulent transaction instances and enhancing the 
representativeness of fraudulent behavior within the data. 
 
Furthermore, the credit card fraud detection process has been enhanced by implement-
ing three machine learning algorithms: K-Nearest Neighbours (KNN), Random Forest 
(RF), and Support Vector Machines (SVM). To ensure comprehensive results, the syn-
thesised dataset has been divided into subsets for testing and training, considering both 
balanced and unbalanced datasets. Each model has undergone thorough training and 
refinement using the training set, with the utilisation of cross-validation techniques to 
optimize hyperparameters and improve generalisation. The performance of each model 
has been assessed on both balanced and unbalanced datasets, using various evaluation 
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measures such as accuracy, precision, recall, F1-score, and ROC AUC [16]. Finally, 
the models' ability to minimise false positives and accurately identify fraudulent trans-
actions has been evaluated. These models are compared with the results of earlier stud-
ies to assess their effectiveness and how they measure up against established bench-
marks in detecting credit card fraud by using the following parameters. 
 
• Fraudulent Ratio: The number of valid (non‐fraudulent) transactions is deter-

mined by subtracting the count of fraudulent transactions from the total number 
of transactions in the dataset. 

• Total Transaction Count: The total number of transactions counted includes 
both valid and fraudulent transactions. 

 
The fraudulent ratio is calculated using the following formula: 

 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =  
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

 𝑥𝑥 100% 

The extracted features from the raw dataset were insufficient in providing adequate 
information, as illustrated in Figure 2. As a result, the machine learning models struggle 
to identify patterns within the data. Consequently, this leads to a decrease in accuracy 
and prolongs the training process, as the models encounter difficulty in comprehending 
the underlying data patterns. 

 

Fig. 2. Features after Transformation. 
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4.2 Results and Discussions 

 

The following features as depicted in Table-1 represents the average expenditure of a 
customer over a period of 30 days by the synthetic dataset, providing a comprehensive 
understanding of the customer's overall spending patterns.  

Table 1.  Sample  Customer Profile for Different Transactions 

CUSTOMER_ID x_cus-
tomer_id 

y_cus-
tomer_id 

mean_amount std_amount mean_nb_tx_per_day 

0 49.460165 22.808310 29.270023 14.635011 1.585320 

1 37.731510 99.657423 43.778734 21.889367 3.087576 

2 76.053669 31.000935 37.921414 18.960707 1.407059 

3 14.546686 97.266468 91.371952 45.685976 2.239828 

4 31.359075 88.820004 69.084441 34.542221 1.564350 

5 50.718412 52.410350 93.160088 46.580044 2.285492 

6 66.833757 5.225869 36.070444 18.035222 0.225607 

 
Moreover, developing a strong customer-terminal relationship is a critical aspect of our 
study to develop a real-world artificial data. This is achieved by utilising a radius-based 
approach. Both customers and terminals are assigned x and y coordinates, allowing us 
to calculate the distance between them within a Cartesian coordinate system. If this 
distance falls below a predetermined radius, we consider the terminal accessible to the 
customer as illustrated in Figure 3. 
 

 
 

Fig. 3.  Customer Interaction Terminal   
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Most transaction amounts are concentrated in smaller values within the distribution. As 
for transaction times, they exhibit a Gaussian distribution centred around midday when 
observed daily. These distributions align with the simulation parameters utilized in the 
earlier sections. After that, the fraud categories are added to the dataset. At first, all the 
TX_FRAUD column values were made zero which means not fraud. Then five attack 
scenarios were designed, and the fraud categories were entered as value one. The trans-
action table is created without a fraud scenario as shown in this Table 2. 
 

Table 2. Synthetic Transaction Generation for  Single Customer 
 

TX_DATETI
ME 

CUSTOMER
_ID 

TERMINAL
_ID 

TX_AMOU
NT 

TX_TIME_SECO
NDS 

TX_TIME_D
AYS 

2018-04-01 
22:22:31 0 5 14.97 80551 0 

2018-04-01 
17:16:41 0 5 27.05 62201 0 

2018-04-02 
14:41:26 0 4 37.75 139286 1 

2018-04-03 
16:48:08 0 5 18.41 233288 2 

2018-04-02 
09:55:10 0 5 33.30 122110 1 

2018-04-05 
03:55:12 0 4 16.28 359712 4 

2018-04-05 
00:59:44 0 1 24.18 349184 4 

 
The distribution of valid and fraudulent transactions is visualized in Figure 4 and Figure 
5, both before and after the application of SMOTE methods. The dataset contains a total 
of 142,486 transactions, out of which 13,778 were identified as fraudulent. The imbal-
ance shown here is typical in fraud detection scenarios, where fraudulent transactions 
are much rarer than legitimate ones, posing a challenge for machine learning models to 
learn the patterns of fraud effectively.  
 
It is important to note that the initial dataset was imbalanced, thus requiring the use of 
SMOTE to create a balanced dataset for improved results. Once the dataset was bal-
anced, our algorithm was deployed for training and testing purposes. 
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Fig. 4.   Fraudulent and Valid Transaction Ratio for Synthetic Dataset (Imbalanced) 

To detect instances of credit card fraud, we adopted a rigorous approach. By utilising a 
well-calibrated synthetic dataset, we meticulously divided it into subsets for both test-
ing and training purposes. It is imperative that each model undergoes comprehensive 
training and refinement using the designated training set. 
 

 
Fig. 5. Fraudulent Ratio for Synthetic Dataset (Balanced)  
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Table 3 presents an overview of the performance metrics achieved by a Support Vector 
Machine (SVM) model trained on an imbalanced dataset. Despite achieving a relatively 
high accuracy of 0.9138, the model exhibits a notable challenge in recall, with a value 
of 0.1065. The perfect precision score of 1.0 indicates the SVM's confidence in predict-
ing the positive class. However, the F1 Score of 0.19249 reflects a trade-off between 
precision and recall, suggesting that the model's predictive capability is hindered by its 
low recall. 
 
The performance metrics of machine learning models trained on both balanced and im-
balanced datasets. The models that have been examined include Support Vector Ma-
chine (SVM), k-Nearest Neighbours (KNN), and Random Forest. The assessed metrics 
encompass F1 Score, Accuracy, Precision, and Recall, which collectively provide in-
sights into various aspects of the model's performance. Upon closer examination of the 
findings in the table, it becomes evident that the Random Forest model consistently 
outperforms other models across multiple measures and datasets. Specifically, when 
trained on the unbalanced dataset, the Random Forest model achieved an Accuracy of 
0.9434, Precision of 0.9851, Recall of 0.4195, and an F1 Score of 0.5885. Similarly, on 
the balanced dataset, it exhibited an Accuracy of 0.9073, Precision of 0.9727, Recall of 
0.7430, and an F1 Score of 0.8425. 
 

Table 3. Performance Metrics  for Imbalanced Dataset 
 

Imbalanced Dataset 

Accuracy SVM: 0.9138, KNN: 0.9298, RF: 0.9434 

Precision SVM: 1.0000, KNN: 0.8793, RF: 0.9851 

Recall SVM: 0.1065, KNN: 0.3164, RF: 0.4195 

F1 score SVM: 0.19249, KNN: 0.4653, RF: 0.5885 

 
The Random Forest model, developed using a balanced dataset, exhibits consistent and 
reliable performance across multiple metrics as shown in Table 4. It demonstrates com-
mendable accuracy, precision, recall, and F1 score values, indicating its effectiveness 
in handling both positive and negative instances.  
 
Random Forest outperforms the other models, demonstrating superior accuracy 
(98.10%), precision (99.32%), and F1 score (90.21%), with a notably high recall 
(98.65%) as well. These results suggest that the Random Forest model, with its ensem-
ble approach and ability to capture complex data relationships, is highly effective for 
fraud detection tasks, offering robust generalization capabilities and excelling in the 
accurate identification of fraudulent transactions. 
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Table 4. Performance Metrics  for Balanced Dataset 
 

Imbalanced Dataset 

Accuracy SVM: 0.9038, KNN: 0.899, RF: 0.9810 

Precision SVM: 1.0000, KNN: 0.157, RF: 0.9932 

Recall SVM: 0.1265, KNN: 0.011, RF: 0.9865 

F1 score SVM: 0.17249, KNN: 0.021, RF: 0.9021 

 
The Random Forest model has demonstrated exceptional performance due to its en-
semble approach and ability to capture complex relationships within the data effec-
tively. This ensemble technique effectively mitigates overfitting, resulting in robust 
generalization on both imbalanced and balanced datasets. The model's accurate identi-
fication of positive instances is evident through its impressive Precision values on both 
datasets. Additionally, the strong Recall demonstrated on the balanced dataset indicates 
its capability to capture a portion of positive class instances accurately. In contrast, the 
SVM and KNN models show varying outcomes. Despite the SVM model's perfect Pre-
cision on the unbalanced dataset, its low Recall has limited its usefulness. Similarly, 
the KNN model consistently achieves high Precision values but has relatively low Re-
call, mainly when applied to unbalanced datasets. 
 
In general, the Random Forest model demonstrates its superiority among the evaluated 
models by effectively balancing Accuracy, Precision, Recall, and F1 Score on both im-
balanced and balanced datasets. Its utilization of ensemble-based methodology enables 
it to overcome the challenges associated with class imbalances, further enhancing its 
predictive capabilities. It excelled in maintaining high Precision while successfully 
identifying a number of true positive cases. This characteristic augment the model's 
reliability and suitability for practical, real-world applications. 

5. Conclusion 

Considering the increase in online transactions, it is crucial to address the issue of credit 
card fraud. The objective of this study was to generate reliable synthetic datasets and 
develop accurate machine learning models capable of detecting fraudulent transactions. 
The  goal is to protect individuals, businesses, and financial entities from potential fi-
nancial losses and security breaches. The use of synthetic datasets offers several bene-
fits as it allows for the creation of a comprehensive dataset that closely resembles real 
credit card transactions. This dataset encompasses a wide range of scenarios and varia-
bles, which serves as a solid foundation for subsequent model development and testing. 
The creation of the dataset involved various meticulous processes, including the build-
ing of client and terminal profiles, transaction simulation, introduction of fraud 
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scenarios, and computation of fraud ratios. Thanks to the abundance of data, our ma-
chine learning models were well-prepared for training and testing. 

The findings of this project is encapsulated in its novel approach to generating a syn-
thetic dataset designed explicitly for the challenge of financial fraud detection. By lev-
eraging a simulator to produce data that closely mimics real transactional behaviour 
and addressing class imbalance through the application of SMOTE, this research stands 
out in its ability to create a realistic and balanced training ground for machine learning 
models. This is further enhanced by integrating robust classification algorithms and 
strategic comparisons with traditional public datasets, which collectively demonstrate 
the synthetic data's efficacy and contribute to advancing fraud detection methodologies. 
The project's distinctive contribution is its methodical blend of synthetic data genera-
tion, sophisticated balancing techniques, and pragmatic model evaluation. It establishes 
a new benchmark for machine learning applications in the financial sector. In the future, 
it is recommended to explore the integration of advanced deep learning algorithms, 
such as Convolutional Neural Networks (CNNs) or Recurrent Neural Networks (RNNs) 
to analyse the impact and conduct a comparative analysis. Leveraging deep learning 
models and real-time monitoring can enable the automatic acquisition of intricate pat-
terns and relationships within the data, thereby potentially enhancing the accuracy of 
fraud detection. 
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