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Abstract—This paper presents mobile network deployment
analysis aimed at understanding the use of high frequency
wireless fronthaul links to realize dense cell network archi-
tectures. A high resolution digital twin model is built based
on real-world data sets to identify line-of-sight propagation
paths between existing macro cell roof top sites and lamp post
infrastructure locations suitable for new street level cell sites.
The resulting line-of-sight path topology is used to simulate
wireless fronthaul links based on industry standardized fronthaul
interfaces across the urban environment. In considering the
stringent fronthaul interface requirements for a representative
5G radio configuration, the suitability of emerging mmWave
and sub-THz transport bands between 71.124 and 174.8 GHz
to fulfill the wireless fronthaul centralized RAN deployment is
analyzed. Findings in this work have demonstrated that with the
right combination of fronthaul interface and spectrum band upto
73% of new street level cell sites in a dense deployment could
be built using a wireless fronthaul transport solution.

Index Terms—Cell-free, C-RAN, D-band, Line-of-Sight, Wire-
less Fronthaul.

I. INTRODUCTION

HERE are many routes which mobile network operators

may pursue in order to grow capacity and efficiency of
the network [22][7]. This may come in the form of advanced
antenna technology investments such as massive multiple-in
multiple-out (mMIMO) where spectral efficiency may be im-
proved without the need for additional spectrum resource [36].
Alternatively, capacity can be increased with the acquisition
of new spectrum assets such as millimeter-wave (mmWave)
to aid higher bandwidth services [40]. Finally, and perhaps
the most forward looking of approaches is the deployment
or re-deployment of the network itself. This may come in
the form of physical deployment scenarios such as cell site
densification or architectural re-design of the network topology
to consolidate or coordinate functions [41].

Although the concepts of cell site densification and coor-
dination are well established, it is the enabling technologies
such as those specified in 5G standards which allow new
architectures to become more economically realizable. The
‘functional splits’ initially outlined in 3GPP release 14 [2]
define eight possible interface options in the radio access net-
work (RAN) protocol stack between the traditional baseband
unit (BBU) and radio unit. Such specifications address the
diverse requirements in how mobile networks are architected
and permit new flexibility on how the RAN components, now
consisting of a centralized unit (CU), distributed unit (DU)
and radio unit (RU), are deployed.

While there are many potential benefits to cell coordination
including reduced interference, enhanced performance and
energy saving, cells are inherently required to be tightly
synchronized and connected via low latency interfaces to
ensure signalling information remains accurate [14]. Such
requirements in a conventional ‘cell centric’ deployment are
typically unrealizable without significant redesign or invest-
ment [39]. As such, early cell coordination techniques such as
coordinated multi-point (CoMP) introduced in 3GPP release
11 [1] have failed to gain traction in commercial networks to
date. Despite this, the evolution of CoMP in 5G, referred to as
multi transmission and reception points (M-TRPs) now greatly
benefits from the new functional split specifications.

The extrapolation of RAN coordination finds a logical
conclusion in the centralized RAN (C-RAN) architecture
where coordinated or cooperative processing functions for
multiple cells can be efficiently rationalized deeper in the
network - a ‘network centric’ architecture. As such, the C-
RAN architecture has gained significant interest in recent years
with the aim of pooling baseband functions into geographically
common locations [15]. In re-architecting the network towards
a centralized topology not only do the advanced coordination
techniques become easier to implement but they also present
opportunities to further reduce operational costs by removing
complexity away from distributed cell sites. As more baseband
functionality is centralized, the requirements on the underlying
transport network inherently increase as more of the RAN
protocol stack is required to traverse the transport network
between RU and DU. In this approach the conventional
cell centric backhaul based transport network evolves into a
network centric fronthaul driven solution.

The most novel research concepts looking beyond the
established network centric models and toward a ‘user centric’
architecture are those topics commonly referred to as cell-free
or cell-free mMIMO (CF-mMIMO) [8]. Cell-free architectures
aim to address the scalability issues evident in network centric
deployments. Although network centric approaches facilitate
the coordination of geographically distributed cells, they are
fundamentally limited by small fixed boundary regions or pre-
defined cell clusters which share common baseband functions.
In a cell-free model, the base station antennas may be dis-
tributed throughout the coverage area rather than constrained
to large arrays at single sites. In doing so, users are served
by dynamic and coherent joint-transmissions from multiple
access points (APs) or TRPs within range. This concept effec-
tively eliminates the cell boundaries resulting in no inter-cell



interference or inefficient inter-cell handover procedures. As
with network centric approaches, user centric architectures are
also fully dependent on high capacity, low latency fronthaul
transport interfaces with the centralized central processing unit
(CPU) locations, these approaches however, also come with
many open practical and scalability challenges [37], [28].

The well recognized problem with all such centralized archi-
tectures is that the ideal ubiquitous fiber fronthaul connectivity
is typically not realistic in real network deployments. Signif-
icant investment in urban street works would be necessary
to support the mass street level deployment of small cells or
remote RU sites needed to fulfill the anticipated site density
requirements. The evolving concept of wireless fronthaul
however, offers the potential for greater flexibility of cell site
deployment where remote RUs are wirelessly connected to
centralized baseband locations in lieu of fiber connectivity. The
main challenges with wireless fronthaul is whether such trans-
mission links can realistically support the high data rate, low
latency, high availability requirements of fronthaul interfaces
and whether such links (assumed to be dedicated point-to-
point) can be reliability designed and deployed in dense urban
environments. Industry momentum in the standardization of
packet based fronthaul protocols at various split points such
as eCPRI option 8 [16], O-RAN option 7.2x [38] and Small
Cell Forum (SCF) option 6 [44] promise better utilization of
generic transport solutions using established Ethernet transport
protocols. Such standardization, together the harmonization
of new high capacity millimeter-wave and sub-THz spectrum
bands including E-band (71.125-85.875 GHz) [29], W-band
(92-114.25 GHz) and D-band (130-174.8 GHz) [12] presents
an opportunity to realize these challenging new architectures
using complimentary wireless transport solutions as a more
cost efficient and flexible fronthaul solution.

II. RELATED WORK

The extent to which wireless fronthaul could be utilized
in C-RAN deployments has previously been studied from a
number of perspectives. The suitability of mmWave fronthaul
to support user-centric cell groupings has been studied from a
theoretical perspective in [18] where a data rate optimization
approach is used to demonstrate performance comparable to
optical fiber. The performance requirements for low layer split
fronthaul interfaces delivered over wireless transport has also
been studied in [34] and [13]. Here, enabling technologies
such as fronthaul compression and line-of-sight MIMO are
explored in order to fulfill the transport requirements using
radio solutions. In [46], emerging candidate fronthaul inter-
faces and spectrum bands are studied to support a wireless
fronthaul dimensioning exercise and demonstrate the potential
link lengths achievable. In [35], a number of mmWave bands
are also explored where it is concluded that the requirements
of higher layer split fronthaul interfaces could be met with
existing bands below 100 GHz whilst suggesting lower layer
splits would need to be addressed with spectrum bands above
100 GHz due to the more demanding latency requirements.
The data rate requirements of various fronthaul splits are also
calculated for a range of 5G cell configurations in [43] where

requirements are compared with simulation results of the
available capacity from various channel bandwidths operating
at 105 GHz and 220 GHz sub-THz bands. The results of this
study also conclude that lower layer splits such as option 8
and 7.1 are challenging for wireless fronthaul due to the very
short <100 m link lengths possible. The planning challenges
of realizing high frequency line-of-sight (LoS) fronthaul links
in urban environments has been briefly studied in [25] and
[24] and statistically in [45] whilst a DU placement scheme
is proposed in [26] as a means of incorporating lower cost
and more flexible wireless fronthaul multi-hop links as an
alternative to fiber optic transport. The most related work
studied in [47] outlines the ideal deployment characteristics
of a generic multi-hop wireless transport solution for a va-
riety of cell densities in a dense urban network but without
consideration to any specific technology selection.

While literature to date has identified many of the challenges
with wireless fronthaul in C-RAN, there is a conspicuous
absence of feasibility analysis which combines all such areas.
This is especially true for deployment analysis in real-world
urban environments where cell densification is considered
most essential. To address these literature gaps and understand
the feasibility of wireless fronthaul and the sensitivity to
technology selection, a wider analysis is necessary such as
that proposed in this work. The environmental model and
line-of-sight topology findings from [47] and the fronthaul
dimensioning analysis in [46] serve as a framework for the
deployment feasibility study presented in this paper which
considers all the transport requirements and capabilities in a
real network setting for the first time.

III. ORGANISATION

In this study we consider the use of existing macro cell
base station sites as preferred edge aggregation sites for CU
/ DU baseband as outlined in Fig.1. This represents a more
realistic early deployment scenario where small RU clusters
or localized distributed MIMO sites could be coordinated as
a first step towards the ideal centralized or cell-free network.
In this scenario, as centralization grows the baseband / CPU
capability can be redeployed deeper in the network and the
traditional macro cell site simply becomes an aggregation
point for a multitude of distributed RUs and its conventional
backhaul link evolves into a fronthaul connection to the next
tier of centralized processing.
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Fig. 1. Example deployment scenario with potential baseband and fiber
aggregation points extended using multi-hop wireless fronthaul.



In Section IV a detailed 3D environmental model is pre-
sented and used to identify all of the unobstructed LoS
propagation paths between potential infrastructure sites as a
good approximation of viable mmWave or sub-THz point-to-
point wireless fronthaul links. A cell site densification model
is also presented which increases the cell density of the
model to a 200 m inter-site distance (ISD) using new lamp
post based cell sites. In Section V the transport performance
requirements for range of standardized fronthaul interfaces are
defined which serve as connectivity requirements for any new
cell sites added to the model. The complementary wireless
fronthaul transport capability of candidate spectrum bands
are derived in Section VI where the anticipated data rate,
latency, jitter and link lengths possible are used as cost /
routing metrics when connecting new cell sites via the LoS
paths in the model. The deployment feasibility results from
the model are discussed in Section VII where the optimum
combination of fronthaul interface and wireless spectrum band
are identified which maximize the use of wireless fronthaul
whilst also maximizing the centralization potential using the
lowest possible fronthaul interface.

IV. WIRELESS FRONTHAUL DEPLOYMENT MODEL

The feasibility of wireless fronthaul multi-hop transport in a
dense RAN deployment is assessed using a representative 2.5
sq km study area of central London. Firstly, an environmental
model (digital twin) is built based on high resolution (0.5 m)
3D LiDAR (light detecting and ranging) survey data publicly
available from the UK Department for Environmental and
Rural Affairs [19]. This approach provides sufficient resolution
to capture detailed urban features such as foliage and street
canyon obstructions as shown in Fig.2 which are typically
missing in similar studies but are crucial for accurate LoS
blockage and propagation analysis. Limitations with this ap-
proach do however mean that environmental detail below the
canopy that allow propagation paths under trees or bridges
could be missed.
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Fig. 2. Digital surface model 3D rendering of central London.

The model is complimented with the accurate location and
height data of 35 existing real roof top macro cell sites in

the area and 2226 street level lamp posts. Potential wireless
fronthaul links are simulated using a direct propagation path
methodology where vector lines are constructed between each
rooftop macro cell and the surrounding lamp posts (within
their Voronoi cell boundaries) in addition to paths between
neighboring lamp posts (within a 200 m radius of each other).
Any paths unobstructed by the underlying environmental
model are classified as LoS and deemed suitable for use as
a potential high frequency wireless fronthaul link. In total
136,578 validated propagation paths make up a wireless LoS
fronthaul topology map of the area. The resulting system
model as highlighted in Fig.3 shows the full mesh topology
of potential LoS paths across the urban landscape where the
optimum link routes can be identified to help quantify the
deployment feasibility of new wireless fronthaul based cell
sites installed on lamp post infrastructure.

A. Cell Densification Model

The wireless fronthaul feasibility in this study is based on
a high density deployment of new street cells. New lamp
post based cells (RUs) are sequentially added to the topology
map using the approach outlined in [47] with the aim of
maximizing the reduction in the mean inter-site distance (ISD)
of the area. In addition to the Voronoi boundaries which
represent the logical cell edge of each cell site, a Delaunay
triangulation is constructed between all cell locations in the
model. The Delaunay triangulation edges represent the ISD
between neighbor cells. The starting point is the baseline
inter-site distance (ISD) provided by the existing 35 rooftop
macro cell sites with a mean ISD of 305 m as shown in Fig.
4. The cell densification model is designed to identify the
‘optimum site location’ at the incentre of the largest Delaunay
triangle and sequentially add a new street level small cell to
the ‘closest lamp post site’ thus maximizing the reduction in
the overall ISD. The cell densification optimization algorithm
aims to maximize the reduction in the current ISD distribution
iterating one new cell at a time until the target ISD is met -
here we set a target 200 m ISD which is aligned with 3GPP
recommendations for urban micro cell ISD density [3]. For
each new site identified the ability to connect (fronthaul) it
across the LoS topology graph towards an a existing fiber site
(further described in Section VII) can be studied. To meet the
target ISD of 200 m, 45 new street level sites are added to the
study area as shown in Fig. 5.

Once all new cells are added, the 3D environmental model
can be simplified into a 2D graph where vertices represent
potential infrastructure locations and the edges represent the
valid LoS paths between them which could potentially support
a high frequency wireless fronthaul solution. Each new lamp
post based cell site added to the graph represent (source) nodes
which require fronthaul connectivity to a fiber aggregation
point (the performance requirements of which are discussed
in Section V). The existing macro sites in the graph represent
(target) nodes already with fiber connectivity. All other nodes
in the graph are remaining lamp posts which may be passed
through or traversed as ‘relay’ or ‘multi-hop’ nodes via the
graph edges. The graph edges nominally represent physical
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Fig. 4. Cell boundaries of study area at 305 m ISD (35 existing macro cells).

distances in the 3D environmental model but for subsequent
feasibility analysis, equate to a path cost / weighting tied to
the performance capabilities of candidate wireless transport
solutions (E, W and D-band) - described in Section VI.
Although the model does not directly account for secondary
propagation effects such as potential interference between link
hops as conventional planning tools might, these effects are
mitigated due to the spectrum bands of interest where it is
assumed that high frequency reuse and sufficient spectrum
availability facilitate simple channel plans between adjacent
hops. In addition, the short link distances and high frequencies
mean worse case Fresnel zones are below the resolution of the
environmental model and can thus be negated for any validated
LoS paths.
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Fig. 5. Cell boundaries built to 200 m ISD (45 new small cell sites added).

V. WIRELESS FRONTHAUL TRANSPORT REQUIREMENTS

The transport requirements for each new cell added to the
graph are based on a number of performance metrics tied to
the fronthaul interfaces under consideration - specifically data
rate, latency and jitter. The cell configuration and fronthaul
interface choice therefore dictate the multi-parameter routing
metric for which a LoS wireless transport solution must meet
(in one hop or more) if the cell is to be deployed using wireless
fronthaul. In this study we assume a basic 8 antenna, 100 MHz
channel bandwidth 5G RU is deployed at each new street level
lamp post cell site with a configuration as shown in Table. I.
We consider three different transport requirements based on
the three major standardized or semi-standardized fronthaul
interfaces; eCPRI split E (3GPP option 8), O-RAN 7.2x (3GPP
option 7.2) and SCF nFAPI (network functional application



platform interface) (3GPP option 6).

A. Fronthaul Data Rate Requirement

The lowest 3GPP option 8 functional split interface min-
imizes the complexity of the RU but represents the most
demanding transport requirements. The full radio interface
I/Q is sampled and quantized to produce a constant bit rate
interface which scales with antennas and channel bandwidth
(FFT size). This interface is realizable with carrier grade
Ethernet transport using eCPRI split E [16] specifications.
The data rate requirement D.cpry, is defined in (1) where
Ngnt is the number of antenna ports on the RU, fs is the
sampling frequency and M which is the number of quantizer
bits per I and Q (conventionally 15 bit). Additional overheads
are included from control and management words per CPRI
frame (1/16) CM¢cppr; and Ethernet framing OHgry and
eCPRI header encapsulation OH.cpR;y.

Decpriy = Nant - fs- 2M - CMcprr - OHgrH - OHeCPRél)

The O-RAN 7.2x interface reduces the required interface
bandwidth relative to option 8 through resource element map-
ping functions remaining in the RU. Although this requires
more processing in the RU, it means only user occupied
resource elements have to pass over the fronthaul connection
resulting in a variable bit rate interface. The transport data rate
Doran7.2. can be calculated from (2) where the data rate
becomes a function of the MIMO layers N;qyers and resource
block allocation Nprp in operation. In O-RAN, I/Q block
floating point compression is used where each sub-carrier
Nscperrp Iand Q sample are compressed to a signed bitwidth
Mnantissia and unsigned exponent Meyponent- The necessary
transport protocols for this split also introduce Ethernet fram-
ing OHgry and eCPRI encapsulation OH.cpgr; overhead.
In addition, control plane overheads OHgp are necessary
to carry the resource block assignment and beamforming
information between DU and RU [38].

NprB)+ (NscperrRB * 2Mmantissat
OHcp - OHgrH - OHeCPRI(Z)

The PHY/MAC split option 6 is offered by the Small Cell
Forum under the nFAPI specification. This further reduces the
transport data rate requirement D, rapr,,, by only carrying
the MAC transport blocks to the RU. The data rate requirement
in (3) is thus dependent on the number of MIMO layers
Niayers and Transport Block Size T'BS in use which in
turn is dictated by the modulation and coding scheme index
Inies and scheduled Resource Blocks Nprp being utilized
on the radio interface. For 5G NR the TBS calculation is made
using formulas as defined in 3GPP TS 38.214 [6]. The nFAPI
specification also defines a message API between MAC and
PHY layers and so requires an nFAPI encapsulated control
plane overhead O Ho p with an associated L4 transport header
OH,, rapy in addition to the necessary L3 IP overhead OHp
and L2 Ethernet framing overheads OHgrp.

DORAN7.2w = (Nlayers .

T71

Mezponent) * 4 SymPerSlot

Dnpapiyg = Niayers - (TBS- T;)%)- OHcp - OHpry

slot

3
-OHrp- OHpFapPr

B. Fronthaul Latency and Jitter Requirement

5G fronthaul transport specifications such as 802.1CM [27],
O-RAN and eCPRI define a range of latency classes depending
on how the RU is configured. The permissible fronthaul delay
budget can vary between 25 pus for low latency communi-
cation use cases to 500 us for larger latency deployments
requiring longer transport propagation delays or switching
delay in multi-hop transport networks. For a typical ‘Full NR
Performance’ cell as assumed in this study, these specifications
are aligned with a one-way delay requirement of 100 us. Any
control plane traffic required for scheduling and beamforming
generally have a much greater latency tolerance ranging from
between 1 ms and 100 ms.

For packet based fronthaul the maximum delay variation
(jitter) requirements are typically dependent on the timing
error budget of the RAN. Existing timing and synchronization
protocols such as PTP G.8275.1 [33] are utilized to meet the
necessary 3GPP time alignment error (TAE) specifications [4],
[5]. As a result, the TAE and timing accuracy requirements be-
tween DU and RU or cooperative RUs is defined by the RAN
feature set or configuration of the radio interface. The time
error budget to meet the 3GPP TAE targets are also derived
in 802.1CM where for the 100 MHz 5G RU assumed in this
study (supporting intra-band contiguous carrier aggregation)
the maximum delay variation is 190 ns [32], [38], [17].

TABLE I
EXAMPLE CELL CONFIGURATION AND ASSOCIATED FRONTHAUL
PERFORMANCE REQUIREMENTS.

5G NR (FR1)

Channel Bandwidth (M H z) 100
SC Spacing (kH z) 60
SC Per RB [NSCpe’r‘RB] 12
RB Bandwidth (kH z) 720
Resource Blocks [Nprp] 135
Subcarriers [Ng¢] 1620
Symbols per Slot [NSy'mPe'r'Slot] 14
Slot Length [Ts;0¢] (ms) 0.00025
Sym Period per Slot [T'symPersiot] (1£5) 17.9
FFT Size 2048
Sampling Frequency [fs] (M Hz) 122.88
1/Q Quantizer Bits [M] 15
Mantissa Bits [Ny antissal 9
Exponent Bits [ Nezponent] 4
Antennas [Ngnt] (UL/DL) 2/8
MIMO Layers [Njqyers] (UL/DL) 2/4
Modulation Index [/3;s5¢c] (UL/DL) 28/27
Data Rate Requirement Option 8 (Gbps) 30.58
Data Rate Requirement Option 7.2x (Gbps) 7.59
Data Rate Requirement Option 6 (Gbps) 2.59
Latency Requirement (us) 100
Jitter Requirement (n.s) 190

VI. WIRELESS FRONTHAUL TRANSPORT CAPABILITY

The routing metric necessary for traversing each hop in the
LoS deployment topology graph is built based on the link bud-
get for each wireless fronthaul transport band considered (E,



W and D-band) and the associated performance characteristics
of experimental measurement extrapolations from [46]. The
system configuration assumptions for the wireless transport
options are detailed in Table II where we assume FDD
operation utilizing vertical polarization and a channel raster
aligned with ITU specifications. For E-band, the maximum
channel size currently specified by the ITU is 2 GHz with a
duplex spacing of 10 GHz. For W-band and D-band, as channel
arrangements in these bands are not fully harmonized, radio
configurations are aligned with industry expectations in [21]
where a 2 GHz channel size is used for W-band with a duplex
spacing of 11.55 GHz [11] and 5 GHz for D-band with a
duplex spacing of 15.50 GHz [10].

A. Wireless Fronthaul Link Budget

The required system gain as a function of link distance
for each band is given in Fig. 6 which is based on the
assumptions as outlined in Table II. The generalized path
loss PL for carrier frequency fyrp, at link distance dp,,
is given in (4) where the availability target for a wireless
fronthaul based transport solution is assumed to be 99.99%.
To meet this availability target the atmospheric adsorption fade
margin contributions are modeled using ITU-R recommenda-
tions in [30]. Here, water vapor attenuation -y,, and gaseous
adsorption ~, contributions in dB/km are calculated based
on an atmospheric pressure of 101.3 kPa, temperature of
15°C and a water vapor density of 7.5g/m?. The fade margin
requirement to account for precipitation loss vz in dB/km is
again modelled using ITU-R recommendations in [31] where
rain rates are aligned with ITU rain zone F for peak rainfall
of 25 mm/hr.

PL =324+ (20 . (log f]V[Hz)) + (20 . (log dkm))

4
+(dkm. . ('Yw + Yo + A/R)) ( )

The receive sensitivity of each system is aligned with ETSI
fixed radio system technical report parameterization in [20]
where a minimum of QPSK and maximum of 256 QAM
modulation is used. The resulting minimum received signal
level for each modulation step RS L,,,q is based on channel
bandwidth size BWj,p, and modulation rate signal-to-noise
ratio SN R,,,0q4 given in (5). While ETSI examples provide
recommendations for typical noise figure N F' and industrial
margin I Mg up to E-band frequencies, W and D-band figures
have been taken from literature where prototypes measure-
ments suggest a noise figure in the order of 10 dB [9] or lower
[48] are possible using SiGe semiconductor technology. As
these figures do not likely represent a commercialized solution
at cost, a more conservative noise figure of 13 dB is assumed.
Whilst the transmit output power and antenna gain for E-band
represent typical values for commercial solutions, expectation
for equivalent future W and D band parameters are again based
on early prototype studies reported in literature [42] [23].

RSLyoa = —174+10- (10g10 BW]VIHZ) + NF +IMp + SNR,q
Where
SNRmod =10- <10g10 (23itsPerSymbul) _ l)
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Fig. 6. System gain requirements for single hop wireless transport. Replicated
from [46]

B. Wireless Fronthaul Data Rate Capability

The theoretical capacity that can be supported by the link
budget for each modulation rate (in bits per symbol BPS)
and for higher channel bandwidths BW . representative of
future W or D-band systems is calculated from (6) where
the data stream coding schemes and coding rate overhead
inefficiencies RSoy and TCop are aligned with ETSI fixed
radio system examples [20] and typical Ethernet framing
ETHpoyp inefficiencies are also considered. When applied to
the link budget for each band the resulting theoretical capacity
capability as a function of link distance is calculated as shown
Fig. 7. The fronthaul data rate requirements for each fronthaul
interface under consideration are also overlaid as defined in
Section V.

TN_C’apacitbepS = (BPS-BWgm.) RSon -TCon - ETHon

(6)

C. Wireless Fronthaul Latency and Jitter Capability

The one-way delay (latency) and delay variation (jitter) of
wireless transport solutions are more difficult to theoretically
derive due the major factors influencing such performance
being implementation specific. As such the latency and jitter
performance expectations for Ethernet traffic traversing the
full link budget of each wireless transport band are based on
extrapolations of experimental measurements carried out in
[46]. The model definitions in (7) and (8) are built on con-
trolled and simulated fronthaul test traffic over a commercially
available E-band link and extrapolated to account for the larger
channel bandwidths possible in transport bands above E-band
(namely W and D-band). The associated latency and jitter
performance characteristics when applied to the link budgets
of each band are shown in Fig. 8 and Fig. 9 respectively.
Again, the fronthaul interface performance requirements are
overlaid highlighting the maximum routing cost metric for
each new cell placed into the deployment model.



TABLE II
SUMMARY OF WIRELESS TRANSPORT SYSTEM PARAMETERS.
E-band W-band D-band
A-End L B-End A-End l B-End A-End l B-End
Frequency (MHz) [far g 2] 72125 82125 95325 103125 143625 158625
Channel Bandwidth (MHz) [BW 7.1 2000 2000 2000 2000 5000 5000
Water Vapour Attenuation (dB/km) [vq] 0.25 0.32 0.43 0.54 1.09 1.59
Gaseous Adsorption (dB/km) [vo] 0.20 0.06 0.03 0.04 0.02 0.02
Polarization \Y \ A% v \Y \Y
Rain Rate 99.99% Availability (mm/hr) 25 25 25 25 25 25
Rain Attenuation (dB/km) [vr] 10.62 11.30 11.90 12.07 12.51 12.74
Tx Radiated Power (dBm) 10.00 10.00 10.00 10.00 6.02 6.02
Tx Antenna / BF Gain (dBi) 40 40 35 35 35 35
Rx Antenna / BF Gain (dBi) 40 40 35 35 35 35
Rx Chain Losses (dB) 1.00 1.00 1.00 1.00 1.00 1.00
Rx Noise Figure (dB) [N F] 13.00 13.00 13.00 13.00 13.00 13.00
Industrial Margin (dB) [/ M ] 4.00 4.00 4.00 4.00 4.00 4.00
[ Min Rx Sensitivity (dBm) [ -63.99 [ -63.99 [ -63.99 [ -63.99 [ -60.01 [ -60.01 ]
[ Max System Gain (dB) [ 152.99 [ 152.99 [ 142.99 [ 142.99 [ 135.03 [ 135.03 ]
120
E-band Latency =~ ====W-band Latency  e====D-band Latency
High' 100 Flow One-way Delay Requirement
TN_Latency,,s = (138 - BW&%?) . BPS(0:23:1n(BWGp2))—0.52 100
05 < BWgg. <5
@) 80 |

Latency (us)
=)
o

TN_Jitterns = (1424 - BW;57) - BPS(~0-43-BWen2) =082,
0.5 < BWgp. <5

® 1

\

20
For each of the candidate wireless transport bands (E, W and
D-band) the fronthaul requirements are used to highlight the 0
fronthaul link lengths for which the cell configuration assumed
could be deployed with - Fig. 7, 8 and 9. These transport
performance budgets serve as the upper limit for wireless fron- Fig. 8. Transport link latency capability as function of distance (single hop).
thaul dimensioning and are subsequently combined into the
routing metrics when adding new cell sites to the deployment
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