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paper introduces SceongsnoirtyiTvoe nao dneolv ed e vneel
egrate sensory infodmexti om ainstfert e amsf
mewor k for enhanced hate speech detectdi
neering sltaenpg uiang en aptruorcaelssi ng ( NLP) as it
ence and computati onal techniques t o i
sitivity of Sleasgpuydged mundelches the trad
hani sm of the T5 model wi dhi esveen sao r mo rcal €
nced understanding of | anguage context

demonstrated superior performance over

foundational -tThaiard ®trhelrarmree | angua

Ms/ LLMs) , @6 e nteildnaas ncaoc hi ne | earning n
orous testing across multiple public d
ection, SensoryTb5 has consistently

chmar ks The tphrei mhary dcontri butduwrnfsolod. t hi

st, it proposes a unigque architecture
wl edge with contextual attentbasne dnechan
el . Second, it showcases significant i m

detecting Thatrae ,s pggecembeddi ng sensory i
resentations, the model enhances the i
ights into the interplay between emoti or
tly, SensoryT5's uese ohlygemsadsyi knowl edqg
abilities but al so promotes a broader i
weencaguorbobive sciOgrcal &n ¢t lolipRas sntsourdey

egrated approach that considers bot h t
hni cal aspects of | anguage processing t

ech detection more effectively.
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Abstract

Traditionally, sensory perception and hate

as distinct areas within the field of natur

t he profound I mpact of sensory experienc:
processes i srevdemisabNILe?. rRRsearch has ofte
potential of integrating sensory knowl edge
hate speech detection. Addressing this ove
neucognitive model t hat e mboe dtsh es efn5® o(r Tye xitn f
Text Transfer Transformer) framework, spec
speech detection. Thi s i nnovative approac
mechanism with sensory cues, fostering a
cont extual siennssiogrhyt sawaanrdeness. Through exter
various datasets, SensoryT5 demonstrates s
hate speech, outperforming both the found:
trained | anguage models (PLUM4s)) | as gwell lange
traditional machine | earning methods. This

model 6s efficacy but also undemgancoi e Whlae a
i n augmenting the |linguistic and emotiona
model si nQungé mark a significant evolution

for a more integrated approach that consi



computational techniques in tackling comp
detection.

I ntroduction

I n theagae,gisgadi al media platforms and chat
how individuals interact and communicat e.
opportunity for i nstant and widespread sh
experiences. However, | sbi §ospensdi et di sspi
har mf ul content, I mcelxypdiersgs i dhrag e o fs p eaend mo
di sparagement directed at i ndi vidual s or
characteristics such as (Naclkl ebgyendted 94 )or
compl exity and rapid evolution of online
chall engeastfeacrnt itome and moder @Al bomalh & ukla, c
2022; Jahan & Oussalah, 2023)

Hate speech not only violates ethical nor m:
poses severe soci al risks by fueling discr]
events, such as the online harassment <camp
conflictsr,e utnhdeerscgent need for effective

me c h a

n
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Gi ven
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midtsaitciho mss ofc arhaarbu d



t i nmelhiereessi s a substanti al push towar
ods for hate speech detection usi ng

essing (NLP) and Machine Learning (ML)

proliferation of digital pl atforms has
' inguistic and cultural diversity of t|
speech detection. Automatic detection
ui shdccaoabesral contexts to distinguish
ign communication accurately. The <chall
rse | egal | andscapes across di fferent

nition and threShobktdiaanlo fr ehsaetaer cshp eeefcfho.r
directed at refining computational 1
itionally, machine | earning models such
e Bayes (NB), Logistic Regression (LR
est Neighbor (KNN) have been extensive
s, i ncl udi n@clhdde& osmaehe c&h. MAehe 2886 2 tp del s
on feature extraction-lheehsegbesumehke

ue¢m-EPF) or word embeddings to +vepresen

mensi onal space. For example, SVM has be.

ity teihmemdlieonhailghf eature spaces and it

sificationntiakkisngsihahthe asipaét eee hs pveeercshus |

e these traditional approaches offer a



and relatively fast training times, t hey
l i nguistic patterns, convtienx t& Zarbd aféama n2t0i2cl
has |l ed to the rise of more complex model s
( CNNs) and -braesdf ommdel s I i ke Bidirectd.i
Representations from Transformers (BERT),
contextual r el atoirodnss. h i Hosw ebveetrwe etnr awdi t i on al

model s remain a key componentecihn dtehtee cd a rolny

research and are often used as baselines f
more advanced methods. Researchers have |
sources to train both traditional and deerg
prominent cloimpetS$Sedba@as|l( Zampi er i et -al ., 20

2020 (Zampieri et al2.0,1820(2Vi)e,gaanndd eGe ramhEv,a |2

have significantly advanced the field

Il mecent decades, vari ousdisveenrssog ys alersoeus C &
modal ities, such as physicalexprgsali®asnjeangd
physiological signals (e.g., electroenceph:
skin response, and eye trawcskadgl)or hawteo reete
emotion recognition, mwhdelhs m@twvreon mpe owvgmdi tti
grebafFhp et al ., 2023; Rodriguez et al ., 2
Tuncer et al ., 2021 ReZéemtnigyt,efabDahpyve2022)

achieved excell ent resul ts i n emoti on cl a
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i cal fusmodel nto the T5

Numerous studies have approached hate spee

t ec

al

pot
det
neg

by

enh

cap

hni ques from senti ment analysi s, refl e
tional assessmehNMaskow &bt alDfejhe P @2 Bt Pl a
, 2021, Ranal & tihias [12i0g@RY), senti ment an.
ve to detect feelings but becomes a toc
ential of online interactions. Some r eseée
ection as a specialaktgdi branchsetl eantd

ative sentimentswomhlad (Bdumdt |laksd,itrde0d? & a |

this integrated perspective, this proje
sory inputs, which significantly aid e
ance hate speech detection. Sensory inf

abi INiLtPi en®@defl s by providing them with dee
emotional state conveyed in text. Thu:

soryT5 model aims to not only identify

tional | ayers thahThunsdeeplnorhaattieo ns piese |

ance our ability to handle the nuanced
ough integrating detailed sensory data i
capacity to di scern subtl e emotional
cision and reliability of detecting he

erscores the value of combining cognit.i



applications, pushing the boundaries of w
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butions of our wor k: can be summari ze:

ntroduce a novel archatdeanoes, t Bens
s thoarsneedr mo d e |l for hat e speech det ec
ory knowl edge. This pioneering effor:!
subtl eties of contextual -madgedtion
ntion seamlessly.

experiments across sever al publicly a
ction illustrate that our model signi
ting models and consistentdioft heur passe

benchmar ks.

nd the i mproved performance and consi
ared to baseline model s, embedding s
esentations augment s t he i nterpreta

ncement not only ai dtsh ei nmotdred ex1l aii:

applications but also deepens our compr eh



bet ween emotion and cognition in human be

(49ensoryT5 | ever ages sensory knowl edge
classification frameworks, contributing t
neucognitive data in NLP tasks. That i s,
of sensory i nforhnaattei osaipeienc hr edfaeitngicnbggo rf r e s

prospects for exploration within the rea
under scores t he vaan cuheo r e fl cegoutices i n
attention model s, whi ch al so encour ages
di al ogfluer esrearch between the edoonganiintsi veef N

science.



Rel ated work

Hate speech

Understanding hate speech within the frame
grappling with its inherently nebul ous bou
of hate speech remains a contentious 1| SSUE
recognition ndadry sitgreiafmlda e annotation p
enhancing the reliability of hate speech de
researchers | ike Ross edr tailcyl amheod ad gfuienitth

simplify the task of tiekdrutajfl Rgdsastltpetha @168 p e e

On the other hand, di stinguishing hate spe
often presents a dilemma due to the overl a
infringing on freedom of expression. For ex

refrains fgom @edomsitmve description of h
instead that any speech contributing to a

hate cri meWernnitallt,es2017)

Consequently, this thesis does not attempt
speech. Rat her , It explores a variety of

entities and authors to better understand t
to hateamsgpetelth vari ous challenges these def

This approach not only aids in delineating



highlights the complexity and the <critica
identification, reflecting the intricate i1

dynami cs.

1. Encycl opedia of the Afmpdnickdmrbyfomst iatliut,i o:

AfHate speech is speech that attacks a pe
attributes such as race, religion, ethnic
sexual orientation, or gender identity.o
2.Code o f Conduct bet ween European Uni on

companiWwisgand & VOAh| 26adyuyct publicly inc
or hatred directed against a group of per

defined by reference to race, coloor, reli

3. International minoritliflatasepbpcmati snanyl t
crime targeting people because of their e
particular group. The crimes can mani fest
psychol ogi cal inti midati on, bl ackmai |l , p

vi odee,n .0 ape

4 . Faceb’oiitwe define hate speech as a direct

Thtt ps: / fewww.piel. paegl /oW maltv o cvaocryk /-chraitimea ise e e ¢ h

2https:// www. facebook.com/ communitystandards/ hate _s



the basis of what we call protected char:

origin, di s aabfifliiltiyat iroenl,i gci aosutse , sexual or
identity, and serious disease. We define
speech, har mf ul stereotypes, statements
contempt, di sgust or di smi sehusiocnursering
segregation. We consider age a protected

along with another protected characteri s

mi grant s, i mmi grant s, and asylum seekers
though we do allmdw croimmemnitamyofa i mmi gr af
Similarly, we provide some protections f

when theydére referenced along with a prot

5.Twi t:fielat ef ul conduct: You may not promot e
attack or threaten other people on the ba
sexual orientation, gender, gender identi

or serious disease. 0

6. YouTub@Me remove <content promoting violen
individuals or groups based on any of th

di sability, et hnicity, gender I dentity

8 https://help.twitter.com/en/rules-and-policies/twitter-rules#hateful-conduct

‘https:// support.google.com/youtube/ answer/ 280193972



i mmi gration status, religion, sex/ gender

maj or violent event and ot heir kin, and ve

.Academic Perspectives:

Nobaeta @D1%)ew hate speech as acts that
group or individual based on attributes s
di sability, gender, age, or sexual orient
targeted nature of ha¢edispersihtyemphpsct en

categories.

Nockl@b9df)f ers a broader definition, desc
communi cation that di sparages a person
characteristics i ke race, color, et hni
nationality, religion, aps uwltdateeas sa mwil her t

of discriminatory communications.

Warner & Hi(2GXbaipfefrgrenti ate hate speech |
intent to harm, associating it with the p

prejudice or violence.

Waseem &(2Hdwyeci fically categorize racist
key examples of hate speech, highlightini

such speech occur s.

Waseem &(2Hawyw f i ne it as "a deli berate att
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ecific group, motivated by aspects of t

emeditated nature of such act s.

rtuna &2 WNuéhégescri be hate speech as [ angu
di mi ni shes, that incites violence or h
aracteristics such as physical appear ar
hnic origin, sexuaénwirtentamomg, ogleendse'f
e potenti al subtl ety of hate speech, W

direct | anguage.

exploring the multifaceted definitions

tities ranging from constitutional docu
hol arly research, it is clear that hat e
expressionsudrceendbygcrmpirmi nati on, or

finition highlights di fferent aspects
tacks to subtle insinuations, refl ect i

enomenon.

ven this complexity, the challenge of a
text I s significant. The varying defin
st be highly sophisticated and adaptal
nt ext, nuancet i easndo ft hlea nsguubatglee t hat di f

eech from other forms of expression. Th



but also a societal i mperati ve, as the ir

and communities can be profound.

Aut ombhat € speech detection

The exploration of automatic hate speech d
aspect of modern computational l i ngui stics
mitigating the pervasive issue of onl i ne

met hodol ogamsewankdsf devel opatdef shetaanchtoinman ,i c

emphasi zing the evolution from simple | ex
machine | earning and deep |l earning model s.
A modest share of the studies, about 12%, ¢

techniques centered arlonnar sdveDdeumehRt efueaq

(TFI DF) dppkoanalh &. MBhe 2DRRDPF met hodol ogy e

terms that are uncommon in the overal/l cor
thereby aiding in its detection. Signific:
include using TFIDF in conjunctoicemsswintgh v a
tools to refine detection capabilities, as

character or wqrShhlaDEtmatlshagpdsd X8 )cat ed e mb
techni(geesAndrade & Gonamd vemel| ti2@24d )1 i ngui s
(Davidson et al ., 2017; Martins et al ., 20

2019; WatanabelLeexti-tamlre,d ZQ@X &)X egi es utilize



of keywords compiled from scholarly I|itera
filter hate speech. An example of effective

speescpheci fi c | ex(iScuopnp owitt hVeMcM masBla ¢ hiemess ) wh

has proven effective in identkFrhfegnda enti salgy
201.9)This method's precision is enhanced b
val ues wi-basddkxfeanur es, increasing the a
(Bauwelinck et al., 2019, p. 5; Chakrabarty
et al., 2019; Srivastava & Sharma, 2020)

Beyond dbaeasiedompproaches, traditional mac hi
been wi del vy studi ed. These -gmadne | Isogiisadli cd
Regression (Gr°ndahl et al., 2018), Suppor

Company & Wanner, 2021;i ,Pamumg k aPsa mu nRj& a s ,
Patti, 2020), and s hkalalionvwe dn eetmwoerdkdsi nwgist, h spurc

wi t h -PRayitre Encodbaged BPEhword embeddings (H

Strube, 2018) . But these simpler models ge
depe neur al net wor ks.
Hate speech detection in NLP has seen subst

basicbhbasudde met hods totsaphedtl|l angedgpr model
and |l arge | anguage model s (LLMs). Il ni ti al
focused on fegtuheolbghrmeur al net wor ks s u«

Neur al Net wo@&kmb { CWNN8 S,i kRlmaur r2é@mrt7 )Neur al \E



(RNNSaksesi e,t aanld. ,L oZhegt 8 hMaemory net wor ks (

(Bisht et ahich2@20marily addressed syntac

Over recent years, the devel opm®evI]I oh @€t Ms
al ., 2RbBERTas et ,alGP(TB2OWA) et, aTRaf 26&I120)

et al ., PA@WWowdhery getlLlag MAuU 2rO®2B )e, t aanld. , 20
Chat @POpenAl ethad .mar2l0edt)a signi ficant | ea
model s havdr@eeredproen extensi vesutpeexrtvicsoerdpor
|l earning techniques, enabling them to geil
autonomousl!y. This capability rimascegreatly

various NLP tasks, notallJyahiam lat elspee&ed4

et al ., 2024; Ki kkisetti et al .., 2024; Shi
Among these, the T5 model i's patdHiecal arly
transfer methodol ogy, where every NLP task.
is reformulatedtaprabtiemt This innovative
effecti veng naniddecnattiefgyoiri zi ng hate speech, s
accuracy and efficiency i n the field.

Despite the significantraprogdedsanguadge wMo
(PLMs) and Large Language Models (LLMs), s
remai n. Notabl vy, whil e these models depl o

capable of par si ngsedxt etnosi ivee nteixfty dpaatat er 1



overl ook the potenti al benefits of i ntegr a
perf ormance. However, recent studies sugg
resources with LLMs could markedly i mprove

them towards aohHi ewimpg edielnsv ®Iin coampkaer abl e

understanding (Khare et al ., 2024).
For example, research by Long ettraackidregnons
data significantly i mproves performance 1in

related to hate speech detection (Long et

et al . (w2 0t2mMgt sdhhaombining el ectroencephal og
tracking data can greatly enhance Automat i
mi crobl ogs, suggesting the vast potenti al

Addi tionally, the evoluboibncbbéddenodapabil kti

as voice and i mage processing represents a
humamchine interactions morcé .i Mthuist isvhe fdanada
facilitates more complex and nuancwed inter
from purely cognitive tasks t o t hose I nv

understanding.

Buil ding on these advancements, i ntegratini
and sensory inputs emerges as a promising ¢
detection. By constructing and dynamical

understand comphexabiomft oremati ti es and their-r



spe

eff

edg

ecC

ration can significantly enhance the

h. These devel opments are essential f

ective computational tools that can i de

i o

S

us ¢ ommulndtcfadrims ( Romero et al ., 2023)

study advocates for the integration ¢

mewor ks into | arge | anguage model s such

e

speech detection capabilities, mar Ki n-

Sensoryémhpmotdekesexhis approach by mergi

T5

nc

hn

with embedded sensory knowl edge, ai

ed understanding of hate speech.

riching the T5 architecture with sensc
ned to iIimprove the interpretation of
age and human emotions that often <ch
ed undersahntdenguse bateispeech frequ
expressions of ani mosity with subt/

ring the emotional complexity found i

ver, t he relationship bet ween sentim
tion is intricate and mutually reinfo
ed on i1identifying the emotional tone

iques that deeectunongahot just the pre



al so thédwhenéatur ¢ hey are | ikely to incite
such as hat e speech. By applying sentim
researchers can better di stinguish betweer

communi cation, evemt ehtewmal lhyeysiamiel a&r .

Therefore, by incodpwbrabhiognspnevwvirgedae¢aper
contdexitt o t hepraoncaelsyss,i sSensoryT5 offers enhan
identifying the ofdtegprendenttl e€ useersd tdharntt esxtgna
This innovative integration positions Sensc

to combat hate speedh,] pgroomti dihrag d epr®&@weges

and sensory data to Iimprove detection accur
of the underlying dynamics of hateful disc:
Sensory resources: Lancaster nor ms

I n recent year s, there has b-eegniami wened gtea
and computational approaches ar e synergi
interdisciplinary synergy unlocks new di me
perception, and cogmsition for human bein

Most of the studi e€ofgyjmct s ven dagiand omewmred apl
For i n&€heaeamtc qad2ilncorporated the brain meas:!
modeling word embedding to Wadenht(2® 33 )met aph

demonstrated the superiority of neur al ne



| everaging sensorimotor knowledge. These s

broader shift in the field towards a mor €
weaving +4dcmgmieurwe dat a, researchers are e
model s with a ricledre amdemstandintg i of | a
cognition, which are oftedrovenl mekbddby t

This studynetit(ad 226s§ sensori motor norms whic

the metrics of sensorimotor strengths (ran

words spanning six perceptual domains i ncl
heari ng, and Il nteroception, asclwdlilng as
mout h/ throat, hand/ ar m, foot/ Il eg, head (e>

Lynet t(za02'0s) sensori motor norms (named fALance

were compiled by following the(Lsyenmostar y& r a

Connel |, 200N,i chOlax3)ked participants to rat
meaning of a | exical item i s based on sen
sensory modalities and the five act-ion effe
specific | exical properéeiaesi oepbeswaeaénngon
| exi cal meanings and sensory modalities/ ac:

reported to show the correlation between er
this study only exploits sbeypepbdapt uaksda

lshows the perceptual ratings of six sampl e



Words Touch Taste Smell Vision Hearing Interoception

soft 4.526 0.368 0.316 1.947  0.684 0.842

flavor 0.219 4938 1.719 0.344 0.094 1.094

incense 1.412 0.294 5.000 2.824 0.176 0.295

blue 0.150  0.000 0.000 4.450 0.250 0.500

noisy 0.244 0.080 0.090 1.006 4.752 0.920

headache | 0.650 0.000 0.000 0.400 0.400 4.900
Tabl:e The sensory ratings of six sample words in the
This study unveils SensoryTbseasmbpygeVeengtr 8
using the Lancaster nor ms, effectively enh
process. These vectors ar e seamlessly i n
mechanism via an auxiliary attention | ayer
Positiomategisdal |y after t-©entdreicodatt enthiian
wor ks i n concert wi t h t he decoder 6s out g
representation i mbued with deep sensory kn
Consequentl vy, SensoryT5 1is adept at si mul
cues and sensory information, enabling a |
i nsights with contextual awareness. Thi s

bol sters the mddeéedési mpi hatg speech by al
nuances with the | inguistic context. The e
i nterpret these complex | ayers of i nf or ma

accuracy but also aids in usgdgeeshadygynami the



This model promises to advance the field &
effective approach to identifying and anal

environment s.

Our SensoryT5 model
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m m m a N
3 3 3 g (V)
g8 =3 oo ol 2 ~/
Input g g 2~ a e © &
EIE1E |3 , =
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@ =X &
- softmax @
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J
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e i
Qﬂﬁw GuStatory Haptic Interoceptive Olfactory Visual

(gz1'9) Jeau

J
Fi gdr eAn overview of SensoryT5. The Dblue box shows

the purple box describes sensory i.nformation quant.i
The proposed SensoryT5 model |, depiodt ed in

t haer t i n natur al | anguage processing by e
directly into the architecture of T5 (Raf
achieved using phei napparbaehk, adhi ch incorp

mechanisms specifically designed to proce:



cont

enab

of s

Choo

not

met h

Thi s

arti

extual informati on. This fusion is fac
l es joint training, optimizing the mod:¢

ensory inputs alongside traditional te;

sing the T5 model as our foundation wa
on for the application of sensory inte
' i mited to hate speech dedHhextti adm.anBher
odol ogyi tma&e i deal candidate for a Wwi
udi ng, but no-andg weni it eg, ttoextguegsnemat i o
approach aligns with the ovelriakehing
ficial i ntell i genlciet ibeys etndh ainrcti exrgp rmeotd ed

t hat reflects a deeper understanding

(Du®fHe@zm8n et al., 2023; Khanam et al ., 20

T5

(@)
(0]

uni que design, which convertxd dwempatNL
ides the flexibility needed to incorp
ctur al adaptability allows SensoryT5 |
| vi ng tsaenlsiokrey hdaat e speech detection bu

ching text with sensory deQaessi cman be

Answering: SensoryT5 can i mprove the qual

answering systems by i ncortpomakea ntghe earsowe|

detailed and contextually relevant, tF

Generation: I n text generation tasks,



nsory i nformati on all ows it t o produce
ammatically and contextwually accurate bu
at enhance the narrative depth and emot i
pabil ity markleys Vv al upaabritei cfudra appl i cati ons
rketing, and other fields where engaging
hanced User Il nteraction: By processing

er under s

tand and

g e mamatiek d asnggrusaegse & rhc

periences, thereby improving the interac
applications such as virtualUl taisnsaitsetlaynt s
e i ntegration of sensory i nformati on W
nsoryTb5 represents a significant step tov
phisticated understanding o f the world
nses. Thi s odte voenlloyp neennhtannces t he model 6s p
variety of tasktsobuhbheabsoademtiti bdludesf A
undaries of what it means for machines t«
ke text.

is expanded functionality demonstrates t
d thrive in a multitudepo$sisketliniges fdoi
anced and intelligent systems in natur al



Preliminaries

Despite the | arge size of Lacnicacaleul anroy ms
wor ds. Foll owing theLimeetth®al )pnreo puossee da bwo r d
embeddi ng model to regressively predict the

aiming to obtain the -cfeosabyl aayuwer i er t h

The obj éhcattieves peefech sdépbedeitenmi nreathemd categ
a piece of text foll owi ngrdenadted imedoll ladbet i
documenhtast ef osrpeec.h Eaedlrcd@od®mesntf i rst tokeni
into a word sequence wWithhehet maxwmoooh kebeg
O of these sequences are jointly @mployed

~

O BB O phlredt .

The core attention mechanism in T5

The word embeddings o Othh BheBhs euences
plchese first enter the T5 model. Each | ayer ¢

a serieshemfd multteint i onherand tatt dmtei onu |l mé c han

the final decoder | ayer can be represented

V; = MultiHead(Qg. Ky, V)

= [head, heads,, ..., head;|Wo

(1)

Where each head is computed as:



head; = A‘[t(,‘ntion(Qoﬂ'iQ_ KWE, VoY)

WR) (K WE)T : 2
:softma:x:((QO ) (Ko l)>‘~{)n}‘/ @
dlc
W oW, aandare weight matrices that are | ea
process. They are wused t00, pk®j,eca(n d hvea |iunepsu

(@ to difsfpacensg.0 subamwdare derived from the
the penulti matAkddietcioadreal Ilya,yefral |l owi ng the
text classification with -pdaediTrbg moaetlgr was

sole input for the decoder.

The restulst the output of the T5 -adweacroeder , i
attenti om.anBlotwi |l be utilized for the int

knowl edge.

Sensory information transformation for T5 |

We project the perceptual ratings of WO r (
predicted sensor yodiwoaclaubeusl aafy twoa deuti nt o a
space. Each word -dismdn snikeerda Ilwiviehc taorsirxepr es €
scores across silkitpieescephamti onod@ust at or vy,
audi tory, and interocept,vei tdss meenrsd @mys ) v e d
denoted ash BH

To enabl e effective i ntegration i nto t he



transformati ons f(®ddtoiwfeide do)yd ganieRaaalt WUann tf unct

t o ma p t he sensory vectors t o t he s ame

embeddi ngs. Given a T5 model wd 1t ht atnh ee mb e
transformation process can be formally des:
h; = ReLU(Wys(w) + by) (3)
s'(w) = Wshy + by (4)
Wher eddy ©Y andody ©°7 are two |inear trans:

matri cesamddare the respective bias terms. T

wei ght ma tamide eas epfp ¢ Yandp ¢lpmcTr especti vel y. T

out Rwtt t he first l inear pmyperand tahe ecxutopd
i 0O of the second |l inear | aplpeatg 1.0 sAfa ev e dthaer
transformation, it bei ssemrsojreyctveedcctiomt o t he s

space as the features generated Obwithe T5 n
wanad from the T5 model will be applied for

i nto the T5 model

Sensory attention mechanism in SensoryT5

The sensoifiy gecéeoated by the sensory vecto
used as t he query i n t he attention me c h a

substituting 6he qgher f5vemodet. The sensory



the attention calculation as foll ows:

Ay = MultiHead(s'(w), Ky, Vy)

-
= lay, as, ..., a;] Wy (5)
where each head is computed as:
a; = Attention(s'(w)W2, KoWE, v,wY)
s'(w)WR) (K WE)T ; 6
= Softmax ((S ()W, )5 W) > 174174 -
Ak

Once thed odtipBiitdy of the sensory adapter is o

dropout and pooling operati ans wthd cfhorim a hfei

used as the input to the classification | a;
P; = Dropout(Pool(Ay)) (7)

The pooled r @&piresetmémtied into the classif
Cq = Softmax(Linear(Dropout(Fy))) (8)

0O is a probability distribution vector. The

selected as the predacted | abel, denoted a

The first stpeppafgattheonbgpaclocess involves co

of the |l oss function with respect to the

adapterepresents the parameters ofothe sen:

represents the output of the sensory T5.



update the parameters of the attention | aye

sensory i nformati on i nto t he T5 model . T

L _ IL  9A
90, 9A; 00,

(9)

After the gradients for the sensory attent

we then compute the gradients for the par

denoted as o

oL oL o0V,

: = . 1
Finally, the gradients for the senszgpry info

are computed as foll ows:

oL oL 0s(w)

- : 11
00s  0s'(w) 0Og (11)

Her ezrepresents the parameters of the senso
component, which includes the weights and I

i O represents the output of this component.

to update the parameters of the sensory in:
its ability to capture and model the senso
Through these calculations, we are able t
sensory attention mechani sm, the T5 model

transformation component.



Experi ment

Dat asets

Our study employs the HASOC 2020 and HASOC
compiled by MandI et al., which are design
processing techniques for identifying and

content .

HASOC 2020 Dataset:

The 2020 edition of the dataset comprises

purposes and 1,592 for testing. We focus p
Task A), which targets the identification
speech or.offhessitmsk was initially categor

combinati on of SVM c¢l assifiers and extens

accuracy and reliability (Mandl et al ., 20
cruci al for devel opi ngffalcgowviett ymsditsltatr n ¢
communication in digital conversations, re
complexities of moderating online platform

HASOC 2021 Dataset:

Foll owing the structure of its predecessor

slightly mor e extensive dat a, wi t h 3,843



designated for testing.-l1@ompnbdedi durthgstd

uni quely i ncludes t weet s t hat ar e rel ate
i ncorporating the contemporary issues and
gl obal Crisis.ufasyaath dolhre pmaelvyDi s remain
Task A, focusing on the detection of hatef
pandeandmct extuali zed tweets. To enhance our
adaptability, approxi mately la0s%h def ashea t
devel opment set , whi ch i s used t o iterat

approaches after each training epoch ( Mand

These datasets not only offer a robust fr.
various NLP methods but also provide a diyv
di fferent contexts and tempor al9 sreelta thegds .
content i n t he f200r2 1i ndsattaansceet, adds a | ayer
relevance to the task of hate speech detec
can influence online discourse. By <contin
met hods on these rich dat asepgthtsi,stwiec aaiend taon
contaware models capable of handling the n
hate speech and offembrovaglommaenicaatifahs .ar
these datasets, our study aims to contri buti
hate speech detection by providing insight:

processing techniqgues can be iacetiomifzzendsi tve



content more effectively. The iterative te
by the structure of these datasets ensure
based on static assumptionswdrultd,ardcy mad mioc & le
changing skiesnametolsoddl ogi cal rigor helps it
are not only robust but al so adaptable to

communi.cati on

Asshowm Tabl e 2, the class distribution in
and HASOC 2021 shows that while the 2020
dat aset has a noti ceabl e i mbal ance, wi t h

of fensive) entries fbeti mg 'hN@artley)( né@miceei etsh.at

i mbal ance was introduced to give the model
which helps it | earn better. However, it a
dataset, which doewonbd ¢§atkygrerdbtecspeeah
usually much | ess-hadbemmacmntbab. nbn actual
detection tasks, hate speech tends to be 1
i mbal anced. To handle this issue and ensur e

Wei ghFftledand Macro F1 as evalwuatiosumeéedi cs.
for imbalanced data because they provide ¢

model performs on both the more common and



Class HASOC 2020 HASOC 2021

NOT 1,852 1,342
HOF 1,856 2,501
Sum 3,708 3,843

Tab2 &t at iccvdarcwmilew of t hHORrmaemi eage Mtag ahate or offen

represehasenon

Sensory knowl edge

Bef ore conduwdtei nsgp etelcee xgpetr e anteind s we condu
preliminary analysis of the sensory | exi cc
perception val ue 2dlii stpd ialyst iharms.t ogirg@urse of t h
measures across all words in the Lancaster
these perceptual measures are unbal anced.
predominantly deséGessedatde’sar wh ghi omo st val

ranging between 0 and 1. This suggests that

)
7]
7]

frequently represented in the textual

—
o
]

epresent gustatory and ol factory perce

A riskltwed distribution, also known as a positive s
extends more significantly to the right, indicating
concentrated on the |l eft of the pdaakan Thhies nreedsi walnt,s

and the median bei ng Mgraenat>e rMetdh gam t>h eMondced e (



17500 I auditory 17500 interoceptive
15000 gustatory 15000 olfactory
haptic visual
212500 212500
0 ‘0
© 10000 % 10000
o o
o T
5 7500 5 7500
= =
5000 5000
2500 2500
0Jnl-I---.._ o |l||...-,
0 1 2 3 4 5 0 1 2 3 4 5
Value of sensory dimension part 1 Value of sensory dimension part 2
Figure 2: The distribution of -@axixs semews ytval vaebue:

sensory di mensaixams,s panady st tehey word density.

I n contrast, auditory and visual measures ¢
The auditory measure is evenly distributed
measure ranges between 2 and 4.5. These d

sensitivityanaf vawsdiat orkynowl edge to textual
suggests that auditory and visual senses
sensory model s. Lastl vy, haptic and intero

trends, declining from akboetns2500 otmo 00t as 5t

declines in the presence of haptic and in
gener al textual cont ext mi ght suggest that
di mensions in the majority of cases.

The Lancaster norms are subject to the size

number -ooff owaudtul ary words whose sensory val



address this challenge, we bhdbopa®kdf7grhe met |
predicting sensory values of unknown words
our experiments, we utilized both the T5 el

(Penningtonfetr alhi,s 20Ek4) ction task.

To assess the performance of ouprmporfedi cti o
the Lancaster norms as a validation set ar
Error ( RMSE) as the evalwuation metric. Th
presented2, i demaomise r ateemhatddi hg GuoYer f or m
T5 embedding in predicting each sensory di
values of the Lancaster norms to a maxi ma!
version of Gl ove with 400,000 data points

augmaniton, the size of our sensory vocabul :

Al t hough we conducted ri gorous anal ysi s
acknowl edged that the Lancaster norms hav
Lancaster norms are static, whereas human
constantly evol ving. nThaends einmstoarnys i it yf otr hreatt
associate with the same word may change o0\

di fferences in sensory perception mean tha

The whole dataset of the sensory vocabulary can be

https://osf.iolw8yez/?view_only=0e807dfaab5e6433184e



varying degrees of sensory intensity from
Lancaster norms because they have been ex:
applied in experiments across fields such
which demonstratmed uwalei dietlyi adfi |tiltiys aknowl ec
the Lancaster norms wersogermcenat edgighregadghr
from a | arge number o f participants, whi c
degree of generalizabil ity and hap pLlainccaabsitleil
norms to be the most reasonabl e source of
the future, we plan to explore and develop

sour ces.

Sensory Name | T5 Embedding | GloVe
Haptic 0.893 0.698
Gustatory 0.632 0.534
Olfactory 0.572 0.501
Visual 0.842 0.743
Auditory 0.949 0.803
Interoceptive 0.831 0.662
Total 0.798 0.665

TabBe Comparison of the accuracy of predictions b

techniques on different sensory dimensions, as mea

indicate higher accuracy in the prediction of senso



Selected baselines

For comprehensi ve compamai somee cihn vdwketve mtgi o
benchmarpk oposed SensoryT5 model against a
model s.

CNN Adewu mi et:Cali.g,i na02%) renowned in the

vision, CNNs have been effectively adaptec
patterns through three convolutional |l ayer
i ncreasing si ze. Thi s adaptat mmmoluise g Re

techniques to optimize text pattern recogni
regularization. Wi th a total of 1,386,201

demonstrates high efficiencybasegrdaesasing

BiLSTMAd e wu mi et:Aavariaag3pf the Recurrent

t heLBTM processes input text in both forwar
t wo bidirectional | ayer s and pretrained |
di mensions, enhancing context ualcourmpderadtean
a dropout | ayer to mitigate overfitting a
making it effective for compl ex NLP tasks
context and sequence in text.

BERT Devl in et: AalRPr,et2@i%)ed Language Mo d el



revolutionized text classification by proce
format . lts deep semantic under shamei ng m

speech dease®kds.i on

RoBERT&iIi u et :aAls. ,an20elmMhanced version of B L
refines training processes and hyperparar

performance in NLP tasks.

XLNétyang et :ahis mo#i®e) extends BERT's capal
bidirectional contexts and wusing an autor

some of BERT's | imitations.

T5 Raf f el etT hael .-T,ea&20t2 0T)'r ansfer Transfor mer
NLP tasks -tatat afoemat , showcasing the ve

perf ormance across various tasks.

Experi ment settings and i mplementation det
During training, we applied t he Adam op
characterized by i1its efficiency in navigat,|
weights to minimize | oss. The hyp@®r par amet

v, max seqplntgtnbahchbogi ze =



Results and discussi on

Results of experiments

HASOC 2020 A HASOC 2021 A
Weighted F1  Macro F1 ~ Weighted F1  Macro F1

CNN - - 0.776 0.757

Bi-LSTM - - 0.784 0.772

BERT jarge 0.897 0.894 0.774 0.736

RoBERTa) g0 0.900 0.900 0.795 0.780

XLNetiarge 0.896 0.896 0.780 0.753

T'Sarge 0.908 0.908 0.799 0.781

SensoryT5H 0.915 0.915 0.810 0.793
Tab4d e Results of the SensoryT5 model in comparison t
detection datasets. The top performances are highli
I n t he real m of hate speech detection, 0
demonstrates a notable i mprovement over bec

model s (such akESTMN amdl Bdveaiceedd pkanguag
models (PLMs)/ |l arge | an&ea®F¢e¢ RoOBERS%a, LXIMN¢
and T5. We focused our evalwuations on the

across two major datasets: HASOC 2020 Task

Il n our anal ysi s, T5 was previously ident.i

among all baselines in the HASOC 2020 dat a:



i n

Th

cro F1 score that was ®.e&% mmiogllkedr. tSh an | tal
e HASOC 2021 dataset, TheotutmpeddlorbnedO.thl
i ght ed F1 and by O0.1% in Macro F1. I nt
arning modeEBEIMérker mbed S8omparably to PLM:s

unusual for text classification tasks v
is anomaly highlights the unique demands
|l ies heavily on | exical f o ucnadtalays @edhs and

del s.

rr SensoryT5 model outshinedperlflorhmisred i h&e.s
the HASOC 2020 dataset, SensoryT5 exceed
and Macro F1 scores. In the HASOC 2021

on T5 by 1.1% id Wwgi glh.t2e%l il Mancr o F1.

hancements underscore the effectiveness

to the model, which significantly boosts

e integration of senstot gxtdatamamewbr khef ri
l'y enhances the model's accuracy but al s
to better discern the nuanced contexts a
i's adoamatkeid ity positions SensoryT5 as a

mpl exities of hate speech detection acr o



Abl ation studi es

Evaluating the i mpact of sensory knowl edge
0.920 HASOC 2020 0.800 HASOC2021

[0 None
0.915{ " Random 0.780+

I Sensory
0.910+ 0.760+
0.905 0.740+
0.900+ 0.720+
0.895- 0.700-
Fi g@&r eTpheer f or mances of T5 (None), Random SensoryT5 (
assigned), and SensoryT5 across two hate speech det
F1 as the metric.
To elucidate the impact of different compo
we conducted ablation studies specifically

using the HASOC 2020 and HASOC 2021 dat a
i nstrumental i maasyseodsioug tntoew edf fsiensory i ni

The abl ation tests were structured around

T5 (Ndme) baseline model without any sensor

the conventional approach in hate speech d
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dom SenéAovgidbant where the sensory scor
dom numbers ranging from 0O to 5. This s
sory scores but removes t heir meaning

abul ary dat a.

sor@Qui5:proposed model whic-hroonndegdoantes

gui-sntdacdkdd ysensory knowl edge.

resul ts, as @Beprewvedl i hhda&ti gtuthe Senso
performs the other configurations in te
aset s. However, the Random SensoryT5 mo
n the T5 (None) model, parti cbultarralryy hi g
sory data integration.

se findings emphasize that the effective
just from the addition of numerical da-
sensory knowledge ghatnded band- Iciogquitsg

oded/ nott et LlonyverdDY, the poorer per

dom SensoryT5 model compared to the T5
i scriminate inclusion of sensory inform
model 's ability tct@ateagouraéeelhyt detspetec
erscores t he i mportance of strategic ¢

itions coul d potentially di srupt mo d e |



counterproducti ve.

Impact of sensory knowledge on different fo

To further investigate the versatility and
we expanded our experiments to include adc
model s such as BERT, RoBERTa, and XLNet. T

with co-gottvaelemgg aingktnilccoadleldy sensory data, a
in Fidgu©Oer objective was to assess the i mp

these established models, particularly in

Sensory Information

v

f Different Transformers A

l BERT J(RoBERTa|[ XLNet ][ 75 l

1
v
/ Sensory \

Transformers
SensoryBERT
(@)
[ Hate speech detection }e [SensoryRoBERTa] . g softmax
datasets ()
-
SensoryXLNet %
SensoryT5 /
Figu4e I nfusing sensory knowl edegeasedt onodel §.er ennt

SensoryXLNet, both K (key) and V (value) in the sen

output of the final hi dden | ayer of XLNet.



The effects of integrating sensory knowl ed

are summari z&#dnd ni Mdib¢at e substanti al i mp 1
speech detection capabilities across al/l r
their original counterparts.
HASOC 2020 A HASOC 2021 A
Weighted F1  Macro F1 =~ Weighted F1  Macro F1

BERT arge 0.897 0.894 0.774 0.736

_SensoryBERT | 0.900 0.899 ___0.778 ____ 0.741

RoBERTa)arge 0.900 0.900 0.795 0.780

_SensoryRoBERTa | 0.905 | 0.905 0808 0.788

XLNetarge i 0.896 0.896 0.780 0.753

_SensoryXLNet _ | __ 0.899 0.900 _ __0.785 0.760 _

THlarge 0.908 0.908 0.799 0.781

SensoryThH 0.915 0.915 0.810 0.793

Tab%e |l mpact of sensory knowledge on different found

Sensor yBERT: The integration of sensory kn
i mprovement s i n hat e speech detection F1
Sensor yBERT achieved a 0.3% increase i n WEe

Macro F1 scores over the202rli,gitnlhad s eBEgrali. nd n
even more pronounced, with i mprovements of

in Macro F1.

Sensor yRoBERTa: Similar enhancements were

sensory integration. I n HASOC 2020, Sensory



BERTa model by 0.5% in both weighted F1 ¢
ta showed greater i mprovement s, with inc
and Macro F1 scores.

nsoryXLNet: The SensoryXLNet configuratd.
t comes. It surpassed the base XLNet model
Macro F1 for HASOC 2020, and by 0.5% in
for HASOC 2021.

nsoryT5: The most notable i mprovements we
nsistently outperformed the base T5 model
20, there was an enhancement of O0.7% in

ores. The HASOC e2v0e2nl mroerseu litnmsp rweesrsei ve, wit
ading by 1.1% in weighted F1 and 1.2% in
ese results collectively underscore the

owl edge i nt-lmasterdanmddoalmer f or hate speech
nNsi stent i mprovements across di fferent

tegradnloyn emmhihances the model s’ perfor man
plicability to more compl ex NLP -t asks.

gnitive data effectively, highlighting t|
t hods wi t h cognitivei mpcogerceNLPnssydqhtear

understanding and processing capabilities



speech detection.

Sample Case (a)

| fre* with you but don't get
I — ”’
SensoryT5
mad at people trying to seek opportunities...
T5
SensoryT5
Sample Case (b)
You just seem like a major g+
I &
_ SensoryTS
Fi gbrTehe heatmap visualizes the heat values of the
the encoder I[tawseern tiemck®S . f drar ker colors indicate hi

These sentences are souHASBOCs2QR26ntahndl HSOLOtAD.2 b €

Case studies are presented in Figure 5 wusi

2020 and HASOC 210 2fL*wd atha syeotus :but donét get

trying to seek( 0AhAPOC t,20MA W )ijeuss.t. .se*em | i ke a |
(HASOC Zh21)SensoryT5 heatmaps il lustrate t
each token in the sensory | ayer, whil e the
attention weights across all encoder | ayer

The SensoryT5 nmoocaet eshiownse loat dd thgBr*a*s e s :
the first B8Bma}j edicnd *tahned second sentence. Thi

model ' s ability to detect cruci al hat ef ul



identifying ofherointe acsont e¢rmte. standard T5E¢
spread out and |l ess concentrated on these
broader focus on the entire sentence, mi
needed to zero in on specidievedf asphackviy s e swor
SensoryT5's superior capability in recoghni
provtitmeef f i coifenicyt egrating sensory awareness
for i mproved detection @dByh ated eacnnd nogf fseemstie
from multiple datasets, we demonstrate Sen
generali defderesns contexts in i eeentaitfeydi ng
phrases. Thegvel maoabyses further validate &
handling offensive | anguage detection by e
hat ef ul intent, comtvebwbeasswoghd oleattes wpgddeaec
detection tasks.

Conclusi on

Thi s study i ntroduces t he Sedger yniccd efl r am
designed specifically for enhancing hat e
sensory knowledge into the established tra
excels in identifyiurg S6lstelne i abntfext uwuaelcog
| anguage. Utilizing sophisticated attenti
combines sensory and cont extdeaglt hi mmfnarl gastiiso 1



t eXlthrough extensive testing across a vari e

demonstrated that it exceeds the perfor man
we l | as ot hdmapopuwl dranmrueage model s ( PLMs)
model s (LLMs). dvoaweso viempr a Me med stos over trad
| earning approaches used in NLP for hate s
highlights SensoryTb's capability as a bri
wi t h l i ngui stic anal ysi sat imogr icrogginrNd. Pv et o w
i nsights mdrhe molkedtIsy.effectiveness is und
the -avetldbl i shceodnneuwe | inks between sensor
behavi or al out puts to better predict and u

the sensory cues found esn ttheex tusn d eSelnysionrgy Tebm
drivers of hate speech, similar to how hum
emotional and cognitive responses. This not
speech deteotiemmobuthgassdeeper i nterdi sciop
coll ab®&reatsioory.T5 integrates advanced text p

insights from both sensory perception and

comprehensi ve approach i n computational
emphasi zes the i mportancenofh unuodecstiahdvedy
goes beyond mer e wor ds, i ncorporating t h

experiences and perceptions that shape c¢coml

I n summary, SensoryT5 not only refines the



but al so enhances the interpretability of
profound comprehension of the content and
comprehensive approach does not just advan
model s but al so rdseteapnednisn go wrf uwurhdee compl ex i n
| anguage, emot i 0Ans, iandbrceoagkmsi tnieonn .gr ound i n
approaches, SensoryT5 encourages ongoing r
centric methods in NLP. This pitameemwhrg emo
digital communi cation spaces are safer and

enhanced understanding of the cognitive a

| anguage. This promising direction in NLP
expl orati oml c;agiidc aale cihmnovati on, aiming to e
combating onl i ne hat e speech and enrichir

relationship between human cognition and c

Limitatifomngpamad

I n our current research, we have utilized (
sensory values for unknown-bawseds approagh.
Whil e this met hod has proven effective wi
i nherently reltgsaod ghalratvtaedédlembieddi ngs
may not fully capture the nuanced sensory

contexts orl nlsapnigrueadg ebsy. t he wor k of Cher son



demonstrates the-l vhghali tnetbbdbdsrbas sensor

prediction, we are optimistic about the pc
mo d el to encompass multiple | anguages. Th
model to utilizaimuwlst ialnidnglealel @empbedy regres
t hat can operate effectively across di ff
advancement s coul d dramatically i ncrease
effectiveness in a gl obal conteerxntat i nmankail n g

pl atforms where mul tiddaet Hern gpragmiss iamrge diisre

future research iIis to expand the sensory Kk
Currently, the model's performance i s part
sensory values derived from exi starnrgaydat ase
of sensory inputs and possibly crowdsourc
cul tures and | anguages, w e coul d signi f
understanding and i nter pr dteafioi. oinmporfo vse ntshoer
model 6s versatility and its ability to har
l i ngui stic environment s, we pl an t o expl
l earning techni ques. For i nstance, empl 0\
architectuTransfueglhmeans3GEdul d provide a way
captur-erahgeagdependencies and contextual s ul
setup might miss. These I mprovements coul d
of sensory values @a&ndef flbeycta wtee rhsaitcen ,s pnecerc h



mul tilinguaWe cadnstoexs$ se substanti al val ue

i nterdisciplinary approaches that i ntegr at
psychol ogy, and | inguistics to enrich the
model . This could invol veatc odn daebrosrtaan dviengpr

sensory perceptions are expressed differen
which woul d-theipgioufi medel to be sensitiyv
Looking ahead, our ultimatedagoabl esftamdwo

t hat can not only detect hate speech but al

and cognitive underpinnings of | anguage us
settings. By continuously refining our Se
i ngui stic and cul tur al reach, we aim to co
online environments worl dwi de.

By addressing these areas, we aim to over

significantly expand the scope and efficac
pave the way for more nuanced and <cul tur
potentially revomatedonsygsmhgmeownaetstand an

human | anguage on a gl obal scale.
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