
Ahmed et al. Journal of Cloud Computing          (2024) 13:150  
https://doi.org/10.1186/s13677-024-00712-x

RESEARCH Open Access

© The Author(s) 2024. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://creativecommons.org/licenses/by/4.0/.

Journal of Cloud Computing:
Advances, Systems and Applications

Explainable AI-based innovative hybrid 
ensemble model for intrusion detection
Usman Ahmed1, Zheng Jiangbin1, Ahmad Almogren2, Sheharyar Khan1, Muhammad Tariq Sadiq3,4, 
Ayman Altameem5 and Ateeq Ur Rehman6* 

Abstract 

Cybersecurity threats have become more worldly, demanding advanced detection mechanisms with the exponential 
growth in digital data and network services. Intrusion Detection Systems (IDSs) are crucial in identifying illegitimate 
access or anomalous behaviour within computer network systems, consequently opposing sensitive information. 
Traditional IDS approaches often struggle with high false positive rates and the ability to adapt embryonic attack pat-
terns. This work asserts a novel Hybrid Adaptive Ensemble for Intrusion Detection (HAEnID), an innovative and pow-
erful method to enhance intrusion detection, different from the conventional techniques. HAEnID is composed 
of a string of multi-layered ensemble, which consists of a Stacking Ensemble (SEM), a Bayesian Model Averaging 
(BMA), and a Conditional Ensemble method (CEM). HAEnID combines the best of these three ensemble techniques 
for ultimate success in detection with a considerable cut in false alarms. A key feature of HAEnID is an adaptive 
mechanism that allows ensemble components to change over time as network traffic patterns vary and new threats 
appear. This way, HAEnID would provide adequate protection as attack vectors change. Furthermore, the model 
would become more interpretable and explainable using Shapley Additive Explanations (SHAP) and Local Interpret-
able Model-agnostic Explanations (LIME). The proposed Ensemble model for intrusion detection on CIC-IDS 2017 
achieves excellent accuracy (97-98%), demonstrating effectiveness and consistency across various configurations. 
Feature selection further enhances performance, with BMA-M (20) reaching 98.79% accuracy. These results highlight 
the potential of the ensemble model for accurate and reliable intrusion detection and, hence, is a state-of-the-art 
choice for accuracy and explainability.
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Introduction
Intrusion Detection Systems (IDSs) have long been one 
of the primary defenses against hacking and other unau-
thorized access, enabling users to identify abnormal 
behaviour and prevent malicious activities or penetra-
tions of their network environments [1]. Yet traditional 
or network-based IDSs are widely recognized as suf-
fering from various fundamental weaknesses that limit 
their effectiveness. Among the most persistent prob-
lems are high rates of false positives -situations where 
benign activities are misidentified as malicious - which 
tend to generate excessive numbers of unrelated alerts, 
consuming scarce analyst time and attention and thus 
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conclusion, we cannot be confident that it is flagging 
what we, human experts, would consider suspicious. 
This unpredictability creates problems for the opera-
tional use of IDS and the iterative process of refining 
detection models over time [7].

Nowadays, maintaining a security system is difficult 
due to the fast development of networking technolo-
gies and the increasing number of cyber-attacks. IDSs 
are essential now for examining network system traffic 
and potential security threats. Machine Learning mod-
els should be integrated into the development of IDSs. 
Machine learning models have proven efficient and effec-
tive across various fields, such as natural language pro-
cessing, computer vision, and pattern recognition. By 
integrating machine learning models, IDSs can benefit 
from improved precision and efficiency [8].

Meanwhile, increased network traffic and exponentially 
larger data scale make many IDS solutions fall behind in 
performance and scalability, leading to false or delayed 
intrusion detection. A core shortcoming is the lack of 
explainability, as many IDSs operate as ‘black boxes’, mak-
ing the suspicious patterns nearly impossible to inspect 
or making the detection results hard to know. The opac-
ity compromises the confidence of the security experts in 
the alerts and adds complexity to the investigation and 
response process [9].

After the global surge in connected devices, remote col-
lection of real-time data from physical objects is enabled. 
This data is essential for developing complex algorithms 
that facilitate the intelligent decision-making system, 
which will be helpful for the Internet of Things (IoT) 
environments, [10]. The extensive deployment of remote 
devices in the real world increases cybersecurity threats. 
Malicious devices attached remotely to tamper traffic sig-
nals can disrupt network system performance. The most 
significant real-time cybersecurity challenges are Distrib-
uted Denial-of-Service (DDoS) attacks, the Mirai botnet 
attack, the denial-of-service (DoS) attacks, Port Scans, 
and website sabotage by botnet. Guarding IoT devices 
against such attacks is paramount in the security domain. 
Consequently, there’s a pressing need for proactive meas-
ures to ensure physical and cybersecurity to counteract 
these formidable threats, underscoring the importance of 
thorough network system protection analysis [11].

Security attacks were classified into active and pas-
sive. Active attacks disrupt operations and can cause 
harm to physical devices during their execution. They 
are more challenging to carry out and detect than pas-
sive attacks. Examples of active attacks include DoS [12], 
which is particularly prevalent as packet replay, spoofing, 
and message modification. On the other hand, passive 

diminishing the overall efficiency of security teams. In a 
worst-case scenario, this noise might delay response to 
real threats [2].

We found that the old IDS had difficulties recogniz-
ing advanced and ever-changing cyber threats. The old 
methods of IDSs are challenging and complex to adapt 
to the rapidly changing cyber-attack scenarios. The old 
methods depend on signature-based detection tech-
niques to handle unrecognized zero-day attacks. This 
limitation of the detection technique can result in many 
false positive alarms, which causes false alerts and makes 
it more difficult for system administrators to pinpoint the 
real threats. Moreover, in particular scenarios, most IDSs 
face performance issues involving extensive network sys-
tem traffic [3].

Modern IDSs are critical for preventing network 
breaches by identifying unauthorized access and uncom-
mon behaviour. However, today’s IDSs have several limi-
tations. Firstly, the false positive rate is extremely high, 
where normal network activities trigger many alerts. 
Given these systems’ tremendous number of alerts, secu-
rity personnel cannot focus on real threats. A second rea-
son for the low performance of existing IDSs is that many 
are signature-based and can only detect patterns that they 
have previously been trained on. In other words, for all 
the logic contained within the IDS, it might not pick up 
on novel or mutated attack patterns that were not incor-
porated into the sample data it was trained against [4].

Another major shortcoming of existing IDS mod-
els is this lack of dynamic adaptation in the presence of 
novel attack patterns. Since threats in the cyber world 
are dynamic - attackers amend and develop new attack 
scripts to breach the firewalls - many IDS models in the 
present context still rely on simple rule-based or signa-
ture-based attack detection [5]. These models remain 
vulnerable to attacks that have never been seen before. 
Attackers can exploit such vulnerabilities to launch novel 
attacks. Once attackers discover a method to evade an 
IDS, the IDS becomes ineffective until an administra-
tor reformulates a new attack rule or updates signature 
detection. This adaptiveness nightmare exposes net-
works to novel attacks that could be developed in the 
future, which presents yet another concerning gap to be 
addressed by improved IDS models [6].

Moreover, many current IDS approaches are opaque 
in a way that is incompatible with the need for account-
ability and explainability. The ‘black-box’ nature of 
traditional IDS models presents a problem in decision-
making contexts where a precise understanding of the 
reasoning behind alerts and classifications is essential. 
Unless a system can explain how it reached a particular 
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attacks involve monitoring and collecting data from a 
target without altering the information. Attackers remain 
concealed, maintaining access to the communication 
channel to gather data. The most frequent passive attacks 
include eavesdropping, network system mapping, and 
traffic analysis. Implementing a real-time network anom-
aly-based IDS is crucial to alleviate the effects of attacks 
on IoT devices and consumers that can identify and block 
these threats [13].

Furthermore, many IDSs are still built for binary clas-
sification. Still, it is difficult for them to tackle multi-class 
classification problems, especially in complex network 
environments where multiple types of attacks need to be 
correctly classified. All these gaps point to the necessity 
of developing a new model of IDS that overcomes these 
limitations in the future and can handle varied new attack 
patterns more accurately and reliably. That’s where our 
proposed model comes in: the Hybrid Adaptive Ensem-
ble for Intrusion Detection (HAEnID) model. We tackle 
the gaps by influencing the state-of-the-art ensemble 
methods, including Stacking Ensemble (SEM), a Bayes-
ian Model Averaging (BMA), and a Conditional Ensem-
ble method (CEM), as well as Explainable AI techniques 
such as Shapley Additive Explanations (SHAP) and Local 
Interpretable Model-agnostic Explanations (LIME) to 
improve the detection accuracy, adaptability in evolving 
patterns, and transparency of explanation [14].

Overall, our proposed model HAEnID for intrusion 
detection is an elegant solution that can mitigate the high 
false positive rates, provide a robust solution in detect-
ing evolutions of attack patterns, and ensure the system 
remains transparent and trustable.

This proposed model, HAEnID, represents a significant 
advancement in intrusion detection technology, promis-
ing enhanced security for network systems through its 
innovative ensemble learning techniques and Explainable 
AI (SHAP, LIME) for model interpretability. Flow chart 
of the basic working model for the HAEnID system as 
shown in Fig. 1.

• The structure-based SEM utilizes distinct base 
classifiers-Decision Trees (DT), Random For-
ests (RF), Multi-Layer Perceptron (MLP), Logistic 
Regression(LR), Light gradient boosting framework 
(LGBM), and Adaptive Boosting(AdB) -trained on 
CIC-IDS2017 data subsets.

• BMA assigns weights to classifiers based on perfor-
mance and prediction uncertainty. By estimating pos-
terior probabilities, BMA integrates outputs robustly.

• CEM dynamically selects relevant classifiers, enhanc-
ing adaptability to evolving data patterns and improv-
ing intrusion detection efficacy.

• Evaluation of benchmark datasets demonstrates 
superior performance over traditional methods, 
affirming the ensemble’s potential to fortify network 
system defences against cyber threats.

• We also implement and visually enhance the output 
of the proposed HAEnID model with 3D visualiza-
tion in MATLAB.

Related work
One of the most recent trends in IDS is to instrument 
Explainable AI to improve the transparency and inter-
pretability of these systems. Over the years, the mod-
els used in IDS became increasingly complex until they 
reached models that were hard to interpret, based on 
machine learning and deep learning, which are consid-
ered ‘black-box’ models. Now, scientists working on IDS 
are turning to Explainable AI to allow these high-per-
forming models to become interpretable. For example, 
we see the usage of post-hoc explanation models such 
as SHAP and LIME, which help security analysts inter-
pret complex models’ decisions. These techniques tell the 
analyst which features most motivated the IDS model to 
detect an intrusion, making these uninterpretable models 
more transparent and trustworthy to the security analyst 
[15].

Various works have been done using modeling through 
agent technology; Labiod [16] has proposed an approach 
for intrusion detection based on intelligent agents. They 
have used the concept of Distributed Artificial Intelli-
gence for intrusion detection. They have categorized the 
network attacks into two types: 1) Internal and 2) Exter-
nal attacks. They have two intrusion detection methods: 
behavior-based intrusion detection and knowledge-based 
intrusion detection. They have proposed their architec-
ture for intrusion detection structure and defined their 
own set of agents in it. For instance, an attempt has been 
made to create a system based on multi-agents and wire-
less sensors. In [17], a hierarchical distributed IDS has 
been proposed. It works with the firewall and the net-
work system management tool to give threefold security. 
The reason behind such a mechanism is that sometimes 
the virus updates are not up-to-date, and the packet 
bypasses the firewall. The system is based on MAS so that 
it can act independently. They use advanced techniques 
for intrusion detection and can communicate with each 
other. These measures make it a very much improved 
solution for network security protection.
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One of the earliest works in this area is the integra-
tion of SHAP values with machine learning-based IDS 
models. SHAP explains the predictions of IDS models 
in a unified measure of feature importance that is con-
sistent across different models. For example, Antwarg 
[18] deployed SHAP values to describe the decisions of 
ensemble models in IDS - specifically, why some network 
features help detect intrusions. Similarly, LIME has been 

utilized to provide local explanations for individual pre-
dictions to understand why that instance was explicitly 
identified as an attack. This explains-an-alert capability 
is as important as the detection, and its addition when 
using these Explainable AI techniques in IDS has helped 
to make machine learning model predictions more inter-
pretable and to mitigate any subtle bias of training data, 

Fig. 1 Flow chart of the basic working model for the (HAEnID) system
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which can be leveraged to build better and more equita-
ble models.

Researchers have explored various machine learning 
strategies in the initial phases of integrating Artificial 
Intelligence (AI) within IoT-based IDSs. While machine 
learning techniques offer improved accuracy and address 
many deficiencies in conventional approaches, they have 
limitations. Among machine learning methodologies, 
the Classification and Regression Tree (CART) is nota-
bly effective, providing high performance with minimal 
training time. However, its efficacy diminishes when han-
dling complex datasets [19]. Traditional machine learning 
approaches often rely on shallow learning, emphasizing 
feature engineering and selection, but they possess lim-
ited learning capabilities, making them less effective for 
intricate datasets. The learning process in these methods 
only captures fragmentary information from each piece 
of data, necessitating a large dataset for practical train-
ing. This requirement becomes particularly critical when 
dealing with diverse datasets. In contrast, deep learning 
is crucial when managing vast amounts of data, offer-
ing automatic feature learning and the capacity to tackle 
sophisticated issues with substantial datasets [20].

Kussul et  al. [21] have proposed an intrusion and 
anomaly detection system based on agent systems. The 
system identifies known attacks and anomalies in user 
activity. Neural networks have been employed to ward 
off attacks, while different agents provide intelligence fea-
tures. The author gave an exciting insight into when to 
use MAS technology. Also, they have considered past and 
present works and how the existing technologies address 
the security issue in multi-agent systems (MAS). Hedin 
et al. [22] have chosen Gaia as a design methodology and 
incorporated some security requirements. Also, ensuring 
trust and reliability between nodes cooperating to reach 
the means end.

In [23], Talib et  al. proposed designing a MAS archi-
tecture for Cloud Data Storage (CDS) using an agent-ori-
ented methodology called Prometheus. They proposed 
various agents who act independently and display secu-
rity and intelligent behaviour. They observed a lot of 
complexity with the methods and found that many 
dependencies were created, and the interfaces were not 
simple enough to design a complex problem. In [24], 
Sahai et al. proposed a heterogeneous distributed system, 
a dynamic architecture for network system management. 
The author’s system uses the prevalent architectures 
and develops their architecture based on mobile agents, 
which is more scalable, decentralized, and has more 
managers; in their opinion, it creates fewer bottlenecks.

Ensemble-based [25] IDSs have received signifi-
cant attention, as they can improve detection accuracy 
and reduce false alarm rates by incorporating multiple 
machine learning models. One of the prominent tech-
niques is SEM learning, which combines the outputs of 
several base classifiers to produce the final predictions. 
This way, the final model is supposed to take advantage 
of the strength of each classifier while losing little from 
its weaknesses. For example, a recent study presented a 
stacking ensemble learning-based IDS that combines the 
predictions of three base classifiers: RF, DT, and k-NN. 
When the proposed system is trained using the UNSW-
NB15 dataset, it achieves better accuracy and robust-
ness in detecting network intrusions. One of the research 
papers revealed the power of the ensemble approach 
employed in computer systems for intrusion detec-
tion. They used RF, GB, AdB, and XGB algorithms and 
observed that they often achieve good precision, recall, 
and F1 scores, with perfect performance metrics up to 
99% [26].

BMA has been considered to tackle the uncertainties 
related to the model selection problem by averaging a 
set of models weighted by their posterior probabilities. 
It minimizes the risks due to the choices made in poor 
model selection and, therefore, improves the reliability of 
the IDS. An ensemble-based IDS using LR, NB, and DT 
classifiers with a voting scheme was applied to IoT net-
works and reported significant improvements in accu-
racy and false alarm rates when benchmarked against the 
dataset of the CIC-IDS2017 contest [27].

Finally, CEM selects and weighs the contributions of 
models adaptively depending on the input conditions. 
For instance, a CEM learning approach for the security of 
the IoT device used feature selection methods and com-
bined multiple supervised models, including RF, DT, LR, 
and k-NN, to improve the detection performance. They 
collectively contribute to a more solid and accurate IDS 
through differences in the strengths of classifiers and fad-
ing the possibility of false negatives and positives [28].

Nevertheless, there are still open problems associ-
ated with Explainable AI used in the context of IDS. For 
instance, there is a trade-off between explainability and 
model complexity. Some models, such as DT and RF, are 
inherently more interpretable than others (e.g., DNN). 
On the other hand, they tend to be less accurate and less 
prone to generalization compared to deep learning mod-
els. This problem has been explored in recent years with 
hybrid approaches [29] combining the two interpret-
able and complex methods. For instance, hybrid models 
that combine DT with deep learning architectures can 
be found where the DT module explains the model’s 
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decision at a high level, and the deep learning module 
ensures a high detection accuracy, thus allowing for a 
trade-off between interpretability and performance and 
enabling IDS models to be deployed that are effective and 
explainable [30].

Along with these hybrid models, people have been 
developing intrinsically interpretable models specifi-
cally for IDS [31], which allow for transparency in and of 
themselves rather than as post-hoc explanations. Atten-
tion mechanisms in deep learning models, for example, 
enable analysts to perceive where a model is looking 
in a literal sense - where the model’s attention is con-
centrated when acting on input data features. So, for 
instance, a deep-learning IDS might have its attention 
drawn to anomalous network traffic features in its input, 
which an analyst can then perceive visually. Other recent 
works have explored the use of causal inference in IDS 
to determine which events in a network ‘cause’ intru-
sion to happen. This knowledge can help us build more 
interpretable intrusion models, both as ‘detectors’, and 
in showing exactly how and why an intrusion will occur. 

These advances demonstrate the ongoing evolution in 
making IDS more interpretable, aiming to keep this class 
of systems as sound as possible in the face of persistent 
advances in the cyber threat landscape [32].

Related work and their contribution are as under 
Table  1. The proposed HAEnID model has brought up 
numerous remarkable novelties and essential differences 
in contrast to the related works in intrusion detection.

One of the critical advances of the HAEnID model is 
detection accuracy. The accuracy of the parts (SEM, 
BMA, and CEM) in the HAEnID model were individually 
97.44%, 97.94%, and 97.25% respectively. Although in the 
studies mentioned above, such as the 2023 study [33] on 
using RF and SVM, the present accuracy of each single 
model was up to 99.9%, HAEnID’s advantage is that the 
hybrid adaptive ensemble approach enables considerable 
accuracy to be maintained, resulting in a more balanced 
and thorough detection system by combining several 
advanced methods.

Another critical difference in terms of adaptability is 
that the hybrid ensemble approach taken in HAEnID 

Table 1 Related work and their contribution

Ref Method Description Result Contribution

2023 [33] RF and SVM Anomaly detection using RF and SVM 
in IoT devices.

RF - 99.9% The study uses ML models for anomaly 
detection and achieved good results.SVM - 97.9%

2021 [34] LR and ANN Using LR and ANN to prevent unau-
thorized access to network devices.

LR - 99.9% Proposed model achieved F1-score 
of 95.13%, and LR achieved 99.9% 
accuracy with feature selection.

ANN - 95.13%

2023 [35] Linear R, Logistic R, SVM, KNN Machine learning models were used 
to detect botnet attacks.

Linear R - 97.8% Proposed model achieved good accu-
racy in detecting botnet attacks in IoT 
network system.

Logistic R - 97.76%

SVM - 97.85%

KNN - 98.3%

2021 [36] NB, SVM, LR, k-NN, Adb, RF Using machine learning models 
to detect abnormal traffic in network 
systems.

NB - 90.22% Proposed model successfully identified 
abnormalities in network systems.SVM - 97.66%

LR - 96.83%

k-NN - 97.17%

Adb - 98.30%

RF - 98.97%

2024 [37] DNN Used neural network to detect 
cyberthreats in metaverse.

DNN (9 classes) - 87.74% Proposed model achieved good perfor-
mance score using UNSWNB15 dataset.DNN (2 classes) - 99.9%

2021 [38] CatBoost CatBoost for handling categorical 
featuresh

CB-99.46% Effective machine learning approach 
to enhance cybersecurity in network 
systems.

2021 [39] J48, NB, RF, RTree, REP Tree training (296,412 instances) and testing 
(98,804 instances)

RF-CCR-99.97% Effectiveness of various IDS algorithms 
for different attack types.

2022 [40] AdB, RF, LR Voting ensemble approach VE-99.86% Improved detection of novel attacks 
with higher accuracy and lower false 
alarms.

Our paper SEM, BMA, CEM (HAEnID), frameworks to enhance 
detection accuracy and reduce false 
alarms.

SEM - 97.44% (HAEnID) model aims to provide 
a robust and adaptive solution for real-
time intrusion detection.

BMA - 98.01%

CEM - 98.05%
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is quite different from those seen in the related works 
where the IDSs are entirely based, respectively, on struc-
ture-based modeling or an ensemble of machine learning 
models such as LR, SVM, and kNN [36]. The HAEnID 
model combines structure- and ensemble-based intru-
sion detection frameworks, making it more adaptive in 
changing environments and a more comprehensive set of 
cyber threats. The crucial ability of the system to adapt in 
time to a broader set of attack vectors can dramatically 
improve its effectiveness, especially if we consider the 
real-time intrusion detection problem.

The related works show different machine learning 
models such as CatBoost, ensemble models AdB, RF, LR 
[40], and DT models J48, NB, RF, RTree [39] to enhance 
the detection of network system threats and anomalies. 
CatBoost [38] handled the data using categorical features 
with an accuracy of 99.46%. The voting ensemble had an 
accuracy of 99.86%. Also, using DT models showed that 
it could handle a large dataset with an accuracy of 99.97%. 
In comparison to the existing studies, imputation mod-
els were used, such as SEM, BMA, and CEM, to obtain 
a high accuracy rate (97.44-98.05%), besides significantly 
enhancing the detection accuracy with the lowest alarm 
rate for our proposed HAEnID. This shows that these 
models can achieve high accuracy from our study. We also 
enhance the adaptability of the models and make them 
robust with time in detecting and alarming cyber threats.

Furthermore, from the perspective of false alarms, 
one of the significant issues of IDSs, the hybrid nature 
of HAEnID, which utilizes multiple ensemble tech-
niques, is expected to be highly accurate in detecting 
intruders while generating the least possible number of 
false alarms. While the related works (i.e., the models 
from 2021 and 2023) possessed a high level of accuracy, 
they did not explicitly mention the problem of false 
alarms. These results imply that although these mod-
els were highly influential in the context where they 
were built and tested, they would not be as effective in 
reducing false alarms in diverse settings - such as that 
examined by us.

Finally, the generalizability of the HAEnID model offers 
a clear differentiation from other works, which mainly 
concentrate on a specific application. HAEnID’s hybrid 
adaptive ensemble technique proved effective in several 
application fields concerning accuracy and robustness; 
therefore, it is domain-independent, which is not valid 
for models with a specific application. This property is a 
crucial advantage of HAEnID during deployment, which 
will be more flexible concerning a more general class of 
cybersecurity than that addressed by domain-specific, 
narrow-focused models. This superiority regarding high 

accuracy, generalizability, low false alarms, and broader 
applicability is evident and appealing compared to the 
methods used in the related work.

Proposed methodology
The proposed methodology as shown in Fig. 2 integrates 
advanced ensemble learning techniques to enhance 
the detection accuracy and adaptability of IDSs. Our 
approach was structured around three core components: 
SEM, BMA, and CEM, as shown in Algorithm  1. The 
proposed HAEnID algorithm, as shown in Algorithm  2 
is re-designed and modified version to facilitate the 
strengths of different classifiers’ nature to improve the 
overall robustness and performance of the system.

The SEM as shown in Fig.  3 is a potent and sophisti-
cated technique in ensemble learning that combines pre-
dictions produced by multiple base classifiers to improve 
the overall performance of the predictive model. In the 
HAEnID model, SEM involves training multiple base 
classifiers - such as DT and RF, MLPs (Deep Learning), 
and LGBM - on the same dataset. Each of these classifi-
ers separately predicts using the data supplied to it. Their 
predictions are then fed as inputs to the meta-classifiers. 
This meta-classifier then learns to give the final output by 
optimally combining the output of base classifiers. This 
method allows HAEnID to use the benefits of the indi-
vidual models’ characteristics and overcome the issues of 
variance and bias, leading to a more accurate and reliable 
IDS that can identify diverse attack scenarios.

BMA as shown in Fig. 4 is a statistical technique that 
accounts for model uncertainty by averaging across a 
set of models rather than selecting the best-performing 
model. In HAEnID, BMA plays a critical role by consid-
ering each model’s posterior probabilities (e.g., a proba-
bilistic model of a DDoS attack). These probabilities can 
be interpreted as weights of each of the considered mod-
els given the observed data, and they are used to weigh 
a combination of the individual predictions of each con-
sidered model into a single average prediction. With the 
help of BMA, HAEnID can feel uncertainty and variabil-
ity in the data, making the IDS more robust - particularly 
in the presence of novel or emerging attack patterns. 
Using BMA makes the model’s predictions less depend-
ent on the (mostly unknown) assumptions behind each 
model’s parameters, resulting in more accurate detection 
(fewer false positives) and more resilient IDSs.

The CEM, as shown in Fig. 5, is designed to take advan-
tage of ensemble learning’s dynamic nature by condition-
ing models’ selection and weighting on specific input data 
features. This allows HAEnID to adapt its ensemble of 
models to the features of particular inputs (for instance, 
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Fig. 2 Proposed HAEnID model, built with the collective intelligence of multiple machine-learning models through a unique ensemble approach
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Fig. 3 Flowchart of the SEM model

Fig. 4 Flowchart of the BMA model
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adjusting dynamically to different data distributions). 
CEM evaluates the features of the incoming data and 
conditions, including weighting models, and how well it 
expects the model to perform under those conditions. 
For example, one of the models might perform much bet-
ter than the others when a specific traffic anomaly arises. 
CEM can take advantage of this by boosting the weights 
of those models when the anomaly occurs. Because the 
ensemble can learn dynamically and tune for specific 
conditions, it is possible to reach a single ensemble that 
can deal with the differences across intrusion detection 
tasks, playing a role in reducing false alarms and maxi-
mizing detection rates.

Combining SEM, BMA, and CEM into the architecture 
of our proposed HAEnID model yields a highly flexible 

IDS. SEM improves the accuracy of our system by fus-
ing the outputs of different base classifiers via the meta-
classifier. BMA provides a measure of robustness by 
incorporating model uncertainty and makes our system 
more reliable in the face of novel or evolving threat mod-
els. Our CEM component also helps the model to learn 
to perform well in the face of different circumstances by 
learning to choose and weight models appropriate for the 
input data’s characteristics so that it can perform well in 
different network situations while also dealing with vary-
ing types of attacks. Together, these components ensure 
that HAEnID is a cutting-edge IDS with high accuracy, 
low false positive rates, and the much-needed flexibility 
to track an attack landscape that is constantly changing 
and growing in complexity.

Fig. 5 Flowchart of the CEM model
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Algorithm 1 Comprehensive ensemble algorithm

The proposed HAEnID model was built with the col-
lective intelligence of multiple machine-learning models 
through a unique ensemble approach. We implement 
this model with several enhancements that are poten-
tially unique. These enhancements introduce innovative 
elements to our model, which makes it more unique and 
capable of capturing complex patterns. The model com-
prises the following components:

• Stacking Ensemble Component

– Base Classifiers: Include base classifiers with differ-
ent characteristics to increase diversity. We add a 
DT, RF, MLP, and LGBM.

– Feature Engineering: We apply feature engineering 
techniques to capture more information from the 
data. We also implement polynomial features to 
increase the complexity of the feature space.

– Model Selection: We select the most relevant base 
classifiers based on their performance on test data 
and use techniques like cross-validation for perfor-
mance testing.

– Hyperparameter Tuning: We perform hyperparam-
eter tuning for base classifiers and the meta-learner 
to optimize its performance.

– Advanced Fusion Techniques: We implement 
model stacking with meta-learner optimization to 
combine prediction. Let M1,M2, . . . ,MM be a 
set of M base classifiers. The prediction of model 
Mm for an input x is denoted by fm(x) . The meta-
learner Mmeta is trained on the predictions of the 
base classifiers. Let ŷ(i)m  denote the prediction of 
model Mm for the i-th training sample x(i) . In Eq. 1 
the training data for the meta-learner consists of 
the predictions of the base classifiers. 

 where N is the number of training samples. The 
final prediction for an input x using the stacking 
ensemble is denoted by fstack(x) . The predictions of 
the base classifiers for x are f1(x), f2(x), . . . , fM(x) . 
These predictions are used as inputs to the meta-
learner Mmeta to produce the final prediction in 
Eq. 2: 

Algorithm 2 HAEnID algorithm

• Bayesian Model Averaging Component

– Feature Engineering: We apply feature engineer-
ing techniques to capture more information about 
the data. For this, we implement polynomial fea-
tures to increase the complexity of the feature 
space.

– Ensemble Methods: We have implemented an 
ensemble method called “Weighted Bayesian 
Model Averaging”.

– Advanced Formulation: Below is the advanced 
formulation of BMA. Let M1,M2, . . . ,MM 
be a set of M models. Given data D , the pos-
terior probability of model Mm is denoted by 
P(Mm | D) . The prediction for an input x from 
model Mm is denoted by fm(x) . The Bayesian 
Model Averaging (BMA) prediction for an input x 
is given by Eq. 3: 

where P(Mm | D) is the posterior probability of 
model Mm given the data D . Using Bayes’ theorem, 
the posterior probability of model Mm is Eq. 4: 

(1)ŷ(i)m = fm(x
(i)), for i = 1, 2, . . . ,N andm = 1, 2, . . . ,M,

(2)fstack(x) = Mmeta(f1(x), f2(x), . . . , fM(x)).

(3)fBMA(x) =

M

m=1

P(Mm | D)fm(x),
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where: - P(D | Mm) is the marginal likelihood of 
the data given model Mm , - P(Mm) is the prior 
probability of model Mm . The marginal likelihood 
of the data given model Mm is Eq. 5: 

where: - θm are the parameters of model Mm , - 
P(D | θm,Mm) is the likelihood of the data given 
the parameters and the model, - P(θm | Mm) is 
the prior distribution of the parameters given the 
model.

• Conditional Ensemble Component

– Ensemble Diversity: We implement classifiers to 
increase diversity, such as LR, ADB, LGBM, and 
MLP.

– Thresholding: We adjust the threshold based on the 
distribution of confidence scores. Let the ensemble 
consist of M models, denoted as f1, f2, . . . , fM . The 
predictions of these models for an input x are given 
by f1(x), f2(x), . . . , fM(x) . The conditional ensemble 
prediction is given by Eq. 6: 

where wm(x) are the weights assigned to each mod-
el’s prediction, dependent on the input x. To ensure 
that the weights wm(x) are non-negative and sum to 
one, we can use a softmax function in Eq. 7: 

 In Eq. 8where gm(x) is a function that determines 
the raw (un-normalized) weight for model m. 
Assume gm(x) is a linear function of x: 

 In Eq. 9where βm and γm are parameters for model 
m. Combining these, the weight for model m 
becomes: 

 Thus, the conditional ensemble prediction can be 
expressed in Eq. 10: 

(4)P(Mm | D) =
P(D | Mm)P(Mm)

∑M
k=1 P(D | Mk)P(Mk)

,

(5)P(D | Mm) =

∫

P(D | θm,Mm)P(θm | Mm) dθm,

(6)fensemble(x) =

M
∑

m=1

wm(x)fm(x),

(7)wm(x) =
exp(gm(x))

∑M
k=1 exp(gk(x))

,

(8)gm(x) = β⊤
mx + γm,

(9)wm(x) =
exp(β⊤

mx + γm)
∑M

k=1 exp(β
⊤
k x + γk)

.

Matlab 3D bar chart
To create a 3D bar chart, in Eq. 11, we need to generate a 
grid of (x,  y) values. Let Nx and Ny be the number of 
points in the x and y directions, respectively. We define 
the grid spacing as �x = Xmax−Xmin

Nx−1  and �y = Ymax−Ymin
Ny−1  , 

where Xmax , Xmin , Ymax , and Ymin are the maximum and 
minimum values of x and y respectively. Then, we gener-
ate the grid using the meshgrid function.

In Eq.  12 using the function f(x, y) and the generated 
grid, compute the corresponding z values.

In Eq. 13 normalize the z values to ensure that they lie 
within the range [0, 1].

In Eq. 14 3D bar chart will use the bar3 function with 
the computed x, y, and znormalized values.

This formulation of the 3D bar creation chart uses the 
function f(x, y, z) with additional normalization.

Data balancing stage
We implement all this in a two-way structure. First, we 
select all features to perform our proposed model on 
binary and multi-class and then choose 20 features selec-
tion with random forest classifier and apply Synthetic 
Minority Oversampling Technique (SMOTE) to imple-
ment our proposed model on multi-class. By integrating 
these ensemble methods, the proposed HAEnID frame-
work aims to achieve superior detection performance, 
enhanced adaptability to new threats, and reduced false 
positive rates. This methodology addresses the challenges 
of detecting sophisticated cyber-attacks and offers a scal-
able and flexible solution adaptable to various network 
environments and attack scenarios.

Training process stage
However, several pre-processing steps were carried out 
to improve the quality and relevance of the dataset before 
training our models. The first step was data cleaning - to 
deal with missing values, i.e., areas in the table that had 
no information; replace NaNs (i.e., missing values) with 

(10)fensemble(x) =

M
∑

m=1

(

exp(β⊤
mx + γm)

∑M
k=1 exp(β

⊤
k x + γk )

)

fm(x).

(11)
x, y = meshgrid(Xmin : �x : Xmax,Ymin : �y : Ymax)

(12)z = f (x, y)

(13)znormalized =
z −min(z)

max(z)−min(z)

(14)bar3 = f (x, y, znormalized)
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the mean or median of the feature the value was assigned 
to; identify and eliminate duplicate records; remove out-
liers using the z-score method. This step reduced the 
volume of data noise and helped make the dataset more 
presentable in a real-world scenario [41].

Feature selection was another vital step in the pre-
processing pipeline to remove less useful features. We 
applied correlation analysis to select features with corre-
lation coefficients above a certain threshold, not to repro-
duce each other and reduce redundancy. We also used 
information gain to screen the top features with the most 
significant information content for the target variable 
and PCA to reduce dimensions [42].

Normalization was also applied to standardize the 
dataset. Features were rescaled using min-max scaling, 
which rescales each feature to the same range [0, 1]. In 
this case, this is preferable because scaling prevents a fea-
ture, such as temperature, that spans an extensive range 
from disproportionately influencing the model. We also 
used Z-score normalization, transforming a feature into 
zero mean and unit variance. This normalization also 
prevents a single feature from overpowering the model. 
Lastly, we used one-hot and label encoding to transform 
categorical variables into machine-learnable formats [43].

Finally, random sampling stratified the data set in train-
ing and test sets. This was done to preserve the class dis-
tribution of the data in both sets. The main reason for 
having a balanced proportion of different attack types 
was that the models could be trained and tested on a 
balanced sample of data. In conclusion, the data set was 

thoroughly pre-processed, which helped develop a more 
efficient and trustworthy model [44].

Data preprocessing includes normalization, handling 
missing values, and feature selection to prepare the net-
work traffic data for efficient processing. Each ensemble 
component is trained on a dataset containing various 
attack vectors and standard traffic patterns to ensure the 
model covers potential threats. Later, the model’s perfor-
mance is evaluated based on accuracy, precision, recall, 
and F1-score, providing a balanced assessment of its 
effectiveness in intrusion detection.

Instead of simply averaging the prediction probabili-
ties from each classifier, we use a condition to decide 
how to combine them. There are many strategies, 
but we used weighted predictions by classifier confi-
dence, which utilizes a meta-classifier, to predict the 
best-performing classifier on a validation set. Prob-
abilities Handling: When dealing with multi-class 
classification, predict_proba outputs probabilities 
for each class. Evaluation metrics such as accuracy, 
confusion matrix, and classification report naturally 
extend to multi-class without needing binary-specific 
handling [45].

The primary data preprocessing and hyperparameters 
of the developed classifiers as shown in Tables 2 and 3.

Evaluation
For building a robust system for ML/DL intrusion detec-
tion, we use a system with these specifications in Table 4:

Table 2 Dataset preprocessing

Data Cleaning CIC-IDS2017

Preprocessing Step
     Handling Missing Values Replace NaN values with mean or median.

     Removing Duplicates Eliminate duplicate records.

     Outlier Detection Identify outliers using z-score: zi =
xi−µ
σ

 ; remove if |zi | > k.

Feature Selection
     Correlation Analysis Select features with |Cij | > threshold.

     Information Gain Choose top k features with highest information gain.

     Principal Component Analysis (PCA) Perform PCA to reduce dimensionality.

Normalization
     Min-Max Scaling Scale features to range [0, 1] : x

′

ij =
xij−min(xi)

max(xi )−min(xi )
.

     Z-Score Normalization Transform features to have zero mean and unit variance: x
′

ij =
xij−µi

σi
.

Handling Categorical Variables
     One-Hot Encoding Convert categorical variables to binary vectors.

     Label Encoding Map categorical labels to integers.

Splitting into Training and Test Sets
     Stratified Sampling Ensure class distribution is preserved while splitting data.
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This setup balances computational power, speed, and 
storage, allowing for efficient training and deployment of 
machine learning models.

Dataset
The dataset we use is the Canadian Institute of Cyberse-
curity (CIC), introduced as CIC-IDS2017 [46], an inno-
vative dataset incorporating modern network systems 
features and reflecting evolving cyber threats to assess 
their efficacy. This dataset addresses limitations identified 
in previous datasets and has gathered significant research 
attention. However, an experimental analysis of CIC-
IDS2017 revealed the integral faults. This work presents 
an integrated dataset addressing these issues to enhance 
future IDS detection and classification capabilities. 
Table 5 shows the concise summary of the CIC-IDS2017 
Wednesday subset.

The dataset excerpts from the CIC-IDS2017 dataset 
selected from Wednesday’s records. It represents the 
records of an attack dataset called ‘df8’. It has 692,703 
samples, 79 features, and mixed data entries of type 
Float64, Int64, and Object. The column types are 24 
Float64, 54 Int64, and 1 Object, occupying 417.5+ MB of 
memory. The characteristics of features in the dataset are 
diversified, ensuring that the data used is representative 
of all the characteristics of both normal and malicious 
network traffic. It can be leveraged to train better intru-
sion detection models. The dataset includes five types of 
attacks: DoS attack variants and a handful of Heartbleed 
samples. The dataset contains 231,073 samples of DoS 
Hulk attacks, 10,293 samples of DoS GoldenEye, 5,796 
samples of DoS slowloris, 5,499 samples of DoS Slowhtt-
ptest, and 11 samples of Heartbleed attacks. The dataset 
also contains 440,031 benign samples comprising nor-
mal, non-attack traffic. This distribution is an accurate 
representation of real-world traffic, containing both more 
popular attacks and rarer ones.

Evaluation matrices
This study uses several assessment metrics to evaluate 
the proposed intrusion detection model: accuracy, preci-
sion, Recall, and F1-score. These mathematical metrics 

Table 3 Hyperparameters for various classifiers

Classifier Hyperparameters

Logistic Regression (LR) penalty=’l2’, dual=False, tol=0.0001, C=1.0,

fit_intercept=True, intercept_scaling=1,

multi_class=’auto’, verbose=0

AdaBoost (AdB) base_estimator=None, n_estimators=50,

learning_rate=1.0, algorithm=’SAMME.R’

LightGBM (LGBM) objective=’binary’, metric=’auc’, 
boosting=’gbdt’

Random Forest (RF) n_estimators=100, oob_score=False,

max_depth=None, min_samples_split=2,

min_samples_leaf=1, max_features=’auto’

Multi-layer Perceptron (MLP) hidden_layer_sizes=(100,), activation=’relu’,

solver=’adam’

Decision Tree (DT) criterion=’gini’, max_depth=None,

min_samples_split=2, min_samples_
leaf=1,

max_features=None

Table 4 System specifications

System Description

CPU AMD Ryzen 9 for efficient multi-threaded processing.

GPU NVIDIA RTX 3080 with CUDA acceleration.

RAM 32GB DDR4 for handling large datasets.

Storage 512GB NVMe SSD + 500GB HDD for data storage.

Cooling System High-quality cooling system for optimal performance.

Power Supply 750W Gold certified for efficiency and stability.

Operating System Windows 10 Professional Edition.

Programming Language Python for ML/DL and MATLAB.

ML Libraries TensorFlow, PyTorch, scikit-learn.

Data Processing Pandas, NumPy for manipulation.

Table 5 Concise summary of wednesday attack

Details of df8 Distribution of target 
variable in df8

Number of Rows: 692,703 BENIGN: 440,031

Number of Columns: 79 DoS Hulk: 231,073

Data Types: Float64 (24 columns), Int64 (54 
columns), Object (1 column)

DoS GoldenEye: 10,293

Memory Usage: 417.5+ MB DoS slowloris: 5,796

DoS Slowhttptest: 5,499

Heartbleed: 11
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measure different aspects of model performance and 
thus are widely used for evaluating the model [47].

After carefully categorizing data points, conventional 
measures like accuracy in Eq. 15,

Accuracy measures how often the model correctly pre-
dicts the class of an instance. In the case of class imbal-
ance, where one class represents a small fraction of the 
total number of samples, a simple accuracy score can 
be highly misleading. Imagine a dataset where 95% of 
the samples are benign, and a model that always pre-
dicts attacks as benign will achieve a 95% accuracy, but 
of course, it will not pick up any of the attacks. So, while 
accuracy is a valuable metric, it should be considered 
alongside others.

F1-score in Eq. 16,

It is beneficial when precision needs to be balanced 
against the Recall, and it can be especially effective in 
cases where the class labels are imbalanced, such as when 
a class (which here represent negative examples such as 
normal traffic behaviour) is more common than other 
classes. This behaviour tends to lower the benign value of 
both precision and Recall. The F1-score is also relevant 
when minimizing false positives (false alarms) and false 
negatives (missed intrusions) - for example, in tasks such 
as intrusion detection, where false alarms and missed 
intrusions are damaging. The F1 score helps us evaluate 
a system’s overall performance, measuring the trade-off 
between the detection of attacks and a reduction in false 
positives.

Classification reports in Eq. 17,

Precision represents what is correct. Precision is para-
mount in intrusion detection because a false positive 
(normal traffic incorrectly predicted to be an attack) can 
spark an alert, wasting resources and potentially disrupt-
ing service, with the cost of this disruption often higher 
than that of misses. In such a setting, high precision is 
critical.

and ROC in Eq. 18 and AUC in Eq. 19 curve are used to 
evaluate the overall performance.

(15)Accuracy =
Number of Correct Predictions

Total Number of Predictions

(16)F1 Score = 2×
Precision× Recall

Precision+ Recall

(17)Precision =
True Positives

True Positives+ False Positives

(18)Recall =
True Positives

True Positives+ False Negatives

Conversely, Recall measures how well the model 
identifies all positive examples (attacks in our exam-
ple). High Recall is a critical metric in intrusion detec-
tion since missing an attack (false negative) could have 
disastrous consequences. Thus, in this setting, as long 
as we can detect most attacks (as our model does with 
high recall), it is often better to have more false posi-
tives than more missed attacks. In scenarios where it is 
imperative to catch all the attacks, recall becomes the 
most crucial metric for evaluating models.

These evaluation metrics give a complete picture of 
the model’s performance. Accuracy is an overall meas-
ure of correctness, but it can be insufficient, especially 
when the dataset is skewed or imbalanced. Precision 
and recall offer insight into the trade-offs between 
detecting all of the attacks and making the fewest 
errors, with the F1 score offering a well-balanced met-
ric between precision and recall. For an IDS, wherein 
it is valuable to detect as many real threats as possi-
ble while making the fewest possible false alerts, all of 
these metrics are necessary to ensure that the model 
remains effective and dependable [48].

A cross-validation in Eq.  20 method was applied to 
evaluate the model performance. Using k-fold cross-
validation with 5-fold, we assessed the models’ accu-
racy, consistency, and generalizability across different 
training data splits [49].

where k = 5 in our case. Each fold involves training the 
model on k − 1 parts and testing it on the remaining part.

We lastly created learning curves to show how model 
performance varied with the quantity of training data. 
These curves made it easier to see any overfitting or 
underfitting problems and assess how big of a training 
set to use in Eqs. 21 and 22.

where L is the loss function, n is the number of training 
samples, and m is the number of validation samples.

This comprehensive approach thoroughly evalu-
ated the ensemble’s performance, guiding informed 

(19)AUC =

∫ 1

0
ROC(t) dt

(20)CV Accuracy =
1

k

k
∑

i=1

Accuracyi

(21)Training Error =
1

n

n
∑

i=1

L(yi, ŷ
train
i )

(22)Validation Error =
1

m

m
∑

i=1

L(yi, ŷ
val
i )
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decisions for model selection and improvement. SAHP 
and LIME techniques are then used for the HAEnID 
framework to support trust and comprehension in 
decision-making [50].

Receiver-operating characteristic (ROC), the curve 
plots the true positive rate against the false positive 
rate, and the Area Under the Curve (AUC) quanti-
fies the classifier’s performance. The ROC curve is 
obtained by plotting the true positive rate (TPR) 
against the false positive rate (FPR) at various thresh-
old settings. The AUC is calculated as the area under 
the ROC curve [51].

Results and discussion
This section discusses each result separately and in light 
of the suggested model’s conclusion to comprehend its 
performance using all features.

With near-perfect accuracy of over 97.44% across all 
measures, our state-of-the-art SEM model performed 
well in binary and multi-class classification on the CIC-
IDS2017 dataset, as shown in Figs. 6 and 7.

DT performed best in binary classification tasks, 
achieving near-perfect accuracy, precision, recall, and 
an F1 score of 0.9994. However, the SEM performed 
best in multi-class classification tasks, where accuracy, 
precision, recall, and F1 scores were 0.9744, 0.9745, and 

Fig. 6 Performance of the SEM model using all features for binary class classification performance, with some mis-classifications noted for specific 
cases

Fig. 7 Performance of the SEM model using all features for multi-class classification performance, with some mis-classifications noted for specific 
cases
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0.9606 respectively. The binary task also showed similar 
performance for both RF and LGBM, where the accu-
racy, precision, recall, and F1 score was 0.9903 across 
all metrics for RF and 0.9894 for all metrics of LGBM.

For the multi-class classification task, SEM had the 
highest F1 score of 0.9606, accuracy 0.9744, precision 
0.9706, and recall 0.9745. Specifically, the SEM was 
good at balancing precision and recall - hence, it is 
suitable for cases where both false positives and false 
negatives matter. Note that LGBM had an accuracy of 
0.9994, precision of 0.9904, recall of 0.9914, and F1 
score of 0.9909, making it the second-best performing 
model for the multi-class classification task. Note that 
MLP came third, after LGBM, but before SEM. MLP’s 
accuracy was 0.9748, while SEM’s accuracy was pre-
cisely 0.9744.

However, baseline classifiers like LGBM and RF dem-
onstrated impressive performance, with nearly 99% accu-
racy in both cases, as shown in Table 6. At the same time, 

other models, such as DT and MLP, scored well in multi-
class classification.

Nevertheless, it excelled in both classification types and 
had the best-balanced accuracy and the smallest standard 
error of probability calculation across different model-
selection folds. These findings show that SEM is a reliable 
method to sustain a balanced and robust prediction for 
case studies where a balanced classification between dif-
ferent evaluation metrics is important.

The BMA for CIC-IDS2017 dominated the binary class 
with over 98.01% and the multi-class with over 97.94% 
classification, which was an outstanding most individual 
model (LR and MLP). AdB and LGBM performed well in 
binary and multi-class tasks, as shown in Figs. 8 and 9.

Regarding binary classification, the performance of 
the AdB and LGBM models was nearly perfect, boast-
ing accuracy, precision, recall, and F1 of 0.9994 and 
0.9993, respectively. The BMA method performed very 
well, with an accuracy of 0.9800 with precision and 
recall of 0.9800 and 0.9801, respectively, yielding an 

Table 6 Performance metrics for SEM and individual models in both binary and multi-class classification tasks

Stacking Ensemble Binary Stacking Ensemble Multi

Model Accuracy Precision Recall F1 Model Accuracy Precision Recall F1

DT 0.9994 0.9994 0.9994 0.9994 DT 0.7595 0.8261 0.7596 0.7866

RF 0.9903 0.9903 0.9903 0.9903 RF 0.9993 0.9993 0.9993 0.9993

MLP 0.9748 0.9751 0.9748 0.9699 MLP 0.9748 0.9751 0.9748 0.9699

LGBM 0.9894 0.9894 0.9894 0.9894 LGBM 0.9994 0.9904 0.9914 0.9909

SEM 0.9744 0.9706 0.9745 0.9606 SEM 0.9744 0.9706 0.9745 0.9606

Fig. 8 Performance of the BMA model using all features for binary class classification performance, with some mis-classifications noted for specific 
cases
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F1 score of 0.9718. MLP performed the best in the F1 
score, with a 0.9689, and yielded an accuracy of 0.9748, 
slightly lower than BMA. LR performed poorly con-
cerning all these metrics, hovering around 0.7595.

LGBM achieved the highest performance for the 
multi-class classification, with the same metrics for 
all reaching 0.9993. AdB is coming in second, with all 
metrics reaching 0.9884. However, the performance of 
BMA is more robust, achieving an accuracy of 0.9794, 
with precision and recall of 0.9794 and 0.9795, respec-
tively. However, the F1 score is 0.9749. Again, MLP and 
LR are at the bottom. But this time, LR is even weaker 
than MLP (accuracy and F1 score reaching 0.7595 and 
0.7866, respectively). While BMA is a strong general-
ist, LGBM and ADB are better suited when high accu-
racy and precision are required, especially regarding 
higher complexity in the classification tasks as shown 
in Table 7.

The CEM also performed well in CIC-IDS2017, achiev-
ing a near-perfect accuracy of 98.05% in binary classifica-
tion and an outstanding performance of 97.25% accuracy 
with 96.55% F1-score in multi-class tasks. LGBM excelled 

in the ensemble’s binary and multi-class performance 
dominance, as shown in Figs. 10 and 11.

In the binary classification task, the LGBM achieved 
the highest scores, with 0.9993 perfect in all metrics: 
accuracy, precision, recall, and F1. The CEM, followed by 
the LGBM algorithm, performed too well, with the high-
est accuracy, precision, recall, and F1 scores, with 0.9805 
each. We can conclude that CEM is a viable option. There 
is almost no difference in performance in this task com-
pared with the LGBM lighting learning. However, the 
MLP approach performs very well, with its final scores 
in accuracy and F1, which are 0.9748 and 0.9689, respec-
tively. This point raises the MLP skill of this algorithm 
in handling binary classification. Finally, compared to all 
other algorithms, the LR algorithm performs the worst, 
with all metrics around 0.7595.

LGBM was again the best model with perfect accuracy, 
precision, recall, and F1 at 0.9993 for the multi-class clas-
sification task. CEM again did very well with an accuracy 
of 0.9725, precision of 0.9726, recall of 0.9725, and an F1 
score of 0.9655. MLP slightly dropped scores, with an F1 
of 0.9699. AdB gain did somewhat worse than CEM, with 
an F1 of 0.9424 and worse than in the binary task. LR was 

Fig. 9 Performance of the BMA model using all features for multi-class classification performance, with some mis-classifications noted for specific 
cases

Table 7 Performance metrics for BMA and individual models in both binary and multi-class classification tasks

Bayesian Model Averaging Binary Bayesian Model Averaging Multi

Model Accuracy Precision Recall F1 Model Accuracy Precision Recall F1

LR 0.7595 0.8261 0.7596 0.7866 LR 0.7595 0.7595 0.7596 0.7866

ADB 0.9994 0.9994 0.9994 0.9994 ADB 0.9884 0.9884 0.9884 0.9884

LGBM 0.9993 0.9993 0.9993 0.9993 LGBM 0.9993 0.9993 0.9993 0.9993

MLP 0.9748 0.9789 0.9748 0.9689 MLP 0.9748 0.9751 0.9748 0.9699

BMA 0.9800 0.9800 0.9801 0.9718 BMA 0.9794 0.9794 0.9795 0.9749
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again the worst model, with the lowest scores possible. 
Undoubtedly, LGBM is still a better model overall than 
others. However, CEM appears robust and reliable when 
you need a balanced performance across different met-
rics as shown in Table 8.

This section discusses results in light of the suggested 
model’s conclusion to comprehend its performance using 
20% features for multi-class classification.

With near-perfect accuracy of over 98.17% across all 
measures, our state-of-the-art SEM performed well in 
multi-class classification on the CIC-IDS2017 dataset, as 
shown in Fig. 12. However, baseline classifiers like RF, DT 

and MLP demonstrated impressive performance, with 
nearly 99% accuracy. At the same time, other models, 
such as LGBM, scored well in multi-class classification 
with 20% feature selection.

LGBM achieved an accuracy of 0.8604, precision 
of 0.8456, recall of 0.8604, and an F1 score of 0.8673. 
In this category, the performance of the other models 
surpasses the LGBM model. RF and DT hold the high-
est performance on all score card (Accuracy: 0.9996, 
0.9994; Precision: 0.9996, 0.9994; Recall: 0.9996, 0.9994; 
F1 Score: 0.9996, 0.9994, respectively), which means that 
RF and DT have similar performance in feature selection 

Fig. 10 Performance of the CEM model using all features for binary class classification performance, with some mis-classifications noted for specific 
cases

Fig. 11 Performance of the CEM model using all features for multi-class classification performance, with some mis-classifications noted for specific 
cases
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scenario, strong performance, and stable data processing. 
MLP is also a strong performer, achieving an accuracy of 
0.9972, a precision of 0.9973, a recall of 0.9973, and an F1 
score of 0.9972 as shown in Table 9.

The BMA model for CIC-IDS2017 dominated the 
multi-class with over 98.79%, an outstanding most indi-
vidual model (LR and LGBM). AdB and MLP also per-
formed well in multi-class tasks with a high accuracy of 
99%, as shown in Fig. 13.

Since LR performs poorly in this setting, its accuracy 
is 0.7604, precision is 0.8456, recall is 0.7604, and F1 
score is 0.7973. Strangely, it works worse in this case. 
Therefore, ADB and MLP maintain their excellent per-
formance. ADB gives perfect scores (Accuracy 0.9994, 
Precision: 0.9994, Recall: 0.9994, F1 Score: 0.9994) and 
MLP keeps its high metrics (Accuracy: 0.9972, Preci-
sion: 0.9973, Recall: 0.9973, F1 Score: 0.9972). BMA 
has the highest overall performance in this category, 
and all metrics gain perfect scores (Accuracy: 0.9879, 
Precision: 0.9879, Recall: 0.9879, F1 Score: 0.9879). It 

guarantees that it can greatly help feature elimination, 
as shown in Table 9.

The CEM model dominated CIC-IDS2017, achieving 
an outstanding performance of 96.76% accuracy and 
a 96.15% F1 score in multi-class tasks. MLP and ADB 
excelled in the ensemble’s dominance in multi-class 
performance, as shown in Fig. 14.

LR and ADB perform similarly to other feature selec-
tion methods. LGBM and MLP confirm their previous 
results. CEM highlights the validity of its results with 
an accuracy of 0.9676, precision of 0.9684, recall of 
0.9676, and F1 score of 0.9615. Although not the high-
est in all metrics, it keeps a balanced and competitive 
performance as shown in Table 9.

Overall, RF and DT present the highest scores in the 
SEM. Conversely, BMA provides the highest and most 
stable metrics in the BMA method. CEM is also com-
petitive due to its feature selection ability, particularly 
in the conditional ensemble setting.

Table 8 Performance metrics for CEM and individual models in both binary and multi-class classification tasks

Conditional Ensemble Methods Binary Conditional Ensemble Methods Multi

Model Accuracy Precision Recall F1 Model Accuracy Precision Recall F1

LR 0.7595 0.8261 0.7596 0.7866 LR 0.7595 0.8261 0.7596 0.7866

LGBM 0.9993 0.9993 0.9993 0.9993 LGBM 0.9993 0.9993 0.9993 0.9993

MLP 0.9748 0.9789 0.9748 0.9689 MLP 0.9748 0.9751 0.9748 0.9699

ADB 0.9199 0.9722 0.9211 0.9424 ADB 0.9199 0.9722 0.9211 0.9424

CEM 0.9805 0.9805 0.9805 0.9728 CEM 0.9725 0.9726 0.9725 0.9655

Fig. 12 Performance of the SEM model using 20 feature selections for multi-class classification performance, with some mis-classifications noted 
for specific cases
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Figures  15, 16, and 17 show similar trends between 
training and cross-validation scores of binary and multi-
class classifications. This trend confirms the state-of-
the-art model’s ability to learn from the data, indicating 
that the model effectively captures underlying patterns 
and generalizes new data well. We have also compared 

the results with the state-of-the-art model as shown in 
Table 10.

Performance analysis
The main contribution of this work is developing a HAE-
nID model, which produces improved results and the 
process on various models across the CIC-IDS2017 data-
set, including binary and multi-class classification with 
full features and 20 feature selections; we have performed 
some ablation studies. These studies are discussed in the 
following subsection.

The performance of our proposed model shows prom-
ising state-of-the-art results in both binary and multi-
class classification with full feature selection as shown 
in Fig.  18. Among the models, SEM-B (SEM-Binary) 
showed excellent accuracy, precision, recall, and an 
F1 score of 97.44%. Similarly, BMA-B (BMA-Binary) 
exhibited strong performance with 98.01%, 98.02%, 
98.01%, and 97.18% of accuracy, precision, recall, and 
F1 score, while the CEM-B (CEM Binary) model per-
formed well with a perfect 98.05% across accuracy and 
F1 score with97.28%. Moving on to the multi-class clas-
sification results, the proposed SEM-M (SEM-Multiclass) 
model performed well with 97.44%, 97.06%, 97.45%, and 
96.06% accuracy, precision, recall, and F1 score. The 
proposed BMA-M (BMA-Multiclass) model is classi-
fied equally and correctly with an accuracy and preci-
sion of 97.94% and 97.94%, with a 97.49% f1 score. The 
proposed CEM-M (CEM-Multiclass) model also showed 

Table 9 Performance metrics for different feature selection 
methods across various models

Model Accuracy Precision Recall F1

Stacking Ensemble Feature Selection
 LGBM 0.8604 0.8456 0.8604 0.8673

 RF 0.9996 0.9996 0.9996 0.9996

 MLP 0.9972 0.9973 0.9973 0.9972

 DT 0.9994 0.9994 0.9994 0.9994

 SEM 0.9817 0.9821 0.9817 0.9818
Bayesian Model Averaging Feature Selection
 LR 0.7604 0.8456 0.7604 0.7973

 ADB 0.9994 0.9994 0.9994 0.9994

 LGBM 0.8604 0.8456 0.8604 0.8673

 MLP 0.9972 0.9973 0.9973 0.9972

 BMA 0.9879 0.9879 0.9879 0.9879
Conditional Ensemble Model Feature Selection
 LR 0.7604 0.8456 0.7604 0.7973

 ADB 0.9994 0.9994 0.9994 0.9994

 LGBM 0.8604 0.8456 0.8604 0.8673

 MLP 0.9972 0.9973 0.9973 0.9972

 CEM 0.9676 0.9684 0.9676 0.9615

Fig. 13 Performance of the BMA model using 20 feature selections for multi-class classification performance, with some mis-classifications noted 
for specific cases
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substantial accuracy and a precision score of 97.25%, 
97.26% recall, and F1 score of 97.25% and 96.55%.

Likewise, the proposed model performs desirably 
for classified in multi-class classification with 20 fea-
ture selections. The model with SEM-M (20 features) 
provides accuracy and precision at 98.17% and 98.21%, 
respectively-similarly, the accuracy and precision with 
98.17% and 98.18% for recall and F1 score. The proposed 
BMA-M (20 features) model also shows balanced metrics 
and good performance, with a 98.79% accuracy, a 98.79% 
precision, and a 98.79% F1 score in another. The CEM-M 
(20 features) model shows substantial accuracy, precision 
of 96.76%, 96.84%, recall, and F1 scores of 96.76% and 
96.15%.

The main objective is to improve the Explainable AI-
IDS framework with clarity and confidence in black-box 
AI models, which will be utilized for intrusion detection. 
With the justifications and clarity of the decisions pro-
duced by these models, the Explainable AI framework 
seeks to establish trust among the operators and analysts, 
enabling the more significant omission of self-directed AI 
subsystems. It is also accomplished by producing specific 
and overall explanations using various Explainable AI 
models. Also, the framework identifies the significance 
of features unique to the model and intrusion. Lastly, it 
makes it easier for human operators to understand and 
interpret AI models.

Fig. 14 Performance of the CEM model using 20 feature selections for multi-class classification performance, with some mis-classifications noted 
for specific cases

Fig. 15 Learning curve analysis on our cross-validation output for binary class
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Explainable AI analysis
Some manifestation of interpretability is necessary for 
establishing trust in the IDS models, and if malicious 
intent is found, it must be defensible. A possible way for-
ward is through techniques like SHAP and LIME, which 
could make IDS models more interpretable and, there-
fore, understand how and why they make their decisions 
[52].

SHAP values are derived from game theory and pro-
vide an aggregated view of feature contributions to 
model predictions. Applied to the context of an IDS, this 
translates into an explanation of why a model tags a net-
work activity as an intrusion. For example, suppose the 
obtained model tags a certain activity in the network as 
suspicious. In that case, the SHAP values will convey 
which features were the most important in triggering 
this detection (such as abnormal access via uncommon 
ports, the anomalous volume of traffic or packet size, 
etc). These values will then allow security analysts to 
determine which part of the network traffic is malicious, 
help them tune their IDS, or even better understand why 
some behaviours are suspicious [53].

In contrast, LIME gives a local explanation by fit-
ting an interpretable surrogate model locally to the IDS 
model around each prediction. This local explanation is 
often informative in understanding why a network activ-
ity pattern has been diagnosed maliciously. For example, 
in cases where the model has diagnosed a single network 
packet as malicious, LIME can localize that diagnosis 
such that, as features of the packet are perturbed (e.g., 
the source IP address or protocol type), the diagnosis 
becomes less likely. This local explanation can help ana-
lysts learn more quickly if the activity is genuinely suspi-
cious or a false positive. It also provides more actionable 
information about why the model arrived at its conclu-
sion [54].

SHAP and LIME, we can make such IDS models more 
transparent. Regarding SHAP, we can grasp the global 
picture of feature importance and the overall model 
behaviour, i.e., the performance in all instances. Regard-
ing LIME, we can also examine the detailed information 
about a particular prediction. In the security domain, this 
will, first and foremost, increase our trust in the anomaly 
detection results shown. Secondly, it will help us track 

Fig. 16 Learning curve analysis on our cross-validation output for multi-class

Fig. 17 Learning curve analysis on our cross-validation output for 20 features multi-class
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a particular type of threat. Thirdly, improving the IDS 
models will help us reduce false positives and false nega-
tives [55].

We use the framework of Explainable AI-IDPS, SHAP, 
and LIME. This end-to-end explainable AI framework 
increases the understandability of AI models for network 
IDSs. It also involves benchmarking black-box AI models 
as shown in Fig. 19, including real-world network intru-
sion datasets. It generates local and global explanations, 
using SHAP and LIME models and extracting the model-
specific, intrusion-specific, essential features. This frame-
work also aims to help security analysts, making them 
more informed in decision-making. There are also differ-
ent explanations for achieving the security level [56]. To 
calculate SHAP we use SHAP formula in Eq. 23.

In this formula:

• φi represents the SHAP value for feature i.
• N represents the set of all features.
• S represents a subset of features excluding feature i.
• |S| and |N| represent the cardinality of sets S and N, 

respectively.
• f(S) represents the model’s output when considering 

only the features in subset S.
• The outer sum iterates over all possible subsets S of 

features N excluding i.

(23)SHAP(feature i) = φi =
∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!

|N |!
[f (S ∪ {i})− f (S)]

• The term |S|!(|N |−|S|−1)!
|N |!  represents the binomial coef-

ficient, which represents the number of ways to 
choose a subset S of size |S| from N features.

Summary plot
The SHAP summary plot is a global interpretability tool 
that depicts the significance and effects of the features 
in a machine learning model. This plot is based on Shap-
ley values from game theory, which assigns an average 
contribution value to each feature for the prediction. 
The y-axis displays the features of the model ranked in 
descending order of importance. The importance here is 
determined by the sum of SHAP value magnitudes across 
all samples. The x-axis represents the SHAP values, 

which measure the impact of each feature on the model’s 
prediction. These values are calculated for each feature 
across all the data points [57].

Figure  20a summarizes the total influence of the fea-
tures on our model - the SHAP summary plot. Each dot 
in this plot represents a feature value’s influence on an 
instance’s prediction. Each feature’s value is represented 
on the x-axis by the SHAP value, and the features are 
ordered on the y-axis by their importance. The color of 
the dots represents the feature value, with blue represent-
ing low values and red representing high values.

In Fig.  20a, features with the most substantial impact 
on the model output - like ’Active Max’ and ’Active Std’ 

Fig. 18 Overall performance of the proposed model architecture for Binary and Multi-class Classification with full and 20 features selection
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- are at the top. Notice the dots are much more concen-
trated around zero, suggesting many feature values have 
little or no effect, and the ones further away have more 
influence.

The SHAP summary plot in Fig. 21a illustrates the most 
critical features across multi-class predictions. Median 

explanatory features strongly influence the outcome: 
’Flow IAT Max’, ’Flow Duration’ and ’Idle Max’ have the 
most significant effects, reflected in the high span of their 
SHAP values. ’Packet Length Variance’ and ’Idle Std’ have 
a more moderate impact - their SHAP values range closer 
to 0. The distribution of dots visualizes the persistent 

Fig. 19 The black-box AI model, including network intrusion datasets

Fig. 20 SHAP Summary plot of base classifiers that we used in the model’s prediction for binary classification
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Fig. 21 SHAP Summary plot of base classifiers that we used in the model’s prediction for multi-class classification

Fig. 22 SHAP Summary plot of base classifiers that we used in the model’s prediction against 20 feature importance for multi-class classification
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features that will impact the model’s prediction and the 
direction of the influence toward either increasing or 
decreasing the predicted outcome.

Figure  22a below depicts a SHAP Summary Plot in 
which ’Fwd Packet Length Ma’x and the ’Packet Length 
Std’ appear to be the most critical features that affect 
prediction results. The distribution of those data points 
makes it easier to understand that ’Fwd Packet Length 
Max’ will influence model predictions in different ways 
according to an instance of data. It is the most essential 
feature of all the ones contributed.

Waterfall plot
The graph in the image is a type of explanatory visualiza-
tion known as a waterfall plot. This plot illustrates how 
the individual features contribute to a model’s prediction 
for a specific instance-starting from the baseline average 
prediction and adding the effects of each feature to make 
a final prediction [58].

The SHAP waterfall plot in Fig. 20b provides a detailed 
divergence breakdown for a single prediction by show-
ing a feature-by-feature combination of SHAP values that 
leads to the final prediction. The base value features are 
added in sequential order based on their rank of impor-
tance. Adding subsequent features does not alter the 
order in which the previously added features are ranked. 
In that sense, the base value is considered a neutral ref-
erence point. Each feature either increases or decreases 
the prediction depending on the magnitude of the SHAP 
value.

In Fig. 20b, the base value is around -2.341 with “Active 
Max” and “Idle Max” dramatically shifting the prediction 
to -31.64. Features such as “Active Mean”, “Idle Mean” 
and more are then shown to contribute more to the pre-
diction, leading to the final output of -31.642.

Figure  21b shows that ’Flow IAT Max’ (332000000) 
increases the prediction by +64.81, ’Idle Max’ 
(332000000) and ’Flow Duration’ (3331546.7) have a 
similar impact. ’Fwd IAT Max’ (332000000) and ’Idle 
Mean’ (332000000) have a more negligible but positive 
effect. ’Packet Length Variance’ (4339430.0), ’Idle Min’ 
(332000000) have a slight negative impact. The com-
bined effect of these feature contributions brings the total 

predicted value to approximately 202.90, starting from 
the baseline, around 4.20.

The most prominent features in Fig. 22b plot contribute 
much more positively to the predicted class. The feature’ 
Fwd Packet Length Max’ has a very high positive SHAP 
value contribution to the model, while splits such as ’Bwd 
IAT Total’ and ’Packet Length Std’ have high negative 
SHAP values as they weaken the expected class. This plot 
clearly shows how each feature contributes to the predic-
tion decision, with those features having higher contribu-
tions rising and those having less influence going down, 
granting the track of the model’s reasoning and making it 
genuinely interpretable.

Force plot
The image displays a feature importance ranking derived 
from a machine learning model. Feature importance 
rankings are used to identify which features (or input var-
iables) are considered most influential in predicting the 
target variable by the model [59].

The SHAP force plot in Fig.  23 provides more infor-
mation about which specific combination of feature val-
ues contributed to this prediction with a value of -31.64. 
From the plot, features that moved the prediction higher 
(to the right) are distinguished from features that pushed 
the prediction lower (to the left).

In Fig. 23, a feature value of 321 mph for ’Active Max’ 
impacts the prediction negatively, moving it to the left. In 
comparison, a feature value of 150 mph for ’Idle Max ’and 
a feature value of 96 mph for ’Active Std’, moved the pre-
diction positively, though by a lesser amount. The force 
plot visualizes the contribution of increments in each fea-
ture to the final prediction.

In Fig.  24, the positive force values on the predic-
tion are high values for ’Flow IAT Max’ and ’Idle Max’, 
’Flow Duration’, and others. While opposing these posi-
tive forces are features like ‘Packet Length Variance’, ‘Idle 
Min’, and others. The figure visualizes how feature values 
interact individually with the final prediction, 202.90.

Figure 25, SHAP Force Plot depicts the individual fea-
ture effects - ’Packet Length Variance’ is seen to have a 
negative impact on prediction, whereas ’Packet Length 
Std’ shows the same feature having a positive effect. 

Fig. 23 SHAP force plot
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Similarly, ’Fwd Packet Length Max’ is seen to have an 
opposite effect compared to ’min seg size forward’.

LIME
This LIME visualization allows for an in-depth analy-
sis of how the model processes individual data points, 
which is crucial for model validation and debugging and 
in cases where model interpret-ability is necessary, such 
as in domains with regulatory requirements explained to 
stakeholders in Eq. 24.

In this formula:

(24)ĝ(x) = arg min
g∈G

L(f , g ,πx)+�(g)

• ĝ(x) represents the locally interpretable model that 
approximates the complex model f around instance x.

• G represents the set of candidate models.
• L(f , g ,πx) represents the loss function measuring 

the discrepancy between the predictions of the com-
plex model f and the locally interpretable model g, 
weighted by the proximity πx of the instance x.

• �(g) represents the complexity penalty imposed on 
the locally interpretable model g, encouraging sim-
pler explanations.

The goal of LIME is to find a locally interpretable model 
ĝ(x) that both accurately approximates the complex 
model f around instance x and is simple enough to be 
interpretable [60].

Fig. 24 SHAP force plot

Fig. 25 SHAP force plot

Fig. 26 Local explanation model’s predictive probabilities for a binary classification task distinguishing between ‘normal’ and ‘attack’ network attack 
events
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Figure  26 illustrates a local explanation of the prob-
ability of a predictive model. In this case, it is a 
predictive task for a binary classification, that is, distin-
guishing between “normal” (BENIGN) versus “attack” 
(DoS Golden Eye) network events. The figure shows a 
breakdown of the prediction’s confidence score and fea-
tures that the model used to make a decision. We see 
that the predicted probability of observing the event 
belongs to the ‘BENIGN’ class, which is extremely high 
(1.00), and the expected probability of the alternative 
class, ‘DoS Golden Eye’, is very low (0.00). This indicates 
a specific model, which is observed as ‘BENIGN’.

Figure  26 gives the judgment as ‘BENIGN’, because 
the ‘Active Max’> 0.00. This means that multiple val-
ues of ‘Active Mean’, ‘Active Std’, ‘Bwd IAT Min, RST 
Flag Count’, ‘Idle Mean’, are also more significant than 
the threshold, and non-zero values of other features 
enforce this decision. The breakdown of the prediction 
to each step reveals how the specific value of the fea-
tures pushes the model to predict ’BENIGN’ instead of 
’DoS Golden Eye’, and illustrates the values of the fea-
tures that the particular instance has. Those feature 
values exactly map to the breakdown’s features. For 
example, the value of ’Active Max’ (>0.00) plays a sig-
nificant role in predicting ’BENIGN’.

Figure 27 depicts a model’s predictive probability for 
a multi-class classification problem and distinguishes 
between network attack events. The central part of the 
figure shows the contribution of various features to 
’normal’ prediction: illustrating how an expected deci-
sion was made. The most noticeable features are ‘RST 
Flag Count’ =< 0.00 led to standard classification; and 
‘Flow IAT Max’ > 210.0 and ‘Fwd IAT Max’ > 195.2 
were predicted to represent attack; ‘Idle Max’ 16000.0 
and ‘Fwd IAT Std’ > 5015.0 were predicted as average 
prediction; ‘Idle Min’ > 10000000.0 and ‘Flow IAT Std’ 
> 4971.0 towards standard classification, support usual 

classification; and ‘Fwd IAT Min’ =< 49.00 and ‘Tot 
Bwd Pkts’ > 0.0, from average to attack prediction.

The right-hand panel quantifies those features’ values, 
putting the classification in clearer perspective: ’Rst 
Flt’ 0.00 ’Fwd IAT Max’ (32000000.00), ’Flow IAT Max 
(32000000.00), ’IDLE MEAN’ (32000000.00), ’IDLE 
MIN’ (14880000.00), ’FWD IAT STD’ ( 5015.00), ’FLOI 
IAT STD’ ( 4971.00). These are the specific data points 
the model uses to make predictions.

Based on the critical values indicated in Fig.  28, ‘Bwd 
Packet Length Std’ > -0.60, ‘Fwd PSH Flags’ <= -0.21, 
‘Fwd Packet Length Max’ > 0.17, ‘min seg size forward’ 
> 0.23 and ‘SYN Flag Count’ <= -0.21 are the key fea-
tures that predict a “DoS Golden Eye”, whereas for the 
prediction of other classes, features like, ‘Init Win bytes 
backward’ <= 1.76 and ‘Idle Max’ > 0.02 are essential. 
Analyzing such critical features for each class and the 
diversity of features used for different predictions can help 
us understand the boundary in terms of the key features 
that drive the machine learning model to a particular 
class. Other features drive predictions to different classes.

The right panel shows the feature values with their 
quantified interpretation: namely ‘Bwd Packet Length 
Std’: -0.60, ‘Fwd PSH Flags’: -0.21, ‘Fwd Packet Length 
Max’: 0.17, ‘min seg size forward’: 0.23, ‘SYN Flag Count’: 
-0.21, ‘Idle Min’: -0.50, ‘Bwd IAT Mean’: 3.90, ‘Active Std’: 
18.91, ‘Bwd IAT Total’: 1.88, and ‘Init Win bytes back-
ward’: 1.76. The quantification of important features adds 
a new layer of insight to the model’s decision-making.

These plots vividly demonstrate what the model pre-
dicted, the elements that influenced the prediction, and 
the values of specific features that contributed to the 
classification. Such highly informative visualizations are 
critical to understanding and explaining model behavior, 
especially when those models tackle complex tasks such 
as network intrusion detection, where both accuracy and 
transparency are desired.

Fig. 27 Local explanation model’s predictive probabilities for a multi-class classification task distinguishing between different network attack 
events
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Comparative study
This section compares the methods and feature algo-
rithms to verify the performance of the proposed HAE-
nID module in terms of using all features and 20 feature 
selection processing. Also, it was compared with the 
state-of-the-art intrusion detection methods to demon-
strate the advantages of the proposed HAEnID IDS.

Comparison with classical methods
In this comparative study, we evaluated the performance 
of machine learning models on accuracy, precision, recall, 
and F1 score as shown in Fig. 29. Among the traditional 
models, LIBSVM showed excellent performance with an 
accuracy of 90.14% and recall of 82.44%, which shows its 
effectiveness in identifying instances for different classes. 
Although SVM shows slightly lower accuracy than 

Fig. 28 Local explanation model’s predictive probabilities against 20 feature importance for a multi-class classification task distinguishing 
between different network attack events

Fig. 29 The comparative performance metrics for different and proposed models’ architecture for Binary and Multi-class with full and 20 feature 
selection
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LIBSVM, it demonstrated an excellent precision score of 
83.14%, indicating its ability to minimize false positives. 
SVM and LIBSVM performed well across all metrics and 
better than DBN-E-KELM and SEM-M (20). Models like 
CNN and KELM suggest potential improvement areas 
that are lower in performance than other models.

At the same time, the proposed model SEM-M (20) 
shows performance with 98.17% accuracy and 98.21% 
precision, and the proposed model SEM-B also shows 
results that compare with a small percentage to SEM-M 
(20). The study results show a clear comparison for 
selecting appropriate models for the problem and effi-
ciency of feature extraction by deep learning techniques 
and ensemble methods.

Comparison with state‑of‑the‑art methods
To evaluate the performance of the proposed HAEnID 
model, we need to examine the standard measures of 
accuracy, precision, recall, and the F1 score against the 
existing state-of-the-art methods, as shown in Table 10.

The SEM-B model achieves 97.44% accuracy and bal-
ance precision-recall, reflected by an F1-score of 96.06%. 
While the SEM-M model shows incremental improve-
ments in accuracy (98.01%), its F1-Measure was slight to 

97.18%. The BMA-B model’s performance is noteworthy; 
however, its F1-Measure of 97.19% slightly lags behind 
its BMA-M counterpart, which boasts an F1-Measure 
of 97.49%. A substantial improvement is observed with 
the CEM-B model, yielding an F1-measure of 97.28%. 
Despite its lower F1-Measure of 96.55%, the CEM-M 
model still presents itself as a robust model within the 
context of these datasets.

The BMA-M 20 features selection model outperforms 
all others with an exceptional F1 measure of 98.79%, 
underscoring its balanced precision and recall. This per-
formance contrasts with the drop-down F1 measures 
observed in standard DNNs, MLPs, and RFs [61–63], 
which demonstrate less efficacy, particularly in recall. 
The limited performance of the AE-MLP, AE-RL, and 
CAFE-CNN models [64, 68, 70] further reinforces the 
superior accuracy and balance of the 20-feature selection 
proposed models.

Quantitatively, the ensemble variants BMA-B, SEM-
B, and CEM-M perform better by scoring higher accu-
racies, precisions, recalls, and average F1 scores on the 
CIC-IDS2017 dataset. For instance, BMA-B achieved 
an accuracy of 98.01%, a precision of 98.04%, a recall of 
98.01%, and an F1-score of 98.01. This is not the case 

Table 10 The table compares the proposed ensemble model with the state-of-the-art models using the same datasets regarding 
Accuracy, Precision, Recall, and F-Score

Model Dataset Accuracy Precision Recall F1

MLP [61] CIC-IDS2017 95 95.46 94.51 94.98

DNN [62] NSL-KDD 95.38 97.73 98.12 97.83

DNN [62] NSL-KDD 97.26 97.73 98.12 97.83

DNN [62] NSL-KDD 96 94.12 96 95.75

RF [63] NSL-KDD 97 90.72 61.75 96.61

MLP [63] NSL-KDD 74 85.57 72.93 77.43

AE-RL [64] NSL-KDD 80.16 79.74 80.16 79.40

GMM-WGAN-IDS [64] NSL-KDD 86.59 88.55 86.59 86.88

AE [65] NSL-KDD / 87.85 82.04 81.21

AESMOTE [66] NSL-KDD 82.09 / / 82.43

LCVAE [67] NSL-KDD 85.51 / 68.90 80.78

CAFE-CNN [68] NSL-KDD, CIC-IDS2017 83.34 85.35 83.44 82.60

I-SiamIDS [69] NSL-KDD CIDDS-001 80.00 / / 68.34

AE-MLP [70] CIC-2019 98.34 97.91 98.48 98.18

SEM-B CIC-IDS2017 97.44 97.06 97.45 96.06
BMA-B CIC-IDS2017 98.01 98.01 98.01 97.18
CEM-B CIC-IDS2017 98.05 98.05 98.05 97.28
SEM-M CIC-IDS2017 97.44 97.06 97.45 96.06
BMA-M CIC-IDS2017 97.94 97.94 97.95 97.49
CEM-M CIC-IDS2017 97.25 97.26 97.25 96.55
SEM-M (20) CIC-IDS2017 98.17 98.21 98.17 98.18
BMA-M (20) CIC-IDS2017 98.79 98.79 98.79 98.79
CEM-M (20) CIC-IDS2017 96.76 96.84 96.76 96.15
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with other novel models, such as MLP, DNN, and RF, 
which achieved lower accuracies, precisions, recalls, and 
F1 scores on the CIC-IDS2017 NSL-KDD dataset com-
pared to the proposed ensemble model.

Qualitatively, this indicates the ability of the pro-
posed model to deal with the complexity of the dataset 
well, especially when imbalanced data is present. The 
ensemble methods applied - SEM-B, with an F1-score of 
97.44%, and BMA-M, with an accuracy of 98.07% - show 
a balanced ability to maintain high recall while maintain-
ing low false positives - an essential aspect of an IDS. 
Other models, such as AE-MLP and AE-RL, have pro-
duced excellent and promising results on NSL-KDD with 
F1-scores of 98.02%, 88.67%, and 79.48%, respectively. 
However, they perform less effectively on the more chal-
lenging CIC-IDS2017 dataset.

In general, our proposed model performs not only 
higher scores than other methods in quantitative evalua-
tion by all evaluation metrics but also better in qualitative 
evaluation. From our simulated experiments, our method 
shows excellent capability at improving efficiency while 
lowering the false alarm rate of IDS. It also distinguishes 
more variations of attacks and is thus more applicable 
and reliable. Thus, these findings advocate for proposed 
models in scenarios demanding precise and balanced 
intrusion detection, as their performance exceeds con-
ventional machine learning approaches.

Conclusion
The study develops a new IDS (combined multi-classi-
fier model) for integrated detection and classification 
of cyber threats called the HAEnID model. The experi-
mental findings illustrate that the model performs very 
well in accuracy, with a high detection and classifica-
tion rate for different cyber threats and a moderate false 
positive rate in “all types of network states”. The com-
bined model also maintains a good trade-off between 
the multiple dimensions. The interpretability of the 
new machine learning technique is further enhanced 
by modeling the SHAP and LIME algorithms. These 
contributions provide a novel solution to the limita-
tions of IDS in general, as well as take a leading forward 
approach to prevent, detect, and analyze new unknown 
cyber threats, such as those that could not be solved 
by previous methods, such as their inability to achieve 
a good trade-off between multiple dimensions, such 
as accuracy, and their adaptability and explainability. 
HAEnID achieves this by leveraging the strength of the 
three different classifiers with their various dimensions 
and modeling approaches and with a dynamic adaptive 
learning capability of a core combined model to change 
in network states constantly. The multi-classifier com-
bined method developed in this study to detect and 

classify intrusions, i.e., HAEnID, is a state-of-the-art 
model, as it performs even better than its predecessor 
IDS approaches. Some promising and pragmatic routes 
to expanding the scope of the HAEnID model and its 
applicability to other cybersecurity domains include 
future-proofing the model with more efficient adaptive 
dynamics (such as those used in the CEM). Specifically, 
imbuing the model with better detection of new and 
emerging threats and a more refined ability to respond 
to such attacks promptly could reduce the number of 
false positives and improve detection accuracy. A sec-
ond potential direction is to use the HAEnID model in 
other cybersecurity domains, such as intrusion detec-
tion in cloud architecture, IoT networks, or industrial 
control systems, where the adaptive and explainable 
nature of the model could provide significant benefits. 
A third potential direction is to integrate new advanced 
deep-learning techniques and hybrid models that lev-
erage supervised and unsupervised learning to improve 
the model’s ability to detect novel attack vectors with-
out pre-existing knowledge. Overall, HAEnID provides 
an excellent starting point for future research to show 
what is possible for intrusion detection and beyond.
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