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A b s t r a c t

Existing cross-view identification methods based on gait bioinformation often overlook the importance of feature reuse and the 
decoupling of spatial–temporal features in gait data. To address these challenges, we propose a novel approach named the Dynamic 
Densely connected Spatial-Temporal feature decoupling Network (DDSTFDN). First, the continuous gait sequence data are 
preprocessed by cropping and normalization before being fed into an initial network module to extract shallow gait features. These 
shallow features are then pro-cessed by the dynamic dense spatial–temporal decoupling network, which includes densely connected 
spa-tial–temporal feature decoupling blocks and enhanced convolutional block attention modules (E-CBAM) to obtain decoupled 
spatial–temporal features. Finally, the resultant gait features are divided into probe features and gallery features for similarity 
calculation, enabling accurate classification. Our approach achieves recogni-tion accuracies of 97.2 % and 87.6 % for the normal 
walking (NM) conditions of the CASIA-B and OUMVLP datasets, respectively, as well as 93.4 % and 78.1 % recognition accuracies in 
the walking with a backpack (BG) and walking with a coat or jacket (CL) walking complex scenarios in the CASIA-B dataset. In 
addition, our method obtains a recognition accuracy of up to 98.6 % on the CASIA-C dataset. On the CASIA-B dataset, we outperform 
the current baseline by 3.9 percentage points in accuracy for a batch size of 4 × 8, achieving a level of recognition comparable to that 
of the state-of-the-art (SOTA) approaches. The above experimental results demonstrate that DDSTFDN can effectively improve 
recognition accuracy and reduce resource consumption.

1. Introduction

Biometrics identification is a technology for authentication by
analyzing the physiological or behavioral characteristics of an individ
ual, which includes gait recognition. Gait recognition aims to identify 
the human body and movements through its walking profile, stride, arm 
swing and other features. It has been successfully applied to many real- 
world applications [1,2]. As gait features can be easily collected than 
traditional biometric features, gait recognition methods have achieved 
impressive performance and have received widespread attention [1,3].

Current gait recognition methods can be divided into two categories. 

• The template-based gait recognition method [4] that generates a gait
template by compressing the information of a gait sequence from
either original gait images or from gait feature maps. For instance,

Chen et al. proposed a gait template named Chrono-Gait Image (CGI) 
[5], which employed a mapping function to synthesize a gait 
sequence into a single CGI image template. However, temporal in
formation between gait sequences is ignored.

• The gait sequence-based recognition that uses gait sequence data for
modeling [6]. For example, Chao et al. [7] regarded the gait walking
process as a disordered sequence and used a 2D convolution- based
method, namely GaitSet, to extract spatial information from the gait
cycle to synthesize a gait feature template. However, the spa
tial–temporal information between gait sequences was overlooked.

Up to now, gait recognition remains a big challenging task in the
real-world applications as its accuracy may be affected by many factors 
such as clothing, carrying items, cross-view, and complex scenes. Con
volutional Neural Networks (CNNs) have been widely used in several 
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The main contributions of this paper can be summarized here. 

(1) A Cross-view Identification based on Gait Bioinformation using a
Dynamic Densely Connected Spatial-Temporal Feature Decou
pling Network approach is proposed, which can directly convey
shallow gait features to the deep network, enhancing the richness
of features and improving the robustness of the model.

(2) A dynamic growth rate is deployed for the dynamic dense spa
tial–temporal decoupling feature extraction module, which can
reduce the problem of gait feature information loss during feature
extraction and enhance the generalization ability of the model.

(3) A dense spatial–temporal feature decoupling block is created to
obtain spatial–temporal associated and decoupled features of
gait. It utilizes a parallel structure to improve information
expression capability so that low-rank convolution can more fully
utilize spatial structural information and temporal correlation
information.

(4) An enhanced convolutional block attention module is developed
to focus on the detailed features of gait to for mining key features
such as stride length, contour, and arm swing.

(5) A Residual-connected Transformer module (Res-T) is proposed,
which can help the model to be modeled in terms of long time
series while ensuring the convergence of the network, thus
improving the representational power of the features.

2. Methodology

The proposed DDSTFDN encompasses four key stages: (i) initial data
structure and preprocessing via the Initial Feature Processing Module 
(IFPM); (ii) dynamic dense spatial–temporal feature extraction in the 
Dense Spatiotemporal Feature Decoupling Block (DST Block) with an E- 
CBAM module; (iii) feature enhancement through the Feature Enhanced 
Processing Module (FEPM), incorporating mechanisms like Temporal 
Pooling (TP), Global Average Pooling and Global Max Pooling (GAP, 
GMP), Separate FC (SFC) layers, Batch Normalization Neck (BNNeck) 
and Res-T for improved representational power and generalization; (iv) 
loss function computation and label prediction. We will describe the 
above process in more detail below.

2.1. IFPM

2.1.1. Data preprocessing
a) Definition and Motivation: As shown in Fig. 1, the gait sequence

in the initial feature processing module includes three processing pro
cedures, which are size scaling, cropping transformation, and normali
zation. To reduce the computational load and eliminate irrelevant 
information, we extract regions of interest from the input video 
sequence that involve human motion (thus reducing network parame
ters and computational volume), and perform data normalization pro
cessing (improve the model’s generalization performance).

b) Operation: Among a gait sequence X = {X1,X2, ...,XT}, T is the
number of sequence images contained in X. Firstly, the gait sequence 
image Xi is resized, the image is then cropped to obtain the region of 
interest, and finally, the image data are normalized. 

X = {N(C(R(Xi) ) )|i = 1, 2,…,T } (1) 

where Xi a represents a frame image in the sample sequence, and 
X ∈ RC×T×H×W. R( • ) represents the Resize function used for resizing the 
dimensions of the original sequence images. C( • ) represents the Cut 
function used for cropping and transforming the images. N( • ) repre
sents the Normalize function used for normalizing the images.

Subsequently, training sets D =
{
X(i)

in , L
(i)
in |i = 1,2,…N

}
is con

structed, and X(i)
in ∈ RB×C×T×H×W. Where B represents the batch size, C 

represents the number of channels, T represents the number of frames, H 
represents the height of each frame image, W represents the width of 
each frame image, X(i)

in represents the i-th sample set input to the 
network, and L(i)

in represents the label set of the i-th sample set.

2.1.1. Initial block
a) Definition and Motivation: The Initial Block in Fig. 1 contains

two 3D convolutions, they can provide more meaningful information for 
follow-up networks. In addition, the time dimension and the number of 
network parameters are reduced, and resource consumption is 
decreased.

b) Operation: The inputs X(i)
in are fed into an initial block where

preliminary gait spatial–temporal feature extraction and temporal 
downscaling are performed to obtain shallow spatial–temporal features 
Xf . 

Xf ←Ini
(
X(i)

in
)

(2) 

Xf = C3×1×1( C3×3×3( X(i)
in
) )

(3) 

where Ini( • ) represents the calculation process of the Initial Block, 

Fig. 1. The framework of the proposed DDSTFDN method.

fields due to their significant advantages in visual tasks [8–10]. In 
addition, Transformer [11–13] has recently demonstrated its strengths 
in long time-series modeling in vision tasks and has been applied to 
several vision tasks. In order to address the above issues, we have con-
structed a dynamic densely connected spatial–temporal feature decou-
pling network using CNNs and Transformer modules.
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YF←DDST − FEM
(
Xf

)
(4) 

Where DDST − FEM( • ) represents the dynamic dense spatial–temporal 
decoupling feature extraction model and YF ∈ RB×C4×T4×H4×W4 .

2.2.1. DST block
a) Definition and Motivation: The DST Block consists of two

branches. First, it uses the main feature extraction stream and the spa
tial–temporal decoupling feature extraction stream to extract distinctive 
features, respectively. Then, the outputs of the two branches are added 
together. Finally, the input is concatenated with the added output of the 
two branches to obtain the final output, as shown in Fig. 2(d).

We designed the DST block for two purposes. The first is to improve 
the recognition performance by combining shallow details in gait 
recognition (providing an advantage for the network to capture detailed 
features) with deep semantic features (providing an advantage for 
classification) through feature reuse. Secondly, since 3DConv may 
introduce irrelevant information with insufficient expressive power, we 
designed the DST Block to extract spatial–temporal relevant features 
(trunk) and spatial-temporally decoupled features (branches) using P3D 
[14].

b) Operation: As shown in Fig. 2, we designed two types of dense
spatial–temporal feature extraction blocks. After experiments, we chose 
the DST-A Block as the dense spatiotemporal feature extraction block in 
the DDSTFDN method. Take DST Block1 as an example (Fig. 1), the 
input data is the output Xf of the initialization module.

(i) For the trunk feature extraction stream, the input data is
Xf ∈ RB×C×T×H×W, and Xf will pass through two traditional 3D convo
lution blocks (the trunk in Fig. 2(d)) in the trunk feature extraction 
stream to obtain the trunk output Yʹ́

f . The detailed calculation process 
can be expressed as: 

Yʹ
f = C1×1×1( Xf

)
(5) 

Yʹ́
f = C3×3×3

(
Yʹ

f

)
(6) 

where C∗ represents a convolutional layer with a size of ∗, Yʹ
f ∈

RB×C1×T1×H1×W1 and Yʹ́
f ∈ RB×C2×T2×H2×W2 .

(ii) For the branch feature extraction stream, the input data is Yʹ
f . Y

ʹ
f 

will go through two low-rank convolutions of the branch feature 
extraction stream (the branch in Fig. 2(d)), thereby obtaining the branch 
feature output Yʹ́ʹ

f . The detailed calculation process is as follows: 

Yʹ
f1 = C1×3×3

(
Yʹ

f

)
(7) 

Yʹ
f2 = C3×1×1

(
Yʹ

f1

)
(8) 

Yʹ
f3 = C1×1×1

(
Yʹ

f2

)
(9) 

where Yʹ
f1 ∈ RB×C1×T1×H1×W1 , Yʹ

f2 ∈ RB×C1×T1×H1×W1 and 
Yʹ

f3 ∈ RB×C2×T2×H2×W2 .
(iii) The outputs of the main trunk and branches are added to

enhance the representation ability of features. Then, the input is 
concatenated with the added features to obtain the final feature repre
sentation YF1 . The specific calculation process is as follows: 

YF1 ←Concat
(
Yʹ́

f ⊕ Yʹ
f3 ,Xf

)
(10) 

where ⊕ represents element-wise addition operation, Concat( • ) repre
sents concatenation operation, and YF1 ∈ RB×C3×T3×H3×W3 .

2.2.2. E-CBAM
a) Definition and Motivation: E-CBAM consists of an Enhanced

Channel Attention Module (E-CAM) and a Spatial Attention Module 
(SAM). Gait recognition, as a task that requires attention to detailed 
features, suffers from the loss of gait feature information due to pooling 
operations. Therefore, we designed the E-CBAM module, which uses E- 
CAM to extract more expressive feature information and SAM to more 
effectively capture long-range dependencies and local information (as 
shown in Fig. 3), thereby obtaining more representative gait features.

b) Operation: The E-CBAM module includes two attention mecha
nisms, E-CAM and SAM, which process features in a serial manner. 
Taking the first E-CBAM module as an example for analysis, the input 
data is YF1 ∈ RB×C3×T3×H3×W3 . After passing through E-CBAM, the output 
is Yʹ́

F1
∈ RB×C3×T3×H3×W3 . The overall calculation formula is as follows: 

Yʹ́
F1

←E − CBAM(YF1 ) (11) 

Detailed introductions for the two modules are provided separately. 
Firstly, E-CAM serves as the initial component for feature processing. 
The features obtained in the DST-A block, denoted as YF1 , will be fed into 

Fig. 2. Design overview of DST Block.

C( • ) stands for convolution operation and the corner markers are the 
dimensions of the convolution kernel, and Xf ∈ RB×C0×T0×H0×W0 .

2.2. DDST-FEM

DDST-FEM consists of three DST Blocks, three E-CBAMs, and a max 
pooling module. After the initial feature processing module, a shallow 
spatial–temporal feature Xf is obtained. Xf will be used as an input to the 
DDST-FEM and the output data y is obtained after 3 DST-A Blocks, 3 E- 
CABMs and 1 M3D processing (more details will be given below): 

3 



E-CAM, thereby setting different weights for the channel dimensions.
The detailed calculation

process is as follows: 

Sigmoid(x) =
1

1 + e− x (12) 

Mc(YF1 ) = Sigmoid(MLP(YF1 ) ) (13) 

Yʹ
F1

= Mc ⊗ YF1 (14) 

The Sigmoid function is used to assign weights to the data after 
passing through MLP, and then obtain the channel weight matrix Mc 
(formula 13). Then, the element-wise multiplication of Mc and feature 
YF1 is performed to obtain the final E-CAM module output 
Yʹ

F1
∈ RB×C3×T3×H3×W3 .
Secondly, SAM will serve as another feature processing component 

following E-CAM. The output Yʹ
F1 

of the E-CAM component will be used 
as input for the SAM module, thereby obtaining the spatial weight ma
trix Ms. The detailed calculation process is as follows: 

f(x, y) = C7×7×7(Concat(x, y) ) (15) 

Ms
(
Yʹ

F1

)
= Sigmoid

(
f
(

MaxPool
(
Yʹ

F1

)
,AvgPool

(
Yʹ

F1

)))
(16) 

Yʹ́
F1

= Ms ⊗ Yʹ
F1

(17) 

The Sigmoid function is used to assign weights to the features after 
passing through the function f , in order to obtain the spatial feature 
weight matrix Ms (formula 16). Finally, Ms is multiplied element-wise 
with the feature Yʹ

F1 
to obtain the final output Yʹ́

F1
. In addition, the 

function f represents first performing a splicing operation, followed by a 
convolution operation with a kernel size of (7 × 7 × 7) (formula 15), 
while MaxPool and AvgPool represent max pooling and average pooling, 
respectively.

2.3. FEPM

a) Definition and Motivation: FEPM includes TP, SFC, GAP, GMP,
and BNNeck [15] (Fig. 4). We use FEPM as one of the modules of the 
method for the following two purposes: firstly, to reduce redundant 
information and enhance the representational ability of gait features; 
secondly, to enhance the model’s representational power and general
ization ability.

b) Operation: The detailed calculation process of FEPM is shown in
Fig. 4, and the overall framework adopts a sequential and parallel 
structure. The input data for this module is YF (Formula 4). The overall 
calculation is as follows: 

Fout←FEPM(YF) (18) 

where FEPM refers to the entire feature processing module, Fout is the 
final output after passing through BNNeck, and Fout ∈ RB×C5×P,P repre
sents the third dimension of the features obtained after the FEPM 
module, i.e., the horizontal feature dimension of Fout .

After obtaining the feature out through FEPM, it will be processed 
through four modules, with the detailed calculation process as follows: 

Yʹ
F = TP(YF) (19) 

Yʹ́
F = Yʹ

F ⊕ Transformer
(
GAP

(
Yʹ

F
)
⊕ GMP

(
Yʹ

F
) )

(20) 

Yʹ́ʹ
F = SFC

(
Yʹ́

F
)

(21) 

Fout = BNNeck
(
Yʹ́ʹ

F
)

(22) 

where TP represents time dimension pooling, and the output is 
Yʹ

F ∈ RB×C4×H4×W4 . ⊕ represents element-wise addition operation, while 
GAP and GMP represent global average pooling and global maximum 
pooling, respectively, yielding the output Yʹ́ʹ

F ∈ RB×C4×P. SFC stands for 
separate fully connected, which is used for feature mapping operations, 
resulting in the output Yʹ́ʹ

F ∈ RB×C4×Q, Q is the horizontal feature 
dimension after SFC. The output Fout is obtained after passing through 

Fig. 3. Design overview of E-CBAM.

Fig. 4. Detailed display of Feature Enhancement Processing Module.
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BNNeck.
The BNNeck component includes several key data processing pro

cedures, which include dimension adjustment, batch normalization, and 
matrix dot product. The details of the dimensional changes are shown in 
Fig. 4. The detailed calculation process is as follows: 

BN(X) = BatchNorm(X) (23) 

NM(X) = Normalize(X) (24) 

where BN represents a one-dimensional batch normalization operation, 
which is used to perform batch normalization processing on input fea
tures. NM is a normalization function, which is used to perform specified 
dimension normalization processing on data within the BNNeck 
component. 

F1 = View
(
Yʹ́ʹ

F
)

(25) 

F2 = BN(F1) (26) 

F3 = View(F2) (27) 

Fout = NM(WBNNeck) ⊗ NM(F3) (28) 

where F1 ∈ RB×Cʹ and Cʹ = C4 × Q. F2 ∈ RB×Cʹ F3 ∈ RB×C4×Q, Fout , 
WBNNeck ∈ RB×C5×Q. Note WBNNeck is a constructed weighted matrix (used 
for changing data dimensions and enhancing feature representation), 
which requires parameter updating. The View function is used to adjust 
the data dimension.

2.4. Training and testing process

Training and Loss Function. For the training of the model, we 
adopt a general approach [6,7], sampling a batch size P × K from the 
training set each time, where P is the number of subjects sampled and K 
is the number of sequence samples per subject. In the model training 
process, for the output, we use triple loss function and cross entropy loss 
function to calculate the loss value of each horizontal feature compo
nent, respectively. Finally, the joint loss is used to optimize the model 
parameters by adding them together. The joint loss function can be 
expressed as: 

Loss = Ltri + Lce (29) 

We used a triple loss function in the model training phase[16]. In 
addition, each optimization sample consists of an anchor point (anc.), a 
positive sample (pos.) and a negative sample (neg.). Among them, the 
anchor point has the same label as the positive sample and different 
labels from the negative samples. To fully utilize the processed gait 
features, triplet loss calculation is performed on each horizontal feature 
component, and the calculation formula can be expressed as: 

Ltri =
1

Ntri

∑Q

q=1

∑P

i=1

∑K

a=1

⏞̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅ ⏞
anc.

∑K
b=1
b∕=a

⏞̅̅̅̅⏟⏟̅̅̅̅⏞
pos.

∑P
j=1
j∕=i

∑K

n=1

⏞̅̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅̅ ⏞
neg.

[m + dist]+ (30) 

where Ntri is the number of all non-zero loss item triplets. Q is the scale of 
the horizontal component of each feature, which is also the Q-dimen
sional scale of Fout . m represents the margin parameter of the triplet loss 
function. dist represents the difference in distance from the anchor to the 
positive and negative examples in each triplet, which can be formulated 
as: 

dist = D(Fq
i,a, F

q
i,b) − D(Fq

i,a, F
q
j,n) (31) 

where Fq
i,a represents the q-th horizontal component feature in the a-th 

gait sequence sample of the i-th subject and is also the anchor point 
feature in the current triplet category. Fq

i,b and Fq
j,n have the same 

meaning as Fq
i,a, representing positive example features and negative 

example features, respectively.
Formula (31) represents the similarity measurement function, which 

is based on the Euclidean geometric distance and shown below: 

D(A,B) = ‖A − B‖ (32) 

To better utilize the final gait horizontal feature components, we 
calculated the cross-entropy loss function value for each horizontal 
component feature. We used the average loss as the cross-entropy loss 
for each sample, and the specific calculation formula is as follows: 

Lce = −
1
N

∑N

i=1

1
Q

∑Q

q=1

∑K

k=1
yi,c,klog

(
pi,c,k

)
(33) 

where N represents the number of samples in each batch, Q is the 
number of horizontal component features, K represents the number of 
categories, and yi,c,k is the symbol function (0 or 1), taking 1 if the

true category of sample i is the same as k, otherwise taking 0. pi,c,k is 
the predicted probability that the q-th horizontal component feature of 
the observed sample i belongs to category k.

Test. In the testing process, Yʹ́ʹ
F ∈ RB×C4×P was used as the feature for 

calculating distances. Specifically speaking, the data of each subject will 
be divided into two sets: a gallery set and a probe set. The gallery set is 
denoted as G, and the probe set is denoted as P. The feature set of all 
samples in the image library is used as the area to be retrieved, and the 
samples in the probe set will be used to calculate the Rank-1 recognition 
accuracy. The above process can be formalized as: 

Pred(p) = Label(g) (34) 

where Pred( • ) represents the predicted label of the sample and 
Label( • ) represents the given label of the sample.

For the similarity measure between p and the gallery sample, we use 
Euclidean distance to measure the similarity between the probe and the 
gallery features, which can be formulated as: 

dist = min
{
D
(
p,Gg

) }
, g = 1,2, ...,G (35) 

where D is the Euclidean distance calculation function (formula (32)), p 
represents the current probe, Gg is the g-th gallery feature in the gallery 
set, and min represents taking the minimum value from the distance set.

3. Experiments

3.1. Datasets

CASIA-B [27] includes RGB and silhouette images of 124 in
dividuals, totaling 13,680 sequence videos, and is a large-scale multi- 
view public gait dataset. The dataset considers three different walking 
conditions, i.e., NM, BG, and CL. The dataset was shot from 11 per
spectives, covering a range of 0◦~180◦ (with one perspective every 18◦). 
For fair comparisons, we follow the standard evaluation principles 
[4,6,7]. We use all data from 73 individuals (subject number 005 was 
removed due to missing data) for model training, while the remaining 
data from 50 individuals will be used to construct the gallery and probe 
sets for accuracy testing. For the testing phase, data with IDs NM#01–04 
are used for generating the gallery set, while data with IDs NM#05–06, 
BG#01–02, and CL#01–02 are used for generating the probe set.

OUMVLP [28] is a multi-view large sample dataset, which is 
currently the largest public gait dataset, including 10,307 subjects. The 
shooting angles range from 0◦ to 90◦ (at intervals of 15◦) and 180◦ to 
270◦ (at intervals of 15◦), totaling 14 perspectives, including two se
quences (numbered #00–01). Due to its massive size, OUMVLP poses a 
significant challenge to our computational resources. Therefore, we 
followed the common dataset division ratio and selected a total of 512 
subjects from the dataset. Among them, 256 subjects were used for 
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3.3. Experimental results

Experimental result on CASIA-B. In this section, the proposed 
DDSTFDN is compared with several state-of-the-art methods for recog
nition accuracy on the CASIA-B dataset. As can be seen from Table 1, our 
DDSTFDN has been compared with multiple methods, and its average 
performance surpasses most of the methods, reaching the current 
mainstream recognition accuracy level. Our method has obtained 
average recognition accuracies of 97.2 %, 93.4 %, and 78.3 % under the 
conditions of NM, BG, and CL, respectively. Compared with the methods 
listed in Table 1, our DDSTFDN method has achieved excellent recog
nition performance, which fully demonstrates its feasibility. From 
another perspective, our proposed method is analyzed and found to 
achieve excellent Rank-1 recognition accuracy at a smaller batch size. 
We have selected several state-of-the-art gait recognition methods for 
comparison, the methods involved include: ACL, GaitSet, GaitPart, 
MT3D, 3DLocal [8], GaitGL [32], CSTL [33], GaitSlice [34], and Gait
Base. Fig. 5 shows that our method achieves exceptional recognition 
performance with small batch sizes. Under three walking conditions, our 
method achieved an average accuracy of 89.6 % with a batch size of 32 
(Fig. 5(a)), and it reaches an average accuracy of 97.2 % under normal 
walking conditions alone (Fig. 5(b)). This demonstrates that our pro
posed methodology achieves excellent performance in a more environ
mentally friendly and low-carbon manner (reduced resource 
consumption).

Experimental result on OUMVLP. To validate the generality of our 
method, we have chosen the OUMVLP dataset as the generalization 
verification dataset. Table 2 shows the accuracy of our method in 
comparison with other methods, which shows our method reaching the 
level of current mainstream methods with a certain generalization 
ability.

Experimental result on CASIA-C. To further validate the generality 
of our method, we also chose the CASIA-C dataset as another general
ization validation dataset. Table 3 shows the accuracy of our method 
compared to other methods, and our method achieved 98.6 % accuracy. 
Using the experimental data table, our method achieves the highest 
recognition correctness rate so far on the CASIA-C dataset, which shows 

Table 1 
Cross-view average RANK-1 accuracies (%) on CASIA-B for different probe views excluding the identical-view cases.

Gallery NM#1–4 accuracy of view(0◦~180◦) Mean

Probe Method Source 0 18 36 54 72 90 108 126 144 162 180

NM 
#5–6

GEINet[17] ICB 2016 40.2 38.9 42.9 45.6 51.2 42.0 53.5 57.6 57.8 51.8 47.7 48.1
CNN-LB[18] TPAMI 2017 82.6 90.3 96.1 94.3 90.1 87.4 89.9 94.0 94.7 91.3 78.5 89.9
GaitNet[19] TPAMI 2022 93.1 92.6 90.8 92.4 87.6 95.1 94.2 95.8 92.6 90.4 90.2 92.3
ACL[20] TIP 2020 92.0 98.5 100.0 98.9 95.7 91.5 94.5 97.7 98.4 96.7 91.9 96.0
GaitSet[21] TPAMI 2022 91.1 99.0 99.9 97.8 95.1 94.5 96.1 98.3 99.2 98.1 88.0 96.1
GaitPart[22] CVPR 2020 94.1 98.6 99.3 98.5 94.0 92.3 95.9 98.4 99.2 97.8 90.4 96.2
MvGAN[23] TIP 2021 94.8 99.0 99.7 99.2 96.6 93.7 96.3 98.6 99.2 98.2 92.3 97.1
MT3D[6] MM 2020 95.7 98.2 99.0 97.5 95.1 93.9 96.1 98.6 99.2 98.2 92.0 96.7
GaitBase[24] CVPR 2023 94.8 99.7 99.8 99.0 96.8 95.3 97.3 99.2 99.6 99.2 94.8 97.8
Ours ¡ 94.2 98.1 98.4 98.0 96.9 96.3 99.5 99.3 98.7 99.1 94.2 97.2

BG 
#1–2

GEINet[17] ICB 2016 34.2 29.3 31.2 35.2 35.2 27.6 35.9 43.5 45.0 39.0 36.8 35.7
CNN-LB[18] TPAMI 2017 64.2 80.6 82.7 76.9 64.8 63.1 68.0 76.9 82.2 75.4 61.3 72.4
GaitNet[19] TPAMI 2022 88.8 88.7 88.7 94.3 85.4 92.7 91.1 92.6 84.9 84.4 86.7 88.9
GaitSet[21] TPAMI 2022 86.7 94.2 95.7 93.4 88.9 85.5 89.0 91.7 94.5 95.9 83.3 90.8
GaitPart[22] CVPR 2020 89.1 94.8 96.7 95.1 88.3 84.9 89.0 93.5 96.1 93.8 85.8 91.5
MvGAN[23] TIP 2021 92.4 94.7 97.2 94.6 88.7 83.6 87.8 93.8 96.3 95.2 86.8 91.9
MT3D[6] MM 2020 91.0 95.4 97.5 94.2 92.3 86.9 91.2 95.6 97.3 96.4 86.6 93.0
GaitBase[24] CVPR 2023 93.6 96.4 96.1 95.6 92.1 88.7 90.8 95.3 97.2 96.0 90.7 93.9
Ours ¡ 91.6 95.1 96.9 94.2 92.0 89.2 91.5 94.5 97.3 96.5 88.8 93.4

CL 
#1–2

GEINet[17] ICB 2016 19.9 20.3 22.5 23.5 26.7 21.3 27.4 28.2 24.2 22.5 21.6 23.5
CNN-LB[18] TPAMI 2017 37.7 57.2 66.6 61.1 55.2 54.6 55.2 59.1 58.9 48.8 39.4 54.0
GaitNet[19] TPAMI 2022 50.1 60.7 72.4 72.1 74.6 78.4 70.3 68.2 53.5 44.1 40.8 62.3
GaitSet[21] TPAMI 2022 61.4 75.4 80.7 77.3 72.1 70.1 71.5 73.5 73.5 68.4 50.0 70.4
GaitPart[22] CVPR 2020 70.7 85.5 86.9 83.3 77.1 72.5 76.9 82.2 83.8 80.2 66.5 78.7
MvGAN[23] TIP 2021 70.5 77.9 82.5 82.7 77.4 73.6 73.8 77.8 77.6 72.5 64.8 75.6
GaitBase[24] CVPR 2023 68.8 81.7 84.8 81.7 79.0 75.7 78.0 80.7 82.2 78.3 66.8 78.0
Ours ¡ 70.1 83.4 84.6 81.2 79.2 74.2 76.0 81.0 83.9 80.6 67.0 78.3

training, and the remaining 256 subjects were used for testing. The data 
with the ID #00 was used for generating the gallery set, and the data 
with the ID #01 was used for generating the probe set.

CASIA-C is a large-scale database of images taken at night with 
infrared (thermal) cameras. The dataset contains infrared and silhouette 
images of 153 subjects and is a single-view (90◦) public gait dataset. The 
dataset considers four different walking conditions, i.e., normal walking 
(fn), slow walking (fs), fast walking (fq), and walking with a bag (fb). In 
order to make a fair comparison, we use all the data from 100 in-
dividuals for model training, while the rest of the data from the 
remaining 53 individuals will be used to construct the gallery set and the 
probe set for accuracy testing. In the testing phase, the data numbered 
fn#01–02 were used to generate the gallery set and the data numbered 
fn#03–04, fs#01–02, fq#01–02 and fb#01–02 were used to generate 
the probe set.

3.2. Implementation details

We set the frame length of the sample to 30, the height of each frame 
image to 64, and the width to 44, with adopting data augmentation 
operations[24]. For the CASIA-B and CASIA-C dataset, we adopt data 
from 73 and 100 subjects as the training set, respectively. During 
training, the batch size is set to 32 (P × K = 4 × 8), and the maximum 
number of iterations is set to 80 K. The margin parameter of the triplet 
loss function is set to 0.2, and SGD is used as the optimize for the model. 
The initial learning rate and weight decay parameters of the optimizer 
are set to 0.1 and 0.0005, respectively. For the OUMVLP dataset, we 
selected data from 256 subjects as the training set, set the batch size to 
32 (P × K = 8 × 4), and the maximum number of iterations to 120 K. The 
margin parameter of the triplet loss function is set to 0.2, and Adam is 
used as the optimize for the model. The initial learning rate is set to 1e-4. 
Regarding the configuration of the experimental environment and 
computer hardware, we are using the Windows 11 operating system, 
Python version 3.9, Torch version 2.0.1, an Intel i5-13600KF CPU, and 
an NVIDIA GeForce RTX 4080 GPU.
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that our method has excellent generalization ability.

3.4. Ablation studies

Our proposed method includes the setup of the network and several 
key components: DST Block, E-CBAM Block, BNNeck, Data Augmenta
tion and Res-T. In this section, the effectiveness of these network settings 
and components are further investigated and analyzed.

The impact of network depth on experimental results. To 
investigate the effect of network depth on the recognition performance 
and the number of model parameters, we conducted two sets of 
controlled experiments: the Group (1) set used 3-layer DST blocks and E- 
CBAM blocks, and the Group (2) set used 4 layers. The results show that 
the deeper network (Fig. 6(a)) did not improve the performance; 
instead, the average recognition rate decreased by 0.8 % in the NM 
condition, 1.3 % in the BG condition, 2.8 % in the CL condition, and the 
Rank-1 recognition accuracy was also 1.6 % lower. Meanwhile, the 
number of model parameters (Fig. 6(b)) was significantly higher in the 

second group.
DST Block’s impact on experimental results. In order to assess the 

impact of different blocks on the model performance, we conducted four 
sets of ablation experiments (Table 4): Group Base, Group (2), Group (3)
and Group4. The results (Fig. 6(c)) show that the DST-A block performs 
best. The Rank-1 recognition accuracy of the DST-A block is 0.9 %, 1.7 
%, and 4.5 % higher than that of the original 3D convolutional module 
and the DST-B block, and 1.2 %, 1.8 %, and 4.4 % higher than that of the 
original 3D convolutional module and the DST-B block, respectively, for 
the NM, BG, and CL conditions. Therefore, the two-branch design of the 
DST-A block is crucial for obtaining spatial–temporal correlation fea
tures and spatial–temporal decoupling features.

Attention mechanism’s impact on experimental results. To 
assess the impact of different E-CBAM configurations, we conducted five 
sets of experiments (Group (1), Group (5), Group (6), Group (7), and 
Group (8) in Table 4). The results (Fig. 6(d)) show that the recognition 
accuracy of the model using E-CBAM is 0.5 %, 4.1 %, 11.6 %, and 0.9 % 
higher than the other groups, respectively. The attentional mechanism 
improves the model’s ability to capture critical information and en
hances robustness. Therefore, E-CBAM is an important component for 
improving recognition performance.

BNNeck’s Impact on Experimental Results. To verify the impact of 
the BNNeck component, we conducted two sets of experiments. The 
results show that the average recognition rate of Group (9) using 
BNNeck is 0.1 %, 0.6 %, and 2.0 % higher than that of Group (1) without 
BNNeck in NM, BG, and CL conditions, respectively, and the Rank-1 
accuracy is 1.0 % higher. Therefore, BNNeck is an important compo
nent for improving recognition performance.

The Impact of Data Augmentation and Res-T. In order to verify 
the effects of Data Augmentation and Res-T components on the model, 
we conducted three sets of experiments. The results show that the 
average Rank-1 recognition rate of the Group Best using Data 
Augmentation is 0.6 % higher than that of Group A without Data 
Augmentation. And the Rank-1 average recognition rate of the Group 
Best using Res-T is 1.0 % higher than that of Group B without Res-T. 
Thus, Data Augmentation and Res-T are important components for 
improving recognition performance.

The Impact of different Batch Size. In order to investigate the ef
fect of different batch size on experimental accuracy, we conducted 

Fig. 5. Comparison of batch size and Rank-1 accuracy on the CASIA-B dataset.

Table 2 
Cross-view average RANK-1 accuracies (%) on OUMVLP excluding identical- 
view cases.

Probe(◦) Gallery All 14 views

GEINet[17] DULE[25] RPNet[26] GaitSet[21] Ours

0 11.4 56.2 73.5 81.3 80.2
15 29.1 73.7 84.4 88.6 88.9
30 41.5 81.4 89.6 90.2 91.3
45 45.5 82.0 89.8 90.7 92.4
60 39.5 78.4 86.3 88.6 91.3
75 41.8 78.0 87.4 89.1 90.8
90 38.9 76.5 86.0 88.3 88.9
180 14.9 60.2 76.3 83.1 82.7
195 33.1 72.0 83.2 87.7 85.6
210 43.2 79.8 88.6 89.4 89.0
225 45.6 80.2 88.9 89.7 87.9
240 39.4 76.7 85.7 87.8 87.5
255 40.5 76.3 86.4 88.3 86.0
270 36.3 73.9 84.4 86.9 84.3
Mean 35.8 74.7 85.0 87.9 87.6
Source ICB 2016 CVPR 2021 TCSVT 2022 TPAMI 2022 ¡

Table 3 
Average RANK-1 accuracies (%) on CASIA-C.

Gallery Source Year Probe Accuracy

fn (#03–04) fs (#01–02) fq (#01–02) fb (#01–02) mean

fn(#01–02) Hanif[29] 2023 93.6 91.5 95.8 99.2 95.0
CTGait[30] 2024 ¡ ¡ ¡ ¡ 97.7
Anusha[31] 2024 100.0 100.0 96.0 94.0 97.5
Ours ¡ 100.0 97.5 100.0 96.7 98.6
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three groups of experiments. The results show that the experimental 
accuracy is basically proportional to the batch size, and the accuracy of 
the experiments increases to different degrees as the batch size 

increases. According to the data in Table 5, the batch size of 4 × 8 
(Group Best) is 0.7 % and 1.7 % more accurate than 4 × 6 (Group C) and 
4 × 4 (Group D), respectively. Therefore, if the experimental conditions 

Fig. 6. Bar chart of the impact of model layer settings and model parameter amounts on experimental results (a and b). The impact of different DST Blocks and 
Attention Blocks on the model’s recognition accuracy (c and d).

Table 4 
Average Rank-1 recognition accuracy (%) for the DDSTFDN Ablation Experiment Cohort I on the CASIA-B dataset.

Group Model Config DST Block E-CBAM E-CAM SAM CBAM BN 
Neck

Accuracy

(1,1,1) (1,1,1,1) DST-A DST-B NM BG CL Mean

Base √ ​ √ ​ √ ​ ​ ​ √ 96.1 91.6 76.4 88.0
1 ​ √ √ ​ √ ​ ​ ​ √ 95.3 90.3 73.6 86.4
2 √ ​ ​ √ √ ​ ​ ​ √ 94.9 89.8 72.0 85.6
3 √ ​ √ √ √ ​ ​ ​ √ 93.9 88.7 67.0 83.2
4 √ ​ ​ ​ √ ​ ​ ​ √ 95.2 89.9 71.9 85.7
5 √ ​ √ ​ ​ √ ​ ​ √ 96.0 91.3 75.1 87.5
6 √ ​ √ ​ ​ ​ √ ​ √ 94.8 88.5 68.5 83.9
7 ​ ​ ​ ​ ​ ​ ​ √ ​ 88.7 82.4 58.0 76.4
8 √ ​ √ ​ ​ ​ ​ ​ √ 95.8 90.9 74.7 87.1
9 √ ​ √ ​ √ ​ ​ ​ ​ 96.0 91.0 74.4 87.1

Table 5 
Average Rank-1 recognition accuracy (%) for the DDSTFDN Ablation Experiment Cohort II on the CASIA-B dataset.

Group Data Augmentation Res-T Batch Size (P × K) Accuracy

4 × 4 4 × 6 4 × 8 NM BG CL Mean

Best √ √ ​ ​ √ 97.2 93.4 78.3 89.6
A ​ √ ​ ​ √ 96.8 92.3 77.9 89.0
B √ ​ ​ ​ √ 96.6 92.0 77.3 88.6
C √ √ ​ √ ​ 96.7 92.5 77.6 88.9
D √ √ √ ​ ​ 96.1 91.6 75.9 87.9
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4. Conclusion

In this work, we propose a cross-view identification based on gait
bioinformation using a dynamic densely connected spatial–temporal 
feature decoupling network approach. This method leverages the 
concept of feature reuse and introduces temporal and spatial low-rank 
convolutions to extract gait features in a decoupled manner. To 
further enhance the representation capability of gait features, an 
enhanced convolution block attention mechanism is incorporated, 
enabling the model to focus on more crucial features. Ablation experi
ments on benchmark datasets have verified that each component of our 
method contributes to the overall improvement in model performance, 
leading to the superior recognition capabilities of DDSTFDN.

Based on our findings, we hope that more researchers will focus on 
feature reuse. In addition to this, our work in this paper did not focus on 
the study of outdoor gait datasets, which is often the main scenario for 
applications in real-world application scenarios. Therefore, in our future 
work, we will further explore the outdoor gait dataset and complex 
scene generalization.
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