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ABSTRACT Cough is a common symptom of respiratory diseases and the type of cough, in particular,
productive (wet) or non-productive (dry) cough, is an important indicator of the condition of the respiratory
system. It is useful in differential diagnosis and in understanding disease progression. However, determining
the cough type in clinical practice can be subjective and sometimes unfeasible. This work, therefore, aims to
develop an objective assessment method of the cough type. The proposed approach emulates the sound
recognition process of humans. In particular, it uses the human auditory model to reveal the frequency
characteristics of the cough sound signals and convolutional neural networks for decision-making. It is
validated on a dataset of smartphone recordings of 396 cough samples from 88 subjects annotated as wet or
dry by up to four expert pulmonologists. The cough signals are automatically segmented and time-frequency
image data augmentation is performed during training using the synthetic minority oversampling technique
to prevent model overfitting. A sensitivity of 93.13% and specificity of 91.42% (AUC=0.9700) is achieved
in segmentation of cough and non-cough sounds and a sensitivity of 100% and specificity of 82.50%
(AUC=0.9234) is achieved in detecting subjects with wet and dry cough. The proposed fully automated
system in detecting subjects with wet and dry cough demonstrates strong classification performance. It has
the potential to provide objective assessment of cough type using smartphone technology, such as in virtual
healthcare which has seen an increased uptake during the ongoing pandemic.

INDEX TERMS Cochleagram, convolutional neural networks, cough sound, data augmentation.

I. INTRODUCTION
Globally, more than a billion people suffer from respiratory
diseases [1]. Chronic obstructive pulmonary disease, asthma,
acute lower respiratory tract infections, tuberculosis, and lung
cancer are among the most common causes of severe illness
and death [1], [2]. More recently, coronavirus disease 19
(COVID-19), a respiratory infection, was declared a pan-
demic in March 2020 [3]. As of December 2022, there have
been more than 647 million confirmed cases of COVID-19
with more than 6.6 million deaths worldwide [4], although
these numbers are likely to be significantly underreported [5].
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Cough is a common symptom of respiratory diseases [6]
and one of themost common presenting conditions in primary
care globally [7]. It is a natural reflex of the body to clear the
irritants in the respiratory system [8]. The sound of the cough
is a result of the turbulent flow in expiration, causing vibration
of the larger airways and laryngeal structures [9]. Different
respiratory diseases affect the airways differently, thereby
producing different types of cough, broadly categorized as
productive (wet) or non-productive (dry) cough.

Wet cough typically produces sputum (mucus or phlegm)
and, in the absence of sputum, a dry cough. Causes of wet
cough can be infection and inflammation of the lungs and
bronchi while other causes include chronic obstructive pul-
monary disease, bronchiectasis, cystic fibrosis, and tubercu-
losis [10], [11]. Dry cough can be caused by diseases such
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FIGURE 1. An overview of the proposed method in productive (wet) and non-productive (dry) cough
classification.

as asthma or following a respiratory infection [11], [12].
In addition, dry cough has been reported in about two-thirds
of COVID-19 cases [13]. In some diseases, such as bronchitis,
the cough is usually dry in the early stages of the disease
but later turns into phlegmy or wet cough as the progression
of the disease leads to more secretions in the airways [14].
Therefore, cough is a vital indicator of the condition of the
respiratory system and the differentiation of wet and dry
cough is useful in differential diagnosis and understanding the
progression of the disease. It is also useful in epidemiological
studies and clinical research [15], [16].

The differentiation of the cough type is based on the per-
ception of the sounds relating to airway secretions, that is,
wet when the sound carries characteristics associated with
sputum and dry in the absence of perceived wetness [17].
In clinical practice, the clinician can assess the nature of the
cough by asking the patient or their carers and, where feasi-
ble, by listening to voluntary coughs. This can be subjective
while bronchoscopy, an alternate method to evaluate airway
secretions [18], requires a specialized device (bronchoscope),
is invasive, and may require recovery time.

Despite the significance of cough type in clinical decision-
making of respiratory diseases, objective detection of wet
and dry using signal processing and machine learning tech-
niques has received little attention [19], [20], [21], [22], [23],
[24]. The temporal and spectral characteristics of wet and
dry coughs have been studied in [19] and [20]. The size of
the dataset in both works is small, with 20 productive and
non-productive cough samples from 5 subjects in [19] and
16 cough samples, taken from publicly available datasets with
verification from medical professionals, in [20].

A more comprehensive work in the automatic classifi-
cation of wet and dry coughs is presented in [21]. Vari-
ous handcrafted features and logistic regression classifier
are used to distinguish between wet and dry coughs anno-
tated by two respiratory physicians. However, their method
uses manual segmentation to identify cough samples in the
recordings. Also, conventional feature engineering and clas-
sification techniques employed in their work have since
been superseded by deep learning methods, even on small
datasets [25]. The recordings were made in a relatively
controlled environment – at a single hospital in Indonesia

using two recording devices with predetermined microphone
positioning. As such, the dataset lacks diversity in terms
of demographics and recording device characteristics and
environments. These, together with manual cough segmen-
tation, would make translation into a real-life tool difficult.
In addition, their study is limited to the pediatric population
but certain respiratory diseases, such as COVID-19, affect
adults more than children [26]. Similar shortcomings can also
be identified in [22], [23], and [24].

This work proposes a method for fully automated classi-
fication of wet and dry cough for the adolescent and adult
populations. It is inspired by advancements in audio signal
classification using artificial neural networks, in particular,
convolutional neural networks (CNN) [27], [28]. CNN is
originally an image classification technique and, in this work,
time-frequency analysis is used to generate an image-like rep-
resentation of the cough signals, referred to as cochleagram.
This is achieved using gammatone filterbanks, which model
the human auditory system, to analyze the frequency char-
acteristics of the cough signals. The nonlinear gammatone
filters offer finer frequency characterization at low frequency
than at high frequency and have shown to be effective in
cough sound classification [25], [29].

The method is validated on a dataset of 396 cough samples
from 88 subjects annotated by up to four expert pulmonolo-
gists. The dataset is crowdsourced from many different coun-
tries on different continents with possibly varying recording
devices and environments. In this work, the cough signals
are automatically segmented and the relatively small dataset
is augmented during training to prevent model overfitting.
The performance of the proposedmethod is compared against
three baseline methods to demonstrate its effectiveness in wet
and dry cough classification.

II. MATERIALS AND METHODS
An overview of the proposed method for classifying the
cough type is illustrated in Fig. 1 with details in the following
subsections.

A. DATASET
The dataset of cough sound recordings was collected as part
of COVID-19 research, to create a dataset for screening
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TABLE 1. Overview of the dataset used in this work.

FIGURE 2. Illustration of (a) a wet cough signal and (b) its cochleagram representation.

COVID-19 using cough sound analysis [30]. The recordings
have been made using smartphones and sampled at 16 kHz.
The crowdsourced data is from subjects from around the
world, likely from different make and model of smartphones,
and recorded in varying environments, making this a very
diverse dataset.

This work uses a subset of the dataset annotated by up
to four pulmonologists as having wet or dry cough. This
work utilizes recordings where the majority (three or more)
pulmonologists agreed on the cough type. This results in a
total of 88 recordings an overview of which is provided in
Table 1, including the self-reported COVID-19 status. 8 of
these recordings are labeled as wet with a total of 34 cough
samples, and the remaining 80 recordings are labeled as dry
with a total of 362 cough samples. This gives a total of
396 cough samples with the number of cough(s) per record-
ing varying from 1 to 12. The age range of the subjects is
14-60 years (33.79±11.88 years).

B. COCHLEAGRAM REPRESENTATION
The cochleagram is a time-frequency representation of the
cough signal, created using a filterbank based on the fre-
quency selectivity property of the human cochlea and which
decomposes the cough signal into different frequency bands.
The filterbank is modeled using a gammatone filter, the
impulse response of which is given as

g (t) = atn−1e−2πbt cos (2π fct + φ) (1)

where a is the amplitude factor, t is the time in seconds,
n is the filter order (set to four to model human hearing),

fc is the center frequency, b is the bandwidth of the filter,
and φ is the phase factor [31]. The relationship between the
center frequency and bandwidth is given by the equivalent
rectangular bandwidth, a psychoacoustics measure approx-
imating the bandwidths of the human auditory filters [31].
The gammatone filter was implemented as a cascade of four
second-order digital filters [32].

In forming the cochleagram representation, all segmented
cough signals are zero-padded or cropped to the same length
(1 second). The signal is then decomposed using 64 gamma-
tone filters. Each decomposed cough signal is divided into
64 equally sized frames with 50% overlap and the energy in
each frame is computed to form a cochleagram representation
of size 64× 64, the input size of the CNN used in this work.
An illustration of a wet cough signal and its cochleagram
representation, with values in dB, is shown in Fig. 2.

C. CNN
1) CNN ARCHITECTURE
An important consideration in the design of CNN is network
size. While many popular large networks are available today,
large networks can suffer from overfitting when trained on
small datasets [33]. Research shows that shallow networks
can be more effective than deep networks on small datasets
[34]. In [35], for example, a shallow CNN is trained suc-
cessfully for the recognition of 50 sound event classes with
only 50 training samples per class, without data augmenta-
tion. Due to the relatively small training data in this work,
a relatively shallow network is utilized making it less prone
to overfitting.
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FIGURE 3. Architecture of the CNN used in wet and dry cough classification and cough segmentation.

The cochleagram images of dimension 64 × 64 are nor-
malized at the input of the CNN network [25], illustrated
in Fig. 3. The network has five convolutional layers, each
with a filter size of 3 × 3. The first convolutional layer has
48 filters, 96 filters in the second convolutional layer, and
192 filters in the remaining three convolutional layers. Each
convolutional layer is followed by a batch normalization layer
[36] and rectified linear unit (ReLU) [37]. Each ReLU layer,
except the fourth, is followed by a max pooling layer [38]
with a pool size of 3 × 3 and a stride of 2 × 2. The final
layers include a dropout layer [39], a fully connected layer,
a softmax layer [40], and a classification layer.

2) DATA AUGMENTATION: SMOTE FOR COCHLEAGRAM
IMAGES
Standard CNNs have a balanced focus on misclassification
error making them unsuitable for datasets with severely
imbalanced class distributions, as in this work. Two com-
mon approaches to address this problem are undersampling
and oversampling. In undersampling, the majority class is
undersampled by removing observations until the dataset is
balanced while in oversampling the minority class is over-
sampled by adding observations. In this work, the minority
class has only 34 samples, therefore, oversampling is pre-
ferred. Conventional oversampling works by duplicating the
existing observations. While this increases the amount of
data, it does not present new information to the classification
model.

In conventional machine learning, the synthetic minority
oversampling technique (SMOTE) [41] is commonly used
for oversampling. SMOTE works by randomly selecting
data from the minority class and then selecting its k-nearest
neighbors, such as using distance measures between the data
points. Synthetic data is generated by randomly selecting
a point between the chosen data and a randomly selected
neighboring data from the k neighbors. This procedure is
repeated to generate as many synthetic samples as required.

While SMOTE was originally developed to generate syn-
thetic data in the feature space, this work utilizes SMOTE
to generate synthetic cochleagram time-frequency represen-
tation. SMOTE for the generation of synthetic cochleagram
images works the same as conventional SMOTE, except that
structural similarity (SSIM) [42] is used to select the near-
est neighbors. Unlike distance measures, which are abso-
lute, SSIM measures the spatial interdependencies between
images making it more suitable for the given task.

3) CNN TRAINING
Adaptive moment estimation [43] is used for training the
network and the training parameters are tuned using a simple
grid search. The final setting for the initial learning rate is
0.001, mini batch size is 16, the maximum number of epochs
is 10, learn rate drop factor is 0.5, learn rate drop period is
2, and L2 regularization of 0.2. The model implementation
is in MATLAB R2021a. The model is trained using a single
NVIDIA V100 Tensor Core GPU and the training stops after
the maximum number of epochs is reached.

4) SUBJECT/RECORDING PREDICTION
The pulmonologists annotated the recording from each sub-
ject as wet/dry. Each recording has one or more cough sam-
ples which are assigned the same label as the recording.
While CNN determines the probability of the cough sample
as wet/dry, the average of all the cough probability values
from a recording is used to estimate the probability of the
subject as having wet/dry cough.

D. AUTO SEGMENTATION
Each recording has one or more cough samples along with
silence and other acoustic events, speech and non-speech,
which are collectively referred to as non-cough samples. This
work uses a supervised method for the automatic segmenta-
tion of cough samples in the recordings. In auto segmenting,
firstly, the boundary (start and end points) of all sound events
in all the recordings are detected using the envelope of the
signal [44]. The cough and non-cough sounds are converted to
cochleagram image, as described in Section II-B, and CNN,
the same method as described in Section II-C, is trained to
classify the cough and non-cough sounds. For supervised
classification, for the training recordings, the detected sound
events are labeled as cough if it has 50% or more overlap with
manually segmented cough sounds and non-cough otherwise,
as in [45]. The sound events in the test recordings are also
labeled similarly to compute the classification results of the
proposed auto segmentation method.

E. BASELINE METHODS
Along with the proposed cochleagram-CNNmethod, the per-
formance of the cough vs non-cough and wet vs dry cough
classification tasks is also evaluated on three baseline fea-
ture sets. Baseline feature set 1 is based on earlier work
in classifying wet/dry coughs [21], baseline feature set 2 is
descriptors of the cochleagram representation described in
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Section II-B and is inspired by work in time-frequency image
feature extraction for sound classification described in [46],
and baseline feature set 3 is inspired from work in detecting
COVID-19 using cough sounds [47].

Baseline feature set 2 is the cochleagram image features
(CIF) [48], analogous to the spectrogram image features
of [46]. In computing the CIF, the 64 × 64 cochleagram
representation described in Section II-B is divided into 8× 8
blocks, that is, 8 vertical and 8 horizontal blocks, for a total
of 64 blocks. The second and third central moments [46] are
computed in each block. These values are then concatenated
into a 128-dimensional feature vector.

In baseline feature set 3, two sets of handcrafted features
and a set of transfer learning-driven features [47] are engi-
neered and populated in each segmented signal. In computing
the handcrafted features, each signal is divided into frames of
32 milliseconds with a 50% overlap. The first handcrafted
feature set is based on mel-frequency cepstral coefficients
(MFCCs) [49], a widely used feature in audio classification
tasks that utilizes frequency scales based on the auditory
perception. 13 MFCCs and the first and second derivatives
of these coefficients [50] are computed in each frame.

The second handcrafted feature set has 4 features cap-
turing temporal and spectral characteristics of the signal
which are once again computed in each frame. These are the
zero-crossing rate, short-time energy, spectral centroid, and
spectral roll-off point [51], [52]. For both the handcrafted
feature sets, the raw features are represented using the fol-
lowing 11 statistical features across all the frames: mean,
median, root mean square, maximum, minimum, 1st and 3rd

quartile, interquartile range, standard deviation, skewness,
and kurtosis. These result in a 429-dimensional MFCC fea-
ture set (including the first and second derivatives) and a
44-dimensional temporal and spectral feature set for each
segmented signal.

In addition, 128 VGGish features are computed for each
segmented signal using a pretrained convolutional neural
network for audio classification [53]. VGGish is inspired by
the popular VGGnetworks in image classification. It has been
trained on a large YouTube audio dataset of 128-dimensional
embeddings. In computing the VGGish features, each seg-
mented signal is zero-padded or cropped to 0.975 seconds
and transformed into a 94 × 64 log mel-spectrogram [28].
This time-frequency representation forms the input to the
VGGish network for extracting the feature embeddings. The
combined feature vector is, therefore, 601-dimensional (429
MFCC features, 44 temporal and spectral features, and 128
VGGish features).

The features in all three baseline feature sets are standard-
ized using a z-score and the discriminative features are iden-
tified using a t-test with a p-value threshold of 0.05. While
only logistic regression (LR) is used for binary (wet/dry) clas-
sification in [21], in this work, random forest (RF), support
vector machine (SVM), and feedforward, fully connected
neural network (FNN) classifiers are also experimented with

on all three baseline feature sets. The FNN has two fully
connected layers, of size 16, each of which is followed by
ReLU activation. The final layers include a fully connected
layer of size 2, a softmax layer, and a classification layer.
The network is trained using the limited-memory Broyden-
Fletcher-Goldfarb-Shanno quasi-Newton algorithm [54].

F. EVALUATION METRICS
The performance of the proposed cough type classification
method is evaluated using sensitivity and specificity, where
sensitivity is the fraction of wet coughs that are correctly
classified, and specificity is the fraction of dry coughs that
are correctly classified. The area under the curve (AUC) of
the receiver operating characteristic (ROC) curve is also used
as a single measure of classification performance. In auto
segmentation, sensitivity refers to the proportion of cough
samples that are correctly identified, and specificity the pro-
portion of non-cough samples that are correctly identified.
The optimal threshold on the ROC curve in all cases is
determined as the point on the ROC curve that minimizes the
distance to the point (0,1). In addition, the agreement between
the pulmonologists is evaluated using percent agreement,
and Cohen’s kappa (κ) [55] when measuring the agreement
between two pulmonologists and Fleiss’ kappa [56] between
more than two pulmonologists.

III. RESULTS
A. PULMONOLOGIST AGREEMENT
The agreement between the four pulmonologists (referred to
as P1, P2, P3, and P4) in annotating the recordings as wet
or dry cough is presented in Table 2. Pulmonologists 1 and
2 annotated 83 recordings in common, agreeing to the annota-
tion of 71 recordings. This gives an overall percent agreement
of 85.54% (κ = 0.3261). Similarly, pulmonologists 1 and 3
have an overall percent agreement of 67.09% (κ = 0.2596),
pulmonologists 1 and 4 have an overall percent agreement of
92.94% (κ = 0.5860), pulmonologists 2 and 3 have an overall
percent agreement of 67.33% (κ = 0.2821), pulmonologists
2 and 4 have an overall percent agreement of 82.14% (κ =
0.3103), and pulmonologists 3 and 4 have an overall percent
agreement of 68.57% (κ = 0.2979).
While Table 2 analyzes the agreement between two pul-

monologists at a time, the agreement between three and four
pulmonologists is analyzed in Table 3. Pulmonologists 1,
2, and 3 annotated 77 recordings in common and agreed
to the annotation of 45 of these recordings for an overall
percent agreement of 58.44% (κ = 0.2165). Similarly, pul-
monologists 1, 2, and 4 have an overall percent agreement
of 81.71% (κ = 0.3760), pulmonologists 1, 3, and 4 have
an overall percent agreement of 62.03% (κ = 0.2282), and
pulmonologists 2, 3, and 4 have an overall percent agree-
ment of 58.42% (κ = 0.2558). In addition, all four pulmo-
nologists agreed on the cough type in 44 of the possible
77 recordings for an overall percent agreement of 57.14%
(κ = 0.2383).
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TABLE 2. Agreement between two pulmonologists in annotating wet and dry cough recordings.

TABLE 3. Agreement between three and four pulmonologists in annotating wet and dry cough recordings.

B. WET VS DRY COUGH CLASSIFICATION RESULTS USING
MANUALLY SEGMENTED COUGHS
The performance of the cochleagram-CNN classification
model described in Section II is evaluated in 8-fold stratified
cross-validation at the subject level, whereby cough samples
from 77 recordings (7 wet cough recordings and 70 dry cough
recordings) are used to train the model and cough samples
from the remaining 11 recordings (1 wet cough recording
and 10 dry cough recordings) are used for validation. In each
fold, the training data (cochleagram image) is balanced using
SMOTE before training the classification model. A similar
validation strategy is also used for the baseline methods
where SMOTE, in its conventional form [41], is used to bal-
ance the training data by generating synthetic feature vectors.

The wet vs dry cough classification results using manually
segmented cough samples are given in Table 4. An AUC of
0.8169 is achieved using SVM in classifying wet and dry
cough samples using the first baseline feature set. This is a
relative improvement of 8.83%, 16.62%, and 4.87% over the
AUC values using LR, RF, and FNN classifiers, respectively.
Similarly, an AUC of 0.8453 is achieved in classifying the
individual subject recordings as wet or dry using SVM, a rel-
ative improvement of 9.07%, 9.95%, and 5.37% over the LR,
RF, and FNN classifiers, respectively.

Interestingly, on the second baseline feature set, the FNN
classifier achieves the highest AUC when compared to the
LR, RF, and SVM classifiers. An AUC of 0.7457 and
0.8601 is achieved in cough and recording classification,
respectively. On the final baseline feature set, an AUC of
0.7801 is achieved using SVM in classifying the cough sam-
ples as wet or dry, better than what could be achieved using
LR, RF, and FNN. An AUC of 0.8609 is achieved using SVM
in classifying the recordings as wet or dry which is once again
better than what could be achieved using LR, RF, and FNN.

Overall, the classification of wet and dry cough recordings
using the third baseline feature set yields slightly better AUC
than the other two baseline feature sets. The highest AUC in
classifying the recordings is 0.8609, which is 1.85% better

than the best AUC of 0.8453 using baseline feature set 1 and
0.09% better than the best AUC of 0.8601 using baseline
feature set 2.

The boxplot of the most significant features (lowest
p-values) from each of the three feature sets in baseline
feature set 3 is shown in Fig. 4. The first derivative of the
7th mel-frequency cepstral coefficient is determined to be the
most significant feature (p-value=2.92 × 10−13) from the
MFCC feature set. The energy in the cough signals is also
determined to be important (p-value= 1.23× 10−7) together
with VGGish feature embedding 26 (p-value= 1.24×10−8).
The proposed cochleagram-CNN approach achieves an

AUC of 0.8376 in classifying the cough samples, an improve-
ment of 2.53% over the best baseline method, and an
AUC of 0.9313 in subject classification, an improvement of
8.18% over the best baseline method. With a sensitivity of
0.7647 and specificity of 0.7680 in cough sample classifica-
tion and a sensitivity of 1.0000 and specificity of 0.8250 in the
classification of subject recordings, these are the best overall
classification results of all the methods considered in this
work.

Next, the predictions of the CNN are investigated on a
validation cochleagram image from a wet cough recording.
This is performed using occlusion sensitivity [57], a deep
learning visualization method. Occlusion sensitivity perturbs
small areas of the cochleagram image by replacing it with an
occluding mask and then measuring the change in probability
score for the given class as the maskmoves along the cochlea-
gram image. The occlusion sensitivity map, Fig. 5(a), for the
wet cough cochleagram image of Fig. 2(b) suggests that it is
focusing on the area of high frequency for the wet class.

C. AUTO SEGMENTATION RESULTS
Results using the automatic cough segmentation algorithm
are presented in Table 5 using the same training and validation
procedure described in Section III-B. The cough and non-
cough classification results using baseline feature set 3 are
better than those using baseline feature set 1 and 2. The
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TABLE 4. Classification results for wet vs dry cough using manually segmented cough samples.

FIGURE 4. Boxplot of the most significant features from each feature group in baseline feature set 3.

FIGURE 5. Occlusion sensitivity map for the wet cough cochleagram image of Fig.
2(b) in (a) wet vs dry cough classification task and (b) cough vs non-cough
classification task.

highest AUC for all three feature sets is achieved using RF,
the AUC of 0.8902 on baseline feature set 1, 0.9143 on
baseline feature set 2, and 0.9600 on baseline feature set 3.
However, with a sensitivity of 0.9313, specificity of 0.9142,
and AUC of 0.9700, the best cough vs non-cough classifi-
cation results are achieved using the proposed cochleagram-
CNN method. The occlusion sensitivity map, Fig. 5(b), for
the wet cough cochleagram image of Fig. 2(b) highlights
different regions possibly because it contains many small
features, including the region of high intensity and low
frequency.

D. WET VS DRY COUGH CLASSIFICATION RESULTS USING
AUTOMATICALLY SEGMENTED COUGHS
The results for the classification of wet/dry cough samples
and subject recordings using automatically segmented coughs
are given in Table 6. The experimental setup used here is
exactly the same as that for manually segmented cough sam-
ples except that the cough samples are now automatically
segmented. There are some differences in the AUC values in
the classification of cough samples and subjects from man-
ually segmented cough samples (Table 4) to automatically
segmented cough samples (Table 6). However, the general
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TABLE 5. Classification results for cough and non-cough segmentation.

trend is similar with the AUC using baseline feature set
3 generally higher than baseline feature sets 1 and 2, and
the proposed cochleagram-CNN approach outperforms all
three baseline feature sets. The AUC in the classification
of cough samples and subjects using the cochleagram-CNN
approach is 0.8071 and 0.9234, respectively. These are only
marginally lower than what is achieved using manually seg-
mented coughs. The sensitivity and specificity in subject
classification are 1.0000 and 0.8250, respectively, the same
as what is achieved using manually segmented coughs.

IV. DISCUSSION
This work proposes a method for the fully automated classifi-
cation of wet and dry coughs. The proposed method first per-
forms automatic cough segmentation. The segmented coughs
are then classified as wet or dry coughs. To the best of my
knowledge, this is the first work which performs automatic
segmentation and classification of wet and dry coughs.

The proposed method for segmentation and classification
is based on time-frequency (cochleagram) image classifi-
cation using CNN with data augmentation during training
using SMOTE. Conventionally, SMOTE is applied to feature
vectors to generate new feature vectors. In this work, SMOTE
is utilized to generate new time-frequency (cochleagram)
representations. When using SMOTE with feature vectors,
the nearest neighbors are often computed using the Euclidean
distance measure, which is not suited for capturing the spatial
relationship between images. When using SMOTE for time-
frequency images, this work proposes to select the nearest
neighbors using structural similarity, a technique used to
compare similarity between images in image classification
tasks. In addition, while gammatone filters (cochleagram)
have been used for audio signal analysis before, to my knowl-
edge, this is the first work where gammatone filters are
used to analyze the frequency characteristics of wet and dry
coughs.

In this work, the agreement (κ) between the pulmo-
nologists in annotating the cough recordings as wet/dry
is in the range of 0.21–0.40 which indicates fair agree-
ment [21], except for between pulmonologists 1 and 4 which
is 0.5860 indicating moderate agreement. The agreement (κ)
between the two scorers is 0.5520 in [21] (moderate agree-
ment) and 0.89 in [58] (almost perfect agreement). However,
there are some differences in this work compared to [21]
and [58], such as this work has data from the adolescent
and adult population compared to children in their work.
In particular, the recordings in [21] and [58] are made in the
same environment (hospital) with the same recording device
and experimental setup. The dataset in this work is crowd-
sourced, likely coming from devices with different audio
recording characteristics (hardware and software), different
environments, and different microphone positioning. All of
these can affect the quality of the sound and thereby make
cough sound interpretation difficult, potentially highlighting
the subjectiveness in determining cough type in this manner
and the need for objective methods such as those presented in
this paper.

Furthermore, a comparison of the method proposed in this
work against earlier works is provided in Table 7. Simple
temporal and spectral analysis of wet and dry coughs is per-
formed on small datasets in [19] and [20]. In [21], the cough
signals are manually segmented from the audio recordings.
Leave-one-out cross-validation is performed on 310 cough
sounds, from 60 subjects. The training and validation are per-
formed on cough data from the same subjects. Sensitivity and
specificity of 81% and 83% are reported in cross-validation.
In addition, they report test results on a separate dataset
of 18 recordings containing 117 cough sounds, achieving a
sensitivity and specificity of 84% and 76%, respectively.

The dataset of [22] contains 352 wet and dry coughs but
the number of subjects and the cough segmentation method
could not be determined. They achieve an accuracy of 56%
in detecting wet cough and 91% in detecting dry cough using
Gabor filterbank features and the Gaussian mixture model.
However, their dataset contains an additional third class of
non-cough sounds, which were removed in my work at the
auto segmentation stage.

While sensitivity and specificity of 93.00% and 95.93%,
respectively, are reported in [23], there are two important
differences compared to my work. Firstly, in [24], evaluation
is performed with coughs from the same subjects present in
both the training and validation folds. This makes it diffi-
cult to gauge how their proposed method would generalize
on cough sounds from unseen subjects, which has greater
practical value. In my work, coughs from test subjects are not
used for training. Secondly, the cough signals in their work
are manually segmented, once again limiting the practical use
of their method.

A wet vs dry cough classification method using various
cepstral features and multilayer perceptron on 1,554 record-
ings from the COUGHVID dataset is proposed in [24],
achieving an AUC of 0.8570. However, the wet and dry
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TABLE 6. Classification results for wet vs dry cough using automatically segmented cough samples.

TABLE 7. Comparison of different works in wet and dry cough classification.

cough recordings in the COUGHVID dataset have been anno-
tated by up to four pulmonologists, with majority agreement
(where at least three pulmonologists agreed to the anno-
tation) on only 88 recordings. As such, the inclusion and
exclusion criteria for the recordings used in their work are
unclear. Also, they only remove silence from their record-
ings but, as per the analysis in [30], the recordings in the
COUGHVID dataset can contain various non-cough sounds
as well which need to be removed, hence the need for auto
segmentation.

In all earlier works in wet vs dry cough classification
analyzed in Table 7, various feature engineering methods are
employed. However, the method proposed in my work only
requires the transformation of the signal to a cochleagram
representation. TheCNN then learns the signal characteristics
directly from the cochleagram. The proposed method demon-
strates strong classification results in differentiating between
cough and non-cough sound events in auto segmentation
(AUC=0.9700) and in differentiating between wet and dry
coughs (AUC=0.9234).
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While the method proposed in this work offers various
advantages against earlier works, there are limitations. In par-
ticular, due to the small dataset, a shallow CNN is used as
large networks tend to suffer from overfitting when trained
on small datasets. The CNN has only 879.6k total learnable
parameters, which is a much smaller number of parameters
compared to the millions of parameters in popular deep CNN
networks, such as ResNet, which has shown to be useful
in COVID-19 cough classification [59]. It is possible that
training a deep CNN network on a larger dataset will yield
even better results in wet vs dry cough classification.

In addition, the audio recordings used in this work are
annotated as wet or dry. Several audio recordings in the
dataset have two or more coughs and these are assigned the
same label as the recording. However, wet and dry coughs
can be present in the same recording. This could explain the
slightly lower classification results in cough classification
than subject recording classification. As such, in the future,
it would be preferred to annotate each cough as wet or dry,
similar to [21].

V. CONCLUSION
A method for the classification of wet and dry coughs using
signal processing and deep learning techniques is presented
in this paper. The proposed cochleagram-CNN classification
approach with automatically segmented cough samples is
seen to yield a similar classification performance to manu-
ally segmented cough samples. The proposed method offers
various advantages compared to earlier works (Table 7), such
as the use of automatically segmented cough samples and
variability in the dataset which can be expected in real-
life applications. This also makes for a challenging dataset
which is probably why the handcrafted features from [21]
(baseline feature set 1), which are proposed for a relatively
controlled environment, achieved lower classification per-
formance compared to the proposed deep learning based
methods.

It is estimated that there are hundreds of thousands of sea-
sonal influenza-associated respiratory deaths every year [60].
In the United States alone, there were an estimated 18 million
medical visits during the 2019-2020 influenza season [61].
Globally, there has been an increased uptake of virtual health-
care during COVID-19 and this is largely expected to con-
tinue [62]. There is a potential for the proposed approach to
be integrated into existing virtual healthcare systems to pro-
vide physicians with an objective assessment of the patient’s
airway secretions during a consultation using smartphone
technology.
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