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Abstract—This paper introduces a novel strategy for radio
resource scheduling in a Coordinated Multi-Point (CoMP) Open
Radio Access Network (O-RAN) environment, particularly un-
der the constraints of a non-ideal fronthaul. We propose a com-
prehensive three-phase scheme, which includes the selection of
Cell Edge Users (CEUEs), DPS-based clustering and switching,
and a weighted mechanism for Proportional Fair (PF)-based
radio resource allocation. Using a modified Vienna 5G system-
level simulator, we conducted a series of detailed simulations to
validate our approach in a real-world scenario. The simulation
results reveal significant enhancements in both the throughput
performance of CEUEs and the overall user average throughput.
Furthermore, our approach demonstrates substantial improve-
ments in the fairness index, thereby underscoring its potential to
significantly improve the efficiency and user experience within
5G networks.

Index Terms—Open-RAN, Cell-edge UEs, 5G, Small Cell,
Resource Allocation

I. INTRODUCTION

The advent of new and advanced use cases, such as

extended reality, multisense interfaces, holograms, and high-

speed video services, is driving a rapid evolution in mobile

network technologies. Anticipated to be mainstream in the

next decade, these applications demand networks capable of

supporting 1-10 Gbit/s bandwidth per user, latencies as low

as 1-5 ms, and near-perfect availability of 99.999% [1], [2].

However, current network architectures fall short of these

requirements, necessitating the adoption of new paradigms

such as densely populated small cell networks and the Open

Radio Access Network (O-RAN). The O-RAN with small

cells technology, recognised for its layered and modular

design, offers a flexible and cost-effective solution to cater to

these emerging needs [3].

A critical challenge in these densely populated network

environments is the phenomenon of cell-edge user equipment

(CEUEs), which often experience degraded service quality

due to factors like inter-cell interference and signal atten-

uation. To address this, Coordinated Multi-Point (CoMP)

transmission and reception has emerged as a key technology

[4]. CoMP enhances the performance of CEUEs by efficiently

coordinating multiple neighbouring Transmission Reception

Points (TRPs), thereby improving CEUEs throughputs [5]–

[7]. Despite its advantages, the performance of CoMP is

significantly constrained by the limitations of fronthaul or

backhaul bandwidth [8], [9]. This bottleneck is further ex-

acerbated by the redundant data transmissions inherent in

CoMP, which place additional load on the fronthaul network,

compromising the overall efficiency of Centralized Radio

Access Networks (C-RANs) [10], [11].

The implementation of CoMP in O-RAN, especially under

non-ideal fronthaul conditions, introduces additional com-

plexities in resource scheduling [9], [12]. The fluctuating

fronthaul bandwidth, influenced by the wireless side’s re-

source allocation strategy, critically impacts the transmis-

sion efficiency [13], [14]. Prior research in this area has

explored various approaches to radio resource allocation in

CoMP C-RAN [4], including novel packet delivery mech-

anisms and time-frequency resource allocation tailored for

Ultra-Reliable Low-Latency Communications (URLLC) [15].

However, these studies have predominantly considered sce-

narios with fixed fronthaul links, thus not addressing the

nuanced challenges presented by CoMP in O-RAN with non-

ideal fronthaul. In this context, Dynamic Point Selection

(DPS) becomes pivotal in 5G networks, serving as a mecha-

nism to enhance transmission quality and Quality of Service

(QoS) by efficiently coordinating multiple transmission points

[16], [17]. Studies have shown that DPS, when implemented

in CoMP, can significantly improve cell-edge throughputs,

outperforming traditional LTE approaches [7]. A generic

DPS scenario, with 2 TRPs forming a cluster in O-RAN,



is depicted in Fig. 1.

This paper aims to address these gaps by introducing

a novel resource scheduling strategy tailored for CoMP in

O-RAN-based small-cell networks, particularly under non-

ideal fronthaul conditions. We propose an approach that not

only accommodates the high-density and dynamic nature of

modern networks but also ensures efficient resource man-

agement and efficient service delivery to cell-edge users.

Our contribution lies in the introduction of a three-phase

resource allocation scheme that encompasses the selection

of CEUEs, DPS-based clustering and switching, and an

innovative Proportional Fair (PF)-based radio resource allo-

cation mechanism. This scheme is meticulously designed to

address the unique challenges of non-ideal fronthaul and the

complexities of Split 6 architecture in O-RAN systems. To

validate the effectiveness of our proposed model, we employ

a modified Vienna 5G System Level Simulator for a compre-

hensive system-level simulation in a real-world scenario.The

extensive simulation results indicate that our approach signif-

icantly improves the CEUE and throughput performance and

resource allocation fairness index compared to conventional

strategies, resulting in a substantial leap forward in enhancing

5G network efficiency and user experience.

The remainder of this paper is organized as follows:

Section II provides a comprehensive overview of the system

model, which includes the architecture of the multi-cell 5G

network based on O-RAN, along with specific considerations

for coordinated multipoint (CoMP) and non-ideal fronthaul.

In Section III, we introduce our proposed scheme and elab-

orate on the resource allocation algorithm we developed.

Section IV details the methodology and setup of our extensive

simulations, presenting the results obtained. Finally, Section

V concludes the paper by summarizing the key findings.
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Fig. 1: Generic DPS scenario, with 2 TRPs forming a cluster

in O-RAN.
II. SYSTEM MODEL

We consider the downlink of a multi-cell 5G network based

on O-RAN where four single-sector open-radio units (O-

RUs) are deployed on the vertices of a square such that the

minimum inter-RU distance, D, is 150m. The Distributed

Unit (DU) is assumed to be in the centre of the square

area and connects to each RU via a non-ideal mmWave

fronthaul link operating in 57 – 71 GHz. Each sector in

the network is considered to be a transmission-reception-

point (TRP) with N transmit antennas. Note that the terms

TRP and O-RU are used interchangeably in this manuscript.

Accordingly, each TRP is mapped to a unique SSB index

such that TRPIdx = SSBIdx. The timing intervals of the

SSB bursts are determined by the chosen subcarrier spacing

numerology. We employ numerology 1 (SCS 30 KHz), with

a carrier frequency of 3.5 GHz, transmitting 8 SSBs within

a 5 ms window. A designated beam is emitted in a particular

direction to transmit each SSB. Each UE can detect each

SSB beam and identify the SSB index with the strongest

RSRP value. UE evaluates the RSRP of every detected SSB

during a specific time frame. It is further assumed that

there is one PRACH slot in every subframe with msg1-FDM

= 1 and ssb-perRACH-OccasionAndCB-PreamblesPerSSB =

{8, 8} or {4, 16}, which allows for a unique one-to-one

mapping of each SSB to a RACH Occasion and supported

by PrachCfgIdx =157 or 162 configuration. K multi-antenna

users are assumed to be uniformly distributed within the

coverage area.

A. Slot Format and HARQ process

A TDD system with a slot format of 7D-1S-2U, where

S = 12D-2G is assumed, as shown in Figure 2. With a

maximum HARQ Round Trip Time (RTT) of 8ms (16× 0.5
ms), feedback for all HARQ processes within the half-frame

is transmitted by UEs in the last subframe [18]. The downlink

slots are configured with decreasing K1 values starting from

K1 = 9 in the first TS in a half-frame to K1=3 in the 7th

TS (last DL slot) of the half-frame. K1 refers to the time

delay between the downlink slot and the uplink slot. For a

HARQ process in TS 1, this corresponds to 4.5ms between

data leaving the DU and when the UE transmits its HARQ

feedback. With nFAPI frame advance, frame build and UE

processing adding up to 1ms, this leaves 3.5ms for a non-

ideal fronthaul link, which is more than the 2ms target and

has a higher probability of success. Given that the maximum

HARQ RTT is 8ms, HARQ feedback from the UE has 3.5ms

to get back to the DU, which is also more than the fronthaul

latency target. For the 7th TS in the half-frame with K1 =

3, the fronthaul latency budget is 0.5ms, which is less than

the target and has a low probability of success. The success

probability for each HARQ transmission can be modelled

based on the BER [18], [19]. A transmission is deemed

successful when the received bits are decoded correctly. To

estimate the probability of success for each attempt, we can

use the cumulative distribution function (CDF) of the bit

error rate (BER). With the probabilities of each K1 value

established, we conduct a Bernoulli experiment to determine

whether the Transport Block (TB) sent to each user in

every transmission slot (TS) is successful. Transmissions are

considered unsuccessful if the feedback cannot be received

by the network within the K1 duration; in such cases, the

network must retransmit the TB in the following TS.



Fig. 2: TDD slot format and K1 values

III. PROPOSED SCHEME

The proposed scheme consists of three main phases, i.e.,

DPS-based clustering and switching, CEUE selection, and

PF-based radio resource allocation. The details of each phase

are thoroughly discussed in the subsections given below.

A. DPS-based clustering and switching

The proposed scheme then executes the DPS phase to

perform an efficient DPS operation. In order to do so it is

necessary to determine which neighbouring TRPs can be part

of the cluster that can best support candidate CEUEs. With

this intention, the DU defines the DPS cluster for each CEUE

based on the CQI from its neighbouring TRPs. Depending on

the cluster’s size, the DU selects the TRPs with the best CQI

to form a cluster for all CEUEs in the network. Based on (2),

the CQI for each UE from a particular TRP can be calculated

according to [20].

Moreover, in our proposed scheme, the clustering is per-

formed after every l frame. Likewise, since the users in

our proposed system model are considered to be moving,

the TRP switching (i.e., switching to a new TRP in the

cluster) is performed after every m number of frames. During

a switching slot, the CEUE only switches to a new TRP

in the cluster when the CQI from the other TRPs in the

cluster is better than the CQI of the associated TRP. Note

that in our proposed scheme, the cluster size, clustering

periodicity (i.e., after how many frames the clustering is

performed), and switching periodicity (i.e., after how many

frames the switching is performed) are kept variable. The

network operators can set these variables depending on the

deployed network’s density and specific system model.

B. Cell Edge UE Selection

In our proposed RRM scheme, once clustering is done,

the DU classifies UEs into CCUEs and CEUEs based on

their received SINR. More specifically, the DU calculates the

received SINR of each UE and compares it with a predefined

threshold SINR; if the received SINR is lower than the

threshold, the UE is classified as CEUE; otherwise, it is

classified as CCUE. Mathematically, it can be expressed as

C(γUE
i ) =

{

CEUE if γUE
i < γth

CCUE if γUE
i ≥ γth

, (1)

where γUE
i is the received SINR of ith UE in the network

and can be calculated as

γUE
i =

png,i, h
n
g,i

Ing,i +NoB
. (2)

In (2), png,i and hn
g,i refers to the transmit power and channel

coefficient of ith UE on resource block n associated to O-RU

g served by an O-DU/TRP, respectively. Whereas No indicate

the power spectral density of Gaussian noise, and B is the

bandwidth. Ing,i refers to the co-channel interference. Note

that for the rest of the paper, the set of CEUEs and CCUEs

is represented by CEUEs = {CEUE1, · · ·CEUEX}, and

CCUEs = {CCUE1, · · ·CCUEY }, respectively. Where

X and Y are the total numbers of CEUEs and CCUEs,

respectively. Likewise the total number of UEs can be repre-

sented by N such that N = X + Y .

Data: UEs

if clustering frame then
Execute Clustering Procedure

else
Execute Switching Procedure

end

for i = 1 to N do
Calculate SINRUEi

for each UEi

end

Initialize: CEUEs = ∅, CCUEs = ∅
for i = 1 to N do

if SINRUEi
< γthr then

Append UEi to CEUEs (Cell-Edge UEs)
else

Append UEi to CCUEs (Cell-Center UEs)
end

end

Note: UEs = {CEUEs,CCUEs},
CEUEs = {CEUE1, . . . , CEUEX},
CCUEs = {CCUE1, . . . , CCUEY }, N = X + Y

for i = 1 to N do
Calculate δUE,i for each UEi

end

Construct candidate UEs list CUEs by sorting UEs in
descending order of δUEs values

for time slot j = 1 to J do
Select the first n UEs from CUEs for resource allocation
Set: SUEs = {SUE1, . . . , SUEn} = {X̄ =

{CEUE1, . . . , CEUEx}, Ȳ =

{CCUE1, . . . , CCUEy}}
Note: X̄ ⊆ CEUEs, Ȳ ⊆ CCUEs, N̄ = |X̄|+ |Ȳ|
Calculate weight factors ωSUEi

for all UEs in SUEs

for i = 1 to N̄ do

if SUEi ∈ X̄ then

ωSUEi
=

ρ

N̄
+

(1−ρ)×δSUEi
∑|X̄|

k=1
δSUEk

Append ωSUEi
to ωSUE

else
ωSUEi

=
ρ

N̄
Append ωSUEi

to ωSUE

end

end

for SUEi ∈ SUEs do
Allocate radio resources to all users in SUEs

proportional to ωSUE :
λSUEi

= ωSUEi
· ΛT

end

end

Algorithm 1: Proposed Radio Resource Allocation Al-

gorithm

C. PF-based Candidate UE Selection and Radio Resource

Allocation

We consider that many UEs are present in the network,

but only a specific number of deserving UEs can be selected

for resource allocation during each slot. The selection of



a number of UEs per TS in the proposed scheme depends

on various factors. Factors such as interference, resource

allocation efficiency, and the available bandwidth can influ-

ence the decision to limit the number of scheduled UEs per

TS. Managing interference becomes more challenging as the

number of scheduled UEs increases. Limiting the number of

UEs per TS can help mitigate interference issues and can

also help meet stringent latency requirements for URLLC

services [2], [12]. In our proposed approach, we configured

it to allocate resources for up to 8 UEs in a given TS.

At the commencement of each frame, the proposed algo-

rithm dynamically decides between clustering and switching

procedures, contingent on the frame type. This bifurcation

is crucial for enhancing resource allocation based on the

network’s current state. Subsequently, the algorithm embarks

on the computation of the SINR for all connected UEs. This

step is pivotal in assessing the channel quality experienced

by each UE. As mentioned earlier, following the SINR

calculation, the algorithm segregates the UEs into two distinct

sets: CEUEs and CCUEs. This classification is based on

the SINR values, with a predefined threshold (γthr) serving as

the demarcation criterion. These operations are encapsulated

in steps 1 through 3 of Algorithm 1.

The next phase involves the computation of the PF metric

for each UE [21], [22]. The PF metric, a critical component

of our proposed scheme, can be calculated as follows

δUE,i = 1 +
rUEi

RUEi

, (3)

where rUEi
is the achievable throughput of ith UE and

RUEi
is its historical throughput. The PF metric plays a

fundamental role in ensuring a fair and efficient allocation of

resources by considering both the current channel conditions

and the historical throughput of each UE. Upon calculating

PF metrics, the UEs are methodically arranged in descending

order based on their PF values, forming the candidate UEs

set (CUEs).
δUE,i = 1 +

rUEi

RUEi

, (4)

Before the actual allocation of radio resources, the al-

gorithm computes a weight metric for each UE in the

selection pool. In every time slot, the algorithm selects

the top N̄ UEs from the CUEs list for resource al-

location. The selected UEs can be defined in a set

SUEs ∋ SUEs = {SUE1, . . . , SUEn} = {X̄ =
{CEUE1, . . . , CEUEx}, Ȳ = {CCUE1, . . . , CCUEy}}
where X̄ ⊆ CEUEs, Ȳ ⊆ CCUEs, and N̄ = |X̄|+ |Ȳ|.

Once the selected UEs are segregated in CEUEs X̄ and

CCUEs Ȳ, the algorithm then calculates a weight factor

(ωSUEi
), for all N̄ UEs. More specifically, the (ωSUEi

) for

CEUEs X̄ is calculated in following manner

ωSUEi
=

ρ

N̄
+

(1− ρ)× δSUEi

∑|X̄|
k=1

δSUEk

. (5)

Likewise, for CCUEs in set X̄ the ωSUEi
is calculated in the

following manner

ωSUEi
=

ρ

N̄
. (6)

Note that in both (5) and (6), the ρ is the weight factor. In

other words, ρ can be used to prioritise CECUEs or CCUEs

while deciding the number of allocated radio resources.

Moreover, from (5), it can also be observed that among

selected CEUEs (X̄), the proposed scheme further prioritises

the CEUEs with higher PF metric values. This weighted

factor is adopted to ensure that the deprived CEUEs among

selected CEUES receive more radio resources than other

selected UEs.

TABLE I: Simulation Parameters

Parameter Value

Carrier frequency 3.5 GHz

Subcarrier spacing 30 KhZ

BS antenna height 5 m

Bandwidth 40 MHz

BS receiver noise figure 4 dB

No. of TRPs/cluster 2

SSB periodicity 10 ms

Antenna gain 17 dBi

No. of UEs/TS 8

UE receiver noise figure 9 dB

UE speed 3 km/h

UE attachment SINR-based

Traffic model Full buffer

Equaliser MMSE

l 1 Frame

TRP transmission power 34 dBm

Path Loss 3GPP 38.901 UMi LOS

Channel PedA model

Max HARQ RTT 8 ms

m 2 Frames

IV. SIMULATION RESULTS

We consider a specific scenario of University Avenue,

Glasgow where four TRPs are strategically positioned to

ensure comprehensive coverage, as shown in Fig 3. The

depiction is based on a realistic map of University Av-

enue, Glasgow, incorporating RUs to simulate and test the

performance of the Open-RAN network in the region. The

performance of the proposed algorithm is evaluated using

a modified Vienna 5G System Level Simulator [23]. The

simulation parameters are provided in Table I.

In the final step, after the weights are calculated, the

proposed algorithm then allocates the radio resource to all

selected UEs (SUEs) based on their weights in the following

manner

λSUEi
= ωSUEi

· ΛT , (7)

where λSUEi
is the resources allocated to ith SUE and ΛT

is the total number of available resources in the network.

The bar chart in Fig. 4 illustrates the comparative aver-

age throughput performance of cell edge users under three

distinct resource schedulers. The first bar denotes the aver-

age throughput performance utilising our proposed PF-based

scheduling algorithm, achieving the highest throughput of



Fig. 3: Illustration of the University Avenue, Glasgow sce-

nario, with 4 TRPs placed in the area ensuring thorough

coverage.
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just over 7.8 Mbps. In contrast, the second bar represents a

baseline where no CoMP strategies are implemented, result-

ing in a reduced average throughput of approximately 5.6
Mbps. More specifically, no CoMP refers to the scheduling

scheme where CEUEs are not classified or prioritised, and

radio resources among all UEs are distributed in a round-

robin (RR) manner. The third bar shows the CEUE’s average

throughput where clustering and switching features of DPS

CoMP are implemented, but radio resources are distributed

among all selected UEs in an RR fashion. Based on the

results in Fig. 4, it can be observed that in terms of CEUE

throughput, the proposed scheme outperforms the baseline

schemes. This is because the proposed scheme utilizes a

PF-based scheduler and prioritizes the deprived CEUEs by

adopting a weighted mechanism. This assigns higher weights

to CEUEs with higher PF metric values, resulting in higher

average throughput for CEUEs in the proposed scheme than

in the baseline schemes.

Likewise, the results depicted in Fig. 5 provide an insight-

ful comparison of Jain’s Fairness Index between the proposed

scheme and baseline schemes. To evaluate the distribution of

throughput across UEs, Jain’s fairness index was employed

as defined in [24]. The Jain’s fairness index (J) is given by

J(ω1, ω2, . . . , ωN ) =
(
∑N

i=1
ωi)

2

N
∑N

i=1
ω2

i

, (8)

where ωi represents the throughput of the i-th UE, and N

is the total number of UEs. The index value lies between 0

and 1, where values closer to 1 indicate a higher level of

fairness in radio resource distribution. The proposed scheme

achieves significantly better performance than the other two

baseline schemes in terms of fairness. This performance

superiority is primarily attributed to its use of a PF-based

scheduler, coupled with a strategic focus on disadvantaged

CEUEs. Since the scheme adopts a weighted mechanism,

greater weights are allocated to CEUEs that exhibit higher PF

metric values. Consequently, this approach leads to a notable

enhancement in the fairness index when compared to the

baseline alternatives, where resources are equally distributed

among all users in a round-robin manner and CEUEs are

identified or prioritised.

The Cumulative Distribution Function (CDF) plot in Fig.

6 compares the distribution of the average throughput across

all UEs in the network following a clustering period. The

CDF illustrates the proportion of UEs that achieve a certain

throughput threshold, providing a comprehensive view of

network performance.

The results indicate that a greater percentage of UEs

achieve higher average throughputs under the proposed al-

gorithm than no-CoMP and DPS-RR strategies. It implies

that the proposed algorithm is effective not only in raising

the overall throughput but also in ensuring that a more

significant portion of UEs experiences high data rates. To

this end, the CDF plot clearly demonstrates that the Proposed

Algorithm outperforms the baseline no-CoMP and DPS-RR

scenarios in terms of delivering higher average throughput
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to UEs in the network. In other words, this suggests that the

Proposed Algorithm could offer a more equitable distribution

of network resources and a better quality of service for all

connected UEs.

V. CONCLUSION

In conclusion, this paper presents a comprehensive and

innovative approach to addressing the challenges of resource

scheduling in O-RAN architectures with CoMP and non-ideal

fronthaul conditions. Our proposed scheme, encompassing

CEUE selection, DPS-based clustering and switching, and

PF-based radio resource allocation, demonstrates a significant

enhancement in network performance. The simulation results,

based on a realistic scenario at University Avenue, Glasgow,

underscore the practical applicability and effectiveness of our

approach. The proposed algorithm not only improves the av-

erage throughput for cell-edge users but also ensures a more

equitable distribution of network resources, as evidenced by

the improved Jain’s fairness index.
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