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Abstract—Parameter uncertainties and unknown distur-
bances always exist in the trajectory tracking control of
a deep-sea hydraulic manipulators (DHMs), significantly
reducing tracking accuracy. To address these issues, a
practical finite-time observer-based adaptive backstepping
super-twisting sliding mode control method (PFTO-ABSTC)
is proposed for precise DHM tracking control. First, a
projection-type adaptive law is constructed to handle the
parameter uncertainties. In addition, Levant’s Differentiator
is employed to obtain velocity of the DHM and construct
the adaptive law regression vector, minimizing system
noise from differentiation and filtering operations. Second,
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a practical finite-time observer (PFTO) strategy is proposed
to estimates lump disturbances and compensates them
in the controller, avoiding high-gain phenomenon of the
controller effectively. Then, the PFTO-ABSTC controller is
proposed by integrating the backstepping technique, which
chattering-free property can be achieved. In addition, the
uncertainties and disturbances of the DHM dynamics are
well addressed in the closed-loop system, and asymptotic
tracking performance can be guaranteed by Lyapunov the-
ory. Finally, comparative experimental results validate the
effectiveness of the proposed control strategy. Experimen-
tal results show that the proposed method can achieve
smaller control errors and better control performance than
the ESO-ABSTC, ABSTC, and PID control methods, and the
maximum control errors are improved by at least 41.30%,
50.76%, and 66.67%, respectively.

Index Terms—Backstepping technique, deep-sea hy-
draulic manipulator (DHM), finite-time observer, nonlinear
systems, sliding mode control.

I. INTRODUCTION

D
EEP-SEA hydraulic manipulators have gained consider-

able attention in recent decades because of their numer-

ous advantages, including high power-to-density ratio, rapid

response characteristics, and significant loading capacity [1],

[2]. These manipulators are commonly used as actuators on

various types of deep-sea submersibles to carry out heavy-

load operational tasks. Therefore, achieving precise control of

DHM is crucial in specific scenarios such as deep-sea explo-

ration, cable laying, and subsea rescue operations. However,

conventional PID control methods face significant challenges

in achieving motion control of DHM in the presence of uncer-

tain model parameters, as there are high levels of nonlinearity

[3], strong coupling [4], [5], and time-varying parameters [6]

inherent in hydraulic systems. These factors include variations

in the oil temperature affecting the effective bulk modulus of

the hydraulic fluid and changes in transmission efficiency due

to wear in mechanical transmission structures, among other

factors. Furthermore, the precise motion control for DHM is

further complicated by the presence of multiple sources of

unknown disturbances [7].

With the rapid development of the modern control theory,

nonlinear control methods have emerged as a focal point of
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research. Various nonlinear control methods, such as adaptive

control (AC) [8], [9], adaptive robust control (ARC) [10], [11],

sliding mode control (SMC) [12], [13], and neural network

control (NNC) [14], [15], have been proposed to address the

high-precision control challenges of complex electromechan-

ical systems. In particular, adaptive control methods, which

leverages the effectiveness of adaptive principles in address-

ing time-varying system parameter, have been developed to

achieve precise control of electrohydraulic servo systems [16].

Moreover, discontinuous mapping adaptive control methods

were proposed in [17] and validated through experiments on

hydraulic actuators. However, DHM inevitably encounter un-

known disturbances from both the internal and external envi-

ronment in practical applications, making it difficult to predict

disturbance bounds and posing a greater challenge for controller

design. Although adaptive control methods typically rely on

sufficiently large controller gains to mitigate the negative effects

of system disturbances [5], [17], this approach can lead to un-

desirable dynamic and steady-state performance of the system.

Thus, to minimize the adverse effects of disturbances, an

effective approach is to estimate the unknown lump dis-

turbances and incorporate disturbance compensation in the

controller design process. This method has the potential to

enhance robustness and tracking performance without the need

for excessively large controller gains. In [18], an extended

state observer-based composite state controller was proposed

to limit performance degradation of the system in the presence

of external disturbances. Another study [19] proposed an active

disturbance rejection control method to achieve precise motion

control of continuous wave pulse generators in the presence

of multiple disturbances. However, these studies rely only on

proportional terms as feedback signals for the controller, which

indicates the need for improvement in disturbance rejection

performance and pose challenges in applying it to DHM facing

multiple disturbances. Given the advantages of SMC, such as

strong robustness, fast convergence, and ease of implementa-

tion, the combination of observer with SMC has gained signif-

icant research attention in the control of electrohydraulic servo

systems. In [20], Zhang et al. designed a global integral SMC

to increase the trajectory tracking accuracy of electrohydraulic

servo systems by integrating a global integral sliding mode

surface design with an improved extended state observer (ESO).

Won et al. proposed a high-gain observer-based integral SMC

strategy to achieve position tracking control of electrohydraulic

servo systems, reducing the control gain of the controller and

effectively suppressing system chattering phenomena [21].

Although the integration of ESO can mitigate the chattering

phenomena commonly associated with traditional SMC, the

presence of discontinuous terms still leads to residual chat-

tering in the system. To increase the disturbance estimation

capacity and further eliminate chattering phenomena in SMC, a

novel approach that combines the super-twisting SMC method

with ESO has been proposed [12]. Ding et al. proposed a

synthesized super-twisting SMC method based on disturbance

estimation to enhance the control performance and disturbance

rejection capability of permanent magnet synchronous mo-

tors [22]. Another study [23] proposed a super-twisting SMC

method combined with disturbance compensation to achieve

precise trajectory tracking control of electrohydraulic servo sys-

tems by estimating system disturbances via a state observer and

compensating for them in the controller. Although traditional

ESO-based methods have achieved certain control effects, their

estimated errors exhibit only asymptotic convergence charac-

teristics, which inevitably lead to lower estimation speed and

accuracy. Additionally, if model uncertainties become the major

influencing factor of system disturbances, observers designed

on the basis of nominal system models may suffer from se-

vere performance degradation, thus affecting the overall control

performance of the controller. Therefore, it is crucial to design

an effective control strategy that can achieve precise motion

control of DHM under the influence of unknown disturbances

and model parameters uncertainties, which is an important issue

that requires further investigation.

Inspired by the aforementioned problems, this article pro-

poses a practical finite-time observer-based adaptive back-

stepping super-twisting sliding mode control (PFTO-ABSTC)

method to further address the precise trajectory tracking control

of DHM with parameter uncertainties and unknown external

disturbances. The contributions of this article can be summa-

rized as follows:

1) Unlike the ESO in [12], [23], the PFTO strategy is pro-

posed to estimate and compensate the lumped disturbances,

which can be guaranteed the practical finite-time convergence

of the estimated error.

2) A PFTO-ABSTC controller is developed for the DHMs,

which can be achieved chattering-free property. The parameter

uncertainties and disturbances of the DHM dynamics are well

addressed in the controller, which enhances the disturbance

rejection ability.

3) The asymptotic tracking performance of the controller

can be guaranteed in theory. The experimental validation was

conducted, which demonstrate the excellent performance of the

proposed control strategy.

The remainder of this article is organized as follows. Sec-

tion II establishes the dynamic model of the DHM. Section III

designs the PFTO-ABSTC controller and provides a stability

proof for the system. The experimental results and analysis

are presented in Section IV. Finally, conclusions are drawn in

Section V.

II. DYNAMICS MODELING AND PROBELMS FORMATION

A. Dynamics of the Manipulator

Considering an n-DOF DHM in Fig. 1(a), the dynamics of

the manipulator are considered as follows:

M(q)q̈ + C(q, q̇)q̇ +H(q̇)q̇ +G(q) = τ +D (1)

where q, q̇ and q̈ represent the position, velocity, and accelera-

tion of the joint angle of the manipulator, respectively. M ∈
Rn×n, C ∈Rn×n, and G ∈Rn×1 represents the symmetric

positive definite inertia matrix, coriolis and centrifugal force

matrix, and gravity matrix of the manipulator, respectively.

H ∈Rn×n represents the hydrodynamics, including viscous

drag and added mass effects [1]. τ represents the torque vector
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Fig. 1. Architecture of the deep-sea hydraulic manipulator system.
(a) Deep-sea Hydraulic Manipulator. (b) Hydraulic Actuator.

of the manipulator; D represents unmodeled disturbances such

as friction force and interference during the movement of the

manipulator.

Remark 1: Due to the constraints in manufacturing costs and

internal installation space, DHMs typically has only position

sensors and pressure sensors. The Levant’s differentiator (LD),

which have the simple and noise amplification free structure

[24], thus it is chosen for obtain the velocity signal of the

system. Its specific structure is as follows:

ṁ0 = v

v =−ℓ1|m0 − q|
1/2
sign(m0 − q) +m1

ṁ1 =−ℓ2sign(m1 − v) (2)

where q is the input signal of the LD, that is, the position signal

of the manipulator; m0 and m1 are the status signal; ℓ1 and ℓ2

are the designed parameters; v is the output signal, that is, the

velocity signal obtained by the LD.

Lemma 1 [25]: Assuming that the input signal of the LD sat-

isfies |m0 − q| ≤ ε1 and the appropriate ℓ1 and ℓ2 are selected,

then in finite time tTD, the LD will satisfy:

|m0 − q| ≤ ς1ε1 = ξ1, |v − q̇| ≤ ς2ε
1/2

1 = ξ2 (3)

where ς1, ς2 > 0 and which are constants that depend on the

design parameters of the LD.

B. Dynamics of the Hydraulic System

As shown in Fig. 1(b), the joint of the manipulator studied

in this article realizes the rotation motion of the joint by con-

trolling the servo valve. Define y = diag[y1, y2, . . . , yn] repre-

sents the move distance of the hydraulic cylinder at different

joints. Assuming that there is no internal leakage in the whole

hydraulic system, the dynamic equation of the hydraulic system

can be modeled as follows:

V01 +Ay

βe
Ṗ1 =−A

∂y

∂q
q̇ +Q1

V02 −Ay

βe
Ṗ2 =A

∂y

∂q
q̇ −Q2 (4)

where V01, V02 represents the initial volume of the oil inlet

chamber and the oil return chamber of the hydraulic cylinder,

respectively; βe represents the effective bulk modulus of hy-

draulic oil; P1=[P11, P12, . . ., P1n]
T

, P2=[P21, P22, . . ., P1n]
T

represent the pressure of the oil cylinder inlet chamber

and return chamber, respectively; Ṗ1, Ṗ2 represents the

pressure change rates of the P1 and P2, respectively;

A= diag [A1, A2, . . . , An] represents the effective stamping

area of the oil inlet chamber and the oil return chamber of

cylinder; (∂y/∂q) represents the complete differential matrix

between cylinder movement and joint angle can be written as

∂y

∂q
=







∂y1

∂q1
· · · ∂y1

∂qn

· · · · · · · · ·
∂yn

∂q1
· · · ∂yn

∂qn






(5)

and Q1, Q2 represents the fluid flow rates of the oil inlet cham-

ber and the oil return chamber of the hydraulic cylinder, the

relationship between it and the servo valve input signal can be

established as follows:

Q1 = kqg1(P1, u)u

Q2 = kqg2(P2, u)u (6)

where kq represents the proportional coefficient between the in-

put signal of the servo valve and the flow rate. The relationship

g1(P1, u), g2(P2, u) between the control signal and the flow rate

can be established as follows:

g1(P1, u) = n(u)
√

Ps − P1 + n(−u)
√

P1 − Pr

g2(P2, u) = n(u)
√

P2 − Pr + n(−u)
√

Ps − P2 (7)

where Ps and Pr represents the oil supply pressure and return

pressure of the hydraulic system, respectively. The function

n(Ξ) in (7) is defined as follows:

n(Ξ) =

{

1, if Ξ≥ 0

0, if Ξ< 0
(8)

Through the above process, the torque τ of the manipulator

can be written as

τ =
∂y

∂q
(AP1 −AP2). (9)

C. State Space Model

According to the above dynamic modeling process, the con-

trol goal of this article is to make each joint of the manipulator

track the desired trajectory xd = qd = [qd1, qd2, . . . , qdn]
T

as

accurately as possible by designing a controller. Define the

state vector x=
[

xT1 , x
T
2 , x

T
3

]T
=
[

qT , q̇T , (AP1 −AP2)
T
]T

.

According to (1), (2), (4), and (9), the state space model of

DHM dynamics can be established as follows:

ẋ1 = x2

ẋ2 =−φ1x2 + θ1φ2x3 − φ3 + f1

ẋ3 =−θ2φ4x2 + θ3φ5u+ f2 (10)

where φ1 =M(q)−1(C(q, v) +H(v)), φ2 =M−1, φ3 =M−1

G(q), φ4 = [(1/V01 +Ay)+(1/V02−Ay)], φ5 = [(g1(P1, u)/
V01 +Ay) + (g2(P2, u)/V02 −Ay)], θ1 = (∂y/∂q), θ2 =
A(∂y/∂q)βe, θ3 = βekq , f1 =M−1[D − C(q, (q̇ − v))q̇ −
H(q̇ − v)q̇] + Π1 and f2 =Π2, which Πi represents

disturbances during modeling process.

Assumption 1: The uncertain disturbances f1 and f2 are both

bounded and their change rates are bounded.

Assumption 2 [7]: The parametric uncertainties is bounded

by the known range, i.e., θ ∈ Ωθ = {θ : θmin ≤ θ ≤ θmax}.
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Fig. 2. Block diagram of the PFTO-ABSTC.

III. PFTO-ABSTC CONTROLLER DESIGN

In this section, an PFTO-ABSTC controller is established for

precise motion control of DHM, including three main compo-

nents: projection-type adaptive law, PFTO and controller de-

sign. The overall structural diagram is shown in Fig. 2.

A. Projection-Type Adaptive Law

Define •̂ as the estimated value of • and define estimate

error •̃= • − •̂. Define Θ= [θ1, θ2, θ3]
T

, and a projection-type

adaptive law is designed as follows [26], [27]:

˙̂
Θ = Pr ojΘ̂(ΓN) (11)

where Γ = diag{Γ1,Γ2,Γ3} represents the positive definite

adaptive gain matrix; N ∈R3 is the adaptive vector, which will

be designed in the following chapters. The projection mapping

is defined as follows:

Pr ojΘ̂(•) =











0, θ̂ = θmax and •> 0

0, θ̂ = θmin and •< 0

•, otherwise

. (12)

B. Practical Finite-Time Observer

In this part, PFTO strategy is constructed to estimate lumped

disturbances and achieves practical finite-time stability. To

maintain generality, the state space model of system (10) is

reconstructed and can be express as

ẋi+1 = χi(x, φ) + Θϕi + fi (13)

where ϕi represents the polynomial matrix of known form, χi

represents the known formal equation and fi represents the

disturbance, i= 1, 2. To estimate the disturbance fi, a fictitious

system is constructed according to (13) as follows:

˙̂xi+1 = χi(x, φ) + Θ̂ϕi + ûi (14)

where x̂i+1 represent the state of the fictitious system, ûi rep-

resents the input signal of the fictitious system. According to

(13) and (14), the following expression for the estimated error

can be obtained as follows:

˙̃xi+1 = Θ̃ϕi + fi − ûi. (15)

Thus, if
∥

∥ ˙̃xi+1

∥

∥= 0 and ‖x̃i+1‖= 0 is satisfied, we can

consider that the control signal ûi of the fictitious system

is the disturbance value of the practical system, that is,

∥

∥

∥
Θ̃ϕi + fi − ûi

∥

∥

∥
= 0. Therefore, the process of constructing

the estimation strategy is transformed into the control signal ûi
of the fictitious system in the subsequent part. Thus, the control

signal ûi of the fictitious system is designed as follows:
{

ûi = η̂i + kf1x̃i+1 + kf2|x̃i+1|
(r−1)/r

sign(x̃i+1)
˙̂ηi = ω1x̃i+1 − ω2η̂i

(16)

where kf1, kf2, ω1 and ω2 both are positive definite diagonal

matrices; r is the positive constant which satisfied r > 2; ηi
is the adaptive term. In addition, define η̃i = ηi − η̂i = Θ̃ϕi +
fi − η̂i. According to (16), the rate of change of the estimated

error is expressed as follows:

˙̃ηi =
d

dt
(Θ̃ϕi + fi)− ˙̂ηi = η̇i − ω1x̃i+1 + ω2ηi − ω2η̃i. (17)

Lemma 2 [28]: For any ℘1 > 0, 0< ι < 1 and 0< ℘2 <
∞, an extended Lyapunov condition with practical finite-time

stability can be given as V̇ (x) + ℘1V
ι(x)≤ ℘2, where the

settling time can be estimated by Tr ≤ t0 + (1/℘1℘3(1 − ι))
[

V 1−ι(x(0))− ((℘2/℘1(1 − ι)))
(1−ι)/ι

]

and 0< ℘3 < 1.

Lemma 3 [29]: For any variables ℓ1 and ℓ2, |ℓ1|
λ̄1 |ℓ2|

λ̄2 ≤

λ̄1λ̄3|ℓ1|
λ̄1+λ̄2

/

(λ̄1 + λ̄2)+λ̄2λ̄
−λ̄1/λ̄2

3
|ℓ2|

λ̄1+λ̄2

/

(λ̄1+λ̄2) can

obtained, which λ̄1, λ̄2 and λ̄3 are all positive constants.

Theorem 1: According to assumptions 1 and 2, if the lumped

disturbance Θ̃ϕi + fi of the system satisfies |ηi| ≤D1 and

(d/dt) |η̇i| ≤D2, then the state estimated error x̃i+1 and the

disturbance estimated error η̃i of the observer is practical finite-

time stable.

Proof: See Appendix A.

Remark 2: Since the DHM always lacks velocity feedback

signal, the input signal of the PFTO is v when the unmatched

disturbance f1 is estimated, and it is not difficult to conclude

that the convergence time of estimating the unmatched dis-

turbance f1 through the above PFTO is max{tLD, tPFTO}.

Therefore, by combining LD, the convergence time of the

PFTO strategy proposed in this part is further written as Ts =
max{tLD, tPFTO}.

C. Controller Design

Define trajectory tracking errors z1 = x1 − x1d and α1 =
ẋ1d − k1z1, where x1d is the expected tracking signal of the

manipulator joint; k1 is a positive definite diagonal matrix; α1 is

a virtual control law about x1. Define filter error z2 to facilitate

subsequent analysis and calculation as follows:

z2 = ż1 + k1z1 = x2 − α1 (18)
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Step1: Position Tracking. Taking the derivative of z2 in (18)

yields the following:

ż2 = ẋ2 − α̇1

=−φ1x2 + θ1φ2x3 − φ3 + f1 − α̇1 (19)

and integral-type sliding mode manifold is defined as follows:

s1 = z2 +

∫ t

0

a1z2dτ (20)

where a1 is a positive definite diagonal matrix. Combined with

(19), the derivation of the sliding mode manifold (20) can be

obtained as follows:

ṡ1 = ż2 + a1z2

=−φ1x2 + θ1φ2x3 − φ3 + f1 − α̇1 + a1z2. (21)

According to (21), the virtual control law α2 is designed

as follows:

α2 =
1

θ̂1φ2

(α2a + α2s + α2aux)

α2a = φ1v + φ3 − û1 + α̇1 − a1z2

α2s =−k11s1 − k12|s1|
1/2
sign(s1)

α̇aux + ℑ1αaux =−k13sign(s1) (22)

and k11, k12, k13, and ℑ1 both are positive definite diagonal

matrix.

Step2: Pressure Tracking. Define z3 = x3 − α2 and taking

the derivative of z3 can yield the following:

ż3 = ẋ3 − α̇2 =−θ2φ4x2 + θ3φ2u+ f2 − α̇2. (23)

Due to the unmeasurable velocity signal x2 was existed in

the α2, thus it cannot be directly calculated and brought into

the controller design process. In order to solve this practical

problem, the derivative of the virtual control law α2 consists of

the following two parts [5]:

α̇2 = α̇2c + α̇2u

α̇2c =
∂α2

∂t
+
∂α2

∂x1

x2d +
∂α2

∂x2

ẋ2d

α̇2u =
∂α2

∂x2

[−φ1(x2 − v) + θ1φ2z3 − a1z2

+ α2s + α2aux + θ̃1φ2x3 + f1 − û1] +
∂α2

∂θ̂

˙̂
θ (24)

where α̇2c represents the computable part of the α̇2, and α̇2u

represents the undifferentiable part caused by disturbance, un-

measurable state and other factors, which will be processed by

the sliding mode controller.

The integral-type sliding mode manifold is defined as

follows:

s2 = z3 +

∫ t

0

a2z3dτ (25)

where a2 is the positive definite diagonal matrix. The derivation

of the sliding mode manifold (25) can be obtained:

ṡ2 =−θ2φ4x2 + θ3φ5u+ f2 − α̇2 + a2z3. (26)

According to (26), the the control law u can be obtained

as follows:

u=
1

θ̂3φ5

(ua + us + uaux)

ua = θ̂2φ4v − û2 + α̇2c − a2z3

us =−k21s2 − k22|s2|
1/2
sign(s2)

u̇aux + ℑ2uaux =−k23sign(s2) (27)

and k21, k22, k23, ℑ2 both are positive definite diagonal matrix.

Theorem 2: Assuming that
∣

∣d(φ1ξ1 + f̃1 + θ̂2z3)/dt
∣

∣≤D3

and
∣

∣d(θ̂2φ4ξ1 + f̃2)/dt
∣

∣≤D4 are satisfied, according to the

design of the virtual control lawα2 and the control law u, choos-

ing large enough gain of the controller to make the following

matrix Υ1i and matrix Υ2i ((29), shown at the bottom of the

page) are positive definite:

Υ1i =





̟1iki1 0 0

0 2̟2iki1+k
3
i1 −

(

̟2i+k
2
i1+

ki1ℑi

2

)

0 −
(

̟2i+k
2
i1+

ki1ℑi

2

)

2̟3iℑi+ki1+ℑi





(28)

where D ∈max{D3, D4}. Then, the system converges to the

sliding mode manifold in finite time.

Proof: See Appendix B.

Theorem 3: The gain and parameters are controlled by

appropriate adjustments to make the following matrix

Λ =















Λ1 0 Λ2 Λ3 0

0 diag[kf1ω1, ω2]I4 0 0 0

Λ2 0
λmin(Υ11)
λmax(Φ1)

I4 0 0

Λ3 0 0
λmin(Υ12)
λmax(Φ2)

I4 0

0 0 0 0 λmin(ψ)















(30)

is the positive definite matrix, where Λ1 =




k1 −(1/2) 0

−(1/2) a1 0

0 0 a2



, Λ2 =





0 0 0

−(k12/2) −k11 (1/2)
0 0 0



, Λ3 =





0 0 0

0 0 0

−(k22/2) −(k21/2) −(1/2)



, I4 represents a positive

definite matrix of dimension 4. In addition, the adaptive law

in (11) is obtained by using the following adaptive equation:

N =
[

φ1x3z2 −φ4νz3 φ5uz3

]T
− ψΘ̂ (31)

Υ2i =







̟1iki2 + k3
i2 + ki2ki3 − ki2D −

ki1k
2
i2+ki1ki3+ki1D

2
2̟3iki3−̟1i+ki3−2̟3iD−D

2

−
ki1k

2
i2+ki1ki3+ki1D

2
2̟2iki2 − k2

i1ki2 ki1ki2 +
ki2ℑi

2
2̟3iki3−̟1i+ki3−2̟3iD−D

2
ki1ki2 +

ki2ℑi

2
−ki2






(29)
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Fig. 3. Experimental platform.

where ψ = diag[ψ1, ψ2, ψ3] is a positive definite matrix. Thus,

the PFTO-ABSTC controller can ensure that all signals of the

closed-loop system are bounded and that the tracking error can

asymptotically converge, that is, t→∞, z1 → 0.

Proof: See Appendix C.

IV. EXPERIMENTAL VERIFY

A. Experimental Steup

The experimental setup, as shown in Fig. 3, primarily consists

of a 2-degree-of-freedom (2-DOF) DHM platform, a control

system, and a signal conversion system. The experiments were

conducted at the rotary joint and pitch joint, as depicted in

Fig. 1. The manipulator joints provide position and pressure

feedback to the PC host. The PC host uses the controller pro-

posed in this article to compute the control signals. These digital

signals are then converted into analog signals for the servo valve

through the signal conversion system. By controlling the servo

valve’s opening, the manipulator joints are driven. The entire

experimental platform operates with a sampling period of 5 ms,

and the hydraulic system is supplied with a pressure of 13 Mpa.

The effectiveness of the proposed method is verified by com-

paring the four controllers in three sets of experiments:

C1: PFTO-ABSTC proposed in this article. The

controller parameters are tuned as: k1 = diag[50, 45], k11 =
diag[500, 300], k12 = diag[200, 170], k13=diag[100, 100], ℑ1 =
diag[30, 20], k21 = diag[2000, 1500], k22 = diag[770, 650],
k23 = diag[500, 400], ℑ2 = diag[50, 45], Γ = diag[5.0 × 10−4,
4.2×10−4, 0.08, 0, 05, 20, 35]; kf1=diag[100, 80, 50, 55], kf2=
diag[50, 60, 35, 35], r = diag[3, 2, 2, 4], ω1 = diag[110, 100,
65, 70], and ω2 = diag[225, 210, 175, 190]. Parameter adjust-

ment guidelines can be seen in [12].

C2: ESO-ABSTC, which is integrated the ABSTC control

method with ESOs proposed in [18], [26]. The controller values

were set the same as those of C1, and the ESOs parameters are

set as: ωe1 = diag[100, 150], ωe2 = diag[120, 115].
C3: ABSTC without any disturbance compensation.

The controller gains were set as: k1 = diag[50, 45], k11 =
diag[1500, 2000], k12 = diag[500, 430], k13 = diag[100, 100],
ℑ1 = diag[30, 20], k21 = diag[11000, 9800], k22 = diag[1000,
1120], k23 = diag[1000, 600], ℑ2 = diag[50, 45].
C4: PID: proportional-integral-derivative controller with

kp = diag[75, 225], kI = diag[25, 10], and kD = diag[0, 0].
Furthermore, the following three performance evaluation

metrics are introduced: 1) Absolute maximum error (AME):

Fig. 4. Trajectory tracking results of the four controllers in Case 1.

Fig. 5. Trajectory tracking errors of the four controllers in Case 1.
(a) Rotary Joint. (b) Pitch Joint.

AME =max { |z1(i)|} ; 2) Mean squared error (MSE):

MSE = (1/n)
∑n

i=1 (z1(i)− z̄1(i))
2
; 3) Standard Deviation:

(SD): SD =
√

∑n
i=1 (z1(i)− z̄1)

2
/n, where i is the sampling

point, z1 is the trajectory tracking error, and z̄1 is the mean

trajectory error.

B. Experimental Result

Case1: Low-speed sine trajectory x11d = 0.35 sin(0.6t)rad
and x12d =−0.35 sin(0.6t)rad are employed to verify the ap-

plicability of the PFTO-ABSTC. The trajectory tracking re-

sults of different control methods are shown in Fig. 4, and

the tracking errors generated during the tracking process are

shown in Fig. 5. In addition, the performance indices of tracking

errors generated by different control methods are shown in

Table I. Due to controller C4 ignores the dynamics of the DHM

completely, it generates the largest tracking error during the

tracking process. The controller C3 is designed based on the

dynamic model of the DHM, and the influence of the parameter

uncertainty of the system is further considered, the maximum

tracking accuracy generated is improved by about 30% com-

pared with C4. However, the above improvement is still difficult
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TABLE I
PERFORMANCE INDICES OF THE FOUR CONTROLLERS IN CASE 1

Joint Methods AME MSE SD

Rotary

C1 1.41 × 10−2 1.57 × 10−5 4.01 × 10−3

C2 2.44 × 10−2 4.70 × 10−5 6.90 × 10−3

C3 2.97 × 10−2 6.81 × 10−5 8.35 × 10−3

C4 4.23 × 10−2 4.99 × 10−4 2.03 × 10−2

Pitch

C1 1.27 × 10−2 9.37 × 10−6 3.10 × 10−3

C2 2.26 × 10−2 3.76 × 10−5 6.15 × 10−3

C3 2.72 × 10−2 6.13 × 10−5 7.81 × 10−3

C4 4.14 × 10−2 6.19 × 10−4 2.48 × 10−2

Fig. 6. Parameters adaptive results in Case 1.

to meet expectations, which is due to the inevitable existence of

lots of internal and external disturbances, such as pressure shock

disturbance and internal friction. Thus, in order to compensate

for the above disturbance, controller C2 is constructed based

on C3 controller by integrating ESOs. It can be seen from the

data in Table I that all data performance indices of tracking

error have been improved. However, because these ESOs can

only achieve asymptotic convergence and easily amplify system

noise, only limited performance improvement can be achieved.

It is worth noting that controller C1 achieves the minimum

trajectory tracking error by integrating PFTO strategy, which is

at least 42.21%, 52.53%, and 66.67% smaller than other control

methods, respectively. In addition, the MSE and SD indices of

the C1 are significantly improved compared to other control

methods. The results of the parameter adaptive law can be seen

in Fig. 6. The state estimation results obtained by PFTOs and

ESOs are shown in Figs. 7 and 8. It can be seen that both

strategies can converge to the bounded neighborhood of the

system state. However, according to the subfigures and error

analysis, compared with ESO, PFTO strategy can make the

estimator converge better to the state through the design of a

disturbance adaptive term and a fractional-order term in the

presence of multiple source disturbances, so that controller C1

can obtain better control performance.

Case2: The high-speed sine trajectory x11d = 0.35

sin(1.25t)rad and x12d =−0.35 sin(1.25t)rad is used to

further test the performance of the different controllers. The

trajectory tracking results and errors obtained by different

controllers are shown in Figs. 9 and 10, respectively. The

performance indices of trajectory tracking errors are shown in

Table II. It can be seen from the above results that the trajectory

tracking error obtained by controller C1 is still smaller than

Fig. 7. State estimation results of Rotary Joint in Case 1.

Fig. 8. State estimation results of Pitch Joint in Case 1.

Fig. 9. Trajectory tracking results of the four controllers in Case 1.

that of other controllers, and the maximum trajectory tracking

error is increased by at least 41.30%, 50.76%, and 71.66%

respectively. As can be seen from Figs. 11 and 12, the PFTO

strategy proposed in this article still achieves better state

estimation effect than the ESO strategy, and converges to the

bounded neighborhood of the system state with a smaller state

estimation error. In addition, the controller C1 obtains smaller

MSE and SD compared with other controllers according

to the Table II. By comparing controllers C1 and C2, the

difference is only in the ESOs and PFTOs strategies, while
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Fig. 10. Trajectory tracking errors of the four controllers in Case 2.
(a) Rotary Joint. (b) Pitch Joint.

Fig. 11. State estimation results of Rotary Joint in Case 2.

Fig. 12. State estimation results of Pitch Joint in Case 2.

TABLE II
PERFORMANCE INDICES OF THE FOUR CONTROLLERS IN CASE 2

Joint Methods AME MSE SD

Rotary

C1 1.89 × 10−2 2.65 × 10−5 5.10 × 10−3

C2 3.29 × 10−2 7.85 × 10−5 8.92 × 10−3

C3 3.96 × 10−2 1.14 × 10−4 1.12 × 10−2

C4 6.12 × 10−2 1.52 × 10−3 3.90 × 10−2

Pitch

C1 1.62 × 10−2 1.76 × 10−5 4.20 × 10−3

C2 2.76 × 10−2 6.51 × 10−5 8.10 × 10−3

C3 3.67 × 10−2 9.89 × 10−5 1.05 × 10−2

C4 7.78 × 10−2 1.41 × 10−3 3.64 × 10−2

the MSE and SD of C1 controller have been greatly improved,

which also proves the effectiveness and excellence of PFTO

strategies.

V. CONCLUSION

This article addresses the trajectory tracking control of a

DHM with unknown disturbances and parameter uncertain-

ties. An PFTO-ABSTC method was proposed to ensure the

asymptotic stability of the tracking error. First, a projection-type

adaptive law was employed to estimate the system’s uncertain

parameters. Second, the PFTO was developed to estimate and

compensate for disturbances. By integrating the PFTO and the

adaptive law, the PFTO-ABSTC controller was constructed.

The stability of the closed-loop system was proven via Lya-

punov stability theory. Finally, the control performance of the

proposed controller was demonstrated through experimental

results performed on a 2-DOF DHM. In future work, we plan

to conduct experiments with more degrees of freedom and to

further consider the actual physical constraints of the system.

A. Proof of Theorem 1

Define ϑ= [x̃i+1, η̃i]
T , i= 1, 2. And choose Lyapunov func-

tion as follows:

V1 = ϑT diag

[

ω1

2
,

1

2

]

ϑ=
ω1

2
x̃2
i+1 +

1

2
η̃2
i (A.1)

Derivative the (A.1) can obtain

V̇1 = ω1x̃i+1
˙̃xi+1 + η̃i ˙̃ηi

= ω1x̃i+1(η̃i − kf1x̃i+1 − kf2|x̃i+1|
(r−1)/r

sign(x̃i+1))

+ η̃i(η̇i − ω1x̃i+1 + ω2ηi − ω2η̃i)

≤−kf1ω1x̃
2
i+1

− kf2ω1x̃
(2r−1)/r
i+1

+ ω1x̃i+1η̃i

+ (ω2D1 +D2)η̃i − ω1x̃i+1η̃i − ω2η̃
2
i

=−kf1ω1x̃
2
i+1

− kf2ω1x̃
(2r−1)/r
i+1

− ω2η̃
2
i
+ (ω2D1 +D2)η̃i

=−ϑT diag[kf1ω1, ω2]ϑ−kf2ω1x̃
(2r−1)/r
i+1

+(ω2D1+D2)η̃i
(A.2)

By Lemma 3, we have

V̇1 ≤ −

(

4rkf1ω1

(2r − 1)λ̄1

+ kf2ω1

)

|x̃i+1|
(2r−1)/r

−
4rω2

(2r − 1)λ̄2

|η̃i|
(2r−1)/r

+ (ω2D1 +D2)η̃i +
kf1ω1

4rλ̄2r−1
1

+
ω2

4rλ̄2r−1
2

≤− ςV
(2r−1)/2r

1 +∇ (A.3)

where λ̄1 = (m− 1)/2m, λ̄2 = 1/2m, ℓ1 = 1, ς =
min{((4rkf1ω1/(2r − 1)λ̄1) + kf2ω1), (4rω2/(2r − 1)λ̄2)}
and ∇=(ω2D1 +D2)η̃i +(kf1ω1/4rλ̄2r−1

1 )+ (ω2/4rλ̄2r−1
2 ).

According to Lemma 2, the state estimation error x̃i+1 of the

observer can converge to zero in practical finite-time tPFTO.

Since then, the finite-time convergence of the observer has been

proven.

B. Proof of Theorem 2

Substituting α2 and u into (22) and (27), we can obtain

as follows:

ṡ1 =−k11s1 − k12|s1|
1/2
sign(s1) + αaux + d1
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α̇aux + ℑ1αaux =−k13sign(s1) (A.4)

ṡ2 =−k21s2 − k22|s2|
1/2
sign(s2) + uaux + d2

u̇aux + ℑ2uaux =−k23sign(s2) (A.5)

where d1 = φ1ξ2 + f̃1 + θ̂2z3, d2 = θ̂2φ4ξ2 + f̃2. To maintain

generality and facilitate subsequent analysis, the above formu-

las are rewritten in the following form:

ṡi =−ki1si − ki2|si|
1/2
sign(si) +mi

ṁi + ℑimi =−ki3sign(si) + ḋi (A.6)

where i= 1, 2, m1 = αaux + d1, m2 = uaux + d2. Define vec-

tor ~i = [|si|
1/2
sign(si) si mi ]T , and consider Lyapunov

function as follows:

V2i =̟1i |si|+̟2is
2
i +̟3imi

+
1

2
(ki1si + ki2|si|

1/2
sign(si)−mi)

2 (A.7)

where ̟ji > 0, j = 1, 2, 3. Obviously, the Lyapunov

function above is continuous and differentiable in

V2i ∈ {V2i(si,mi)|si 6= 0}. Therefore, differentiating (A.7)

yields the following:

V̇2i =̟1i

si
|si|

ṡi + 2̟2isiṡi + 2̟3imiṁi

+ (ki1si+ki2|si|
1/2
sign(si)−mi)

(

ki1ṡi+ki2
ṡi

|si|
1/2

−ṁi

)2

(A.8)

Substituting (A.6) into (A.8) gives as follows:

V̇2i ≤ (ki1k
2
i2 + ki1ki3 − ki1̟1i + ki1D) |si|

− (ki2̟1i + k3
i2 + ki2ki3 + ki2D)|si|

1/2

+ (̟1i + 2ki3̟3i − ki3 + 2̟3iD +D) |mi|

− (2ki1̟2i + k3
i1)s

2 − (2ki2̟2i − ki1ki2)|si|
3/2

+ (2̟2i + 2k2
i1 + ki1ℑi) |si| |mi|

− (2ℑi̟3i − ki1 −ℑi)m
2
i

+ (2ki1ki2 + ki2ℑi)|si|
1/2

|mi|+ ki2
m2

i

|si|
1/2

(A.9)

Thus, (A.9) can be rewritten as

V̇2i ≤−~
T
i Υ1i~i −

1

|si|
1/2

~
T
i Υ2i~i (A.10)

According to the assumption in (28) and (29), both Υ1i

and Υ2i are positive definite matrices. Therefore, according

to the properties of positive definite matrices, we can obtain

as follows:

λmin(Υ1i) ‖~i‖
2

2 ≤ ~
T
i Υ1i~i ≤ λmax(Υ1i) ‖~i‖

2

2

λmin(Υ2i) ‖~i‖
2

2 ≤ ~
T
i Υ2i~i ≤ λmax(Υ2i) ‖~i‖

2

2 (A.11)

Then, (A.10) can be further rewritten as

V̇2i ≤−λmin(Υ1i) ‖~i‖
2

2 −
1

|si|
1/2
λmin(Υ2i) ‖~i‖

2

2 (A.12)

According to (A.7), we can obtain as follows

λmin(Φi) ‖~i‖
2

2 ≤ V2i ≤ λmax(Φi) ‖~i‖
2

2

|si|
1/2

≤ ‖~i‖ ≤
V

1/2

2i

λ
1/2

min(Φi)
(A.13)

where the positive-definite matrix Φi is given by

Φi =
1

2





2̟1i + k2
i2 ki1ki2 −ki2

ki1ki2 2̟2i + k2
i1 −ki1

−ki2 −ki1 2̟3i + 1



 (A.14)

Thus,

V̇2i ≤−
λmin(Υ1i)

λmax(Φi)
V2i −

λ
1/2

min(Φi)λmin(Υ2i)

λmax(Φi)
V

1/2

2i (A.15)

According to Lemma 15 in [28], the sliding mode manifold

converge to zero in finite time. Thus, Theorem 2 is proven.

C. Proof of Theorem 3

The Lyapunov function is as follows:

V3 =
1

2
zT1 z1 +

1

2
zT2 z2 +

1

2
zT3 z3 +

1

2
Θ̃TΓ−1Θ̃ + V1+V21+V22

(A.16)

Combined with (10), (19), (23), (28), (29), (A.1), (A.7),

(A.11), and (A.15), the derivative of V3 can be obtained as

V̇3 ≤ − k1‖z1‖
2
− a1‖z2‖

2
− a2‖z3‖

2

+ |z1| |z2|+ k11 |z2| |s1|+ k12 |z2| |s1|
1/2

− λmin(ψ)
∥

∥

∥
Θ̃
∥

∥

∥

2

+ λmax(ψ)
∥

∥

∥
Θ̃TΘ

∥

∥

∥

+ |z2| |m1|+ k21 |z3| |s2|+ k22 |z3| |s2|
1/2

+ |z3| |m2|+ V1 + V21 + V22 +
∣

∣

∣
θ̂2φ4x2

∣

∣

∣
+ |φ1x2|

(A.17)

Define vectors z = [|z1| |z2| |z3|]
T , ~1 =

[|s1|
1/2

|s1| |m1| ]
T , ~2 = [|s2|

1/2
|s2| |m2|]

T , and

χ= [z ϑ ~1 0 ~2 Θ̃]T . With the definition of Λ, the

above equation can be further rewritten as

V̇3 ≤−χTΛχ+∆

≤−λmin(Λ)V3 +∆ (A.18)

where∆= |(λ
1/2

min(Φ1)λmin(Υ21)/λmax(Φ1))V
1/2

21 +(λ
1/2

min(Φ2)

λmin(Υ22)/λmax(Φ2))V
1/2

22 +
∣

∣

∣
θ̂2φ4x2

∣

∣

∣
+ |φ1x2| + λmax(ψ)

∥

∥

∥
Θ̃TΘ

∥

∥

∥
+ kf2ω1x̃

(2r−1)/r
i+1

+ (ω2D1 +D2)η̃i|. Obviously, ∆

is bounded and V3 is also bounded; thus, the error z is also

bounded. Then, according to the assumption, the state x of the

closed loop system is also bounded, so all the signals of the

whole system are bounded.
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