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Abstract—This paper introduces a novel multi-user mobile
edge computing (MEC) scheme facilitated by a simultaneously
transmitting and reflecting reconfigurable intelligent surface
(STAR-RIS) and a unmanned aerial vehicle (UAV). Unlike exist-
ing MEC approaches, the proposed scheme enables bi-directional
offloading, allowing users to concurrently offload tasks to the
MEC servers located at ground base station (BS) and UAV with
the support of the STAR-RIS. To evaluate the effectiveness of
the proposed MEC scheme, we first formulate an optimization
problem aiming at maximizing the energy efficiency of the
system while ensuring the quality of service (QoS) constraints by
jointly optimizing the resource allocation, user scheduling, passive
beamforming of the STAR-RIS, and the UAV trajectory. A block
coordinate descent (BCD) iterative algorithm designed with the
Dinkelbach’s algorithm and the successive convex approximation
(SCA) technique is proposed to effectively handle the formulated
non-convex optimization problem characterized by significant
coupling among variables. Simulation results indicate that the
proposed STAR-RIS enhanced UAV-enabled MEC scheme pos-
sesses significant advantages in enhancing the system energy
efficiency over other baseline schemes including the conventional
RIS-aided scheme.
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I. INTRODUCTION

Currently, there is an exponential surge in the proliferation
of wireless devices, accompanied by a notable diversification
in the utilization of Internet of Things (IoT) applications.
As for the implementation of those computation-intensive
and latency-critical applications, e.g., autonomous driving,
augmented and virtual reality, etc., it presents significant chal-
lenges for the widely used center-cloud computing framework
to effectively handle large amounts of data in swift actions [1]-
[3]. To address this challenge, the technology of mobile edge
computing (MEC) has emerged as a promising solution for
effectively tackling the significantly augmented computational
necessity, since it is able to bring the capabilities of cloud
computing to the network edge and enables data processing in
close proximity. Consequently the MEC technique can perform
well in reducing network congestion, and improving service
quality and user experience. The benefits introduced by MEC
have garnered significant attention from researchers, and thus
many efforts primarily focus on reducing latency, conserving
energy, enhancing energy efficiency and so on [4]-[8].

A. Related Works

While the MEC technology provides an effective means to
enhance the network computing capabilities, the traditional
placement strategy for MEC servers near the ground base
stations (BSs) or access points (APs) may result in a limited
service coverage. To overcome this limitation, the unmanned
aerial vehicles (UAVs) are leveraged to assist the task comple-
tion of the MEC networks due to the inherent advantages of
UAVs, such as exceptional mobility and flexibility [9]-[17].
Specifically, in [9], the UAV is equipped with a MEC server
acting as an aerial MEC platform to facilitate the computation
of the offloaded tasks for users with low-quality transmission
links from the BSs or APs. In [10], the UAV is leveraged as a
relay to support the transfer of users’ computational tasks to
the MEC servers located at BS. The authors in [11] introduce
a novel MEC scheme that involves both aerial and ground
cooperation. The proposed scheme enables users to efficiently
offload their task data to multiple base stations (BSs) and
UAVs in a collaborative manner. Furthermore, a two-way
offloading UAV-aided MEC scheme is proposed in [12]-[14]
to enhance the computing capacity of the MEC network, where
the UAV not only carries the MEC processor but also serves as



a relay to facilitate the offloading of tasks from users to ground
MEC servers. Although UAV is able to effectively improve the
computing capacity of MEC networks, the existing UAV-aided
MEC schemes are designed by adapting to uncontrollable
random wireless channels, which seriously limits the task
offloading efficiency.

The reconfigurable intelligent surface (RIS) technique e-
merges as a promising solution to address this challenge [18]-
[20]. Due to the fact that RIS can dynamically adjust the
phases and amplitudes of incident signals, allowing the cre-
ation of controllable end-to-end virtual channels, RIS has been
incorporated into various kinds of communication systems
including MEC networks [21]-[28]. It is important to highlight
that UAVs flying at high altitudes enables the establishment
of a reliable line-of-sight (LoS) connection between the UAV
and users with a high possibility. Additionally, RIS technology
has the capability to reconfigure the wireless propagation
environment, and thus combining UAV and RIS will be a
win-win strategy for MEC networks. In particular, a RIS-
assisted UAV-enabled MEC scheme considering the aim of
maximizing energy efficiency is proposed in [24]. This MEC
scheme utilizes the RIS positioned on the building to enhance
the signals of users’ task offloading and direct them towards
the MEC server located on the UAV. To further improve
the computational capacity of the MEC network, a two-
way offloading scheme assisted by the UAV and the RIS is
proposed in [25]. In this scheme, a multi-antenna UAV is
responsible for processing a portion of users’ computation
tasks while also acts as a relay to transmit the remaining
computation tasks to the BS with the assistance of the RIS
installed on the building’s surface.

It is worth nothing that the flexibility and mobility of the
RIS in traditional RIS-assisted UAV-enabled MEC schemes are
limited [24], [25], considering that the location of the RIS is
usually fixed. In order to improve the flexibility and mobility
of the RIS, an aerial RIS-aided MEC scheme is proposed to
assist the MEC network in [26]. In this scheme, users only
offload their tasks to ground MEC server with the help of
the reflected ability of the RIS. Actually, the utilization of
computing resources on the UAV is significantly limited by
the reflection-only RIS, as it redirects all signals intended for
task offloading to the BS. A MEC scheme utilizing two UAVs
has been introduced by Duo et al. in [27] to overcome this
constraint. In this scheme, one UAV is equipped with a RIS
to support and optimize the transmission of task offloading
signals from users to the MEC server positioned on the second
UAV. It is important to highlight that the UAV housing the
MEC server is capable to handle some of the computational
tasks and serve as a relay to forward the remaining tasks to the
ground BS, thereby significantly enhancing the computational
capacity of the MEC network.

Actually, in the existing RIS-aided wireless communication
schemes, the traditional RIS is solely able to execute the
reflection modulation to the incident signals, which requires
the transceiver terminal equipment to be located at the same
side of the RIS. In other words, the conventional RIS can only
reconfigure the half-space wireless propagation environment,
which will significantly limit the coverage area of wireless

networks and the flexibility in deploying the RIS. To break-
through this limitation, an advanced RIS technology, named
as simultaneously transmitting and reflecting reconfigurable
intelligent surface (STAR-RIS), has drawn great attention from
both academia and industry [29]-[32]. STAR-RIS can split
the incident signal into two parts, where one part is reflected
to the same side of the incident signal and the other part
is transited to the opposite side, allowing a 360° coverage,
compared with the conventional RIS. As shown in Fig. 1, we
present the main difference between the STAR-RIS and RIS in
signal processing. Specifically, when the BS transmits signals
to the traditional RIS, the signals can only be reflected towards
the user positioned on the same side as the BS. The user on
the opposite side will not receive any signals from the RIS.
However, the STAR-RIS has the capability to not only reflect
signals to users positioned on the same side as the BS but also
transmit signals to users on the opposing side.
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Fig. 1: The main difference between the STAR-RIS and the conventional RIS
in signal processing.

B. Motivation and Contributions

Due to the inherent advantages, STAR-RIS possesses an
enormous application potentials in various wireless commu-
nication systems, e.g., secure communications [33]-[35], in-
tegrated sensing and communications [36], [37] and MEC
networks [38]-[40]. Specifically, a novel STAR-RIS-assisted
MEC scheme is proposed in [40], where the STAR-RIS is
attached vertically on the UAV. With the assistance of STAR-
RIS, the ground users distributed in a 360° manner can
efficiently offload their tasks to the BS. It is worth noting that
the traditional RIS mounted horizontally on the UAV can offer
a 360° coverage for ground users, as demonstrated in [26].
However, the aerial STAR-RIS-aided MEC system provides
greater flexibility in modulating incident signals through the
use of transmission and reflection beamforming. Note that, the
MEC scheme supported by the STAR-RIS in [40] still exhibits
certain constraints: (i) The vertically positioned STAR-RIS
will experience air resistance when the UAV is swiftly moving
in the air. And the resistance becomes more pronounced as
the surface area of the RIS increases, which will affect the
flexibility of the UAV. (ii)) The MEC scheme underutilizes the
complete spatial modulation potential inherent in the STAR-
RIS and it is difficult for this scheme to use the computing
resources on the UAV.

Although the existing RIS-assisted UAV-enabled MEC
schemes with the two-way task offloading can fully leverage
the computing resources situated at the BS and UAV, they have
the following deficiencies: (i) The UAV serves as multiple



roles where it acts as an MEC platform for processing partial
offloaded tasks, and a relay to send the remaining tasks to the
BS, which imposes a challenge on UAV hardware design. (ii)
These two-step MEC schemes are not energy and time efficient
since the UAV needs to receive and decode all the offloaded
tasks, and then transmit the unprocessed tasks to the BS in
the next time slot. The primary driving force behind this study
stems from the imperative need to tackle the aforementioned
challenges. To overcome limitations of the current MEC
schemes, we propose the STAR-RIS enhanced UAV-assisted
MEC scheme. In this scheme, the STAR-RIS is attached on
the UAV parallel to the ground, which allows users to offload
their computing tasks to MEC servers located at the BS and
UAV simultaneously in a bi-directional manner, facilitated by
the reflection and transmission features of the STAR-RIS. In
this paper, our main contributions are summarized as follows:

e STAR-RIS enhanced UAV-enabled MEC Architecture
with Bi-directional Offloading: A novel MEC scheme
aided by the STAR-RIS horizontally mounted on the UAV
is proposed for the first time. In contrast to the existing
MEC schemes, the proposed scheme allows users to
simultaneously offload their computing tasks to the MEC
servers located at the BS and UAV in a bi-directional
manner through the reflection and transmission capabili-
ties of the STAR-RIS. Note that the UAV in the proposed
MEC scheme is solely responsible for carrying the MEC
server and the STAR-RIS to assist the computation and
offloading of users’ tasks.

o Optimization Problem Formulation Maximizing Energy
Efficiency under Practical Constraints: To assess the
effectiveness of the proposed MEC scheme, We first
formulate an optimization problem with the aim of max-
imizing the energy efficiency of the system and ensuring
users’ quality of service (QoS) constraints by jointly de-
signing the resource allocation, users scheduling, passive
beamforming and UAV trajectory. Actually, managing
this optimization problem can be quite difficult because
of the presence of a fractional objective function and the
significant couplings among optimization variables.

o Iterative Algorithm with Guaranteed Convergence and
Substantial Performance Gain: To effectively address
this non-convex optimization problem, the alternative
strategy is leveraged to divide the optimization problem
into three subproblems. Then, an iterative algorithm based
on the Dinkelbach’s algorithm [41, Chapter 3.2.1] and
the successive convex approximation (SCA) technique is
proposed to effectively solve these three subproblems.
The assured convergence and efficacy of the algorithm
under consideration can be validated through an analysis
of its convergence curve and a comparative assessmen-
t against the semidefinite relaxation (SDR) technique.
Moreover, the potential of the STAR-RIS enhanced UAV-
enabled MEC scheme are demonstrated by comparing the
simulation results with four other baseline schemes.

The remainder of this paper is organized as follows. In
Section II, the system model of the STAR-RIS enhanced UAV-
enabled MEC network is presented, along with the channel

models, task offloading and computation models, as well as
the energy consumption model of the system. The formulated
optimization problem and the designed iterative algorithm
are shown in Section III, including the convergence and
complexity analysis of the proposed algorithm. The numerical
simulation is conducted in Section IV to verify the effective-
ness of the designed algorithm and the proposed MEC scheme.
Finally, the conclusion is made in Section V.

Notation: Operator o denotes the Hadamard product. (-)7,
() and (-)* represent transpose, conjugate transpose and
conjugate, respectively. Diag(a) denotes a diagonal matrix
with diagonal elements in vector a while diag(A) denotes a
vector whose elements are composed of the diagonal elements
of matrix A. |- |, || - || indicate the complex modulus and
the spectral norm, respectively. CM*1 stands for the set of
M x 1 complex vectors. Operator norm(a) will normalize the
amplitude of all entities in vector a as 1. Operator arg(a)
denotes the operation of extracting the phase angle of the
complex number.

II. SYSTEM MODEL

Fig. 2 illustrates the architecture of the UAV-enabled MEC
network with the assistance of the STAR-RIS. The network
comprises a ground base station (BS), K users each equipped
with a single antenna, a UAV equipped with a signal antenna
and installed with a STAR-RIS featuring M elements, along
with two MEC servers situated respectively at the BS and
the UAV. This study adopts the energy splitting protocol for
the STAR-RIS, wherein all elements incorporated within the
STAR-RIS possess the capability to simultaneously reflect (R)
and transmit (T) incident signals [29]'. Specifically, when
signals from users approach the STAR-RIS, a portion of
the signals are reflected to the BS by STAR-RIS, while the
remaining portion of the signals are transmitted to the UAV
via the STAR-RIS. This feature enables users to offload their
computing tasks in a bidirectional manner concurrently to the
MEC servers located at the BS and the UAV, respectively.
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Fig. 2: The UAV-enabled MEC network with bi-directional offloading strategy
supported by the STAR-RIS.

INote that, we currently consider an idealized model that assumes continu-
ous phase shift control for STAR-RIS, while disregarding the delay introduced
by the limited switching speeds of STAR-RIS elements. In this paper, we
try to provide the theoretical analysis and derive a upper-bound performance
of the system, which is crucial to validate the potentials of STAR-RIS in
MEC systems and can provide instructions for practical implementations. It
is of great meaning to extend our work by considering the practical hardware
limitations for the implementation of STAR-RIS in the future.



In this paper, we divide the mission period 7' into N
equal time slots, i.e., &y = T'/N, which is sufficiently small.
Considering that the UAV is equipped with a transceiver
that has a single antenna, the time division multiple access
(TDMA) protocol is implemented to handle users’ offloaded
tasks, requiring that only one user will be chosen to of-
fload the computing tasks to the BS and the UAV within
a time slot. Here, we use the variable (x[n] € {0,1} for
ke kK2 {l,--,K},neN 2 {l,---,N} to represent
the user association decision for task offloading in a time slot.
In particular, if (;[n] = 1, it means that the k-th user is chosen
to offload its task to the BS and UAV in the n-th time slot
with the assistance of the STAR-RIS. To ensure that only one
user is selected to offload its tasks in each time slot, variable
Cx[n] needs to satisfy the following constraint:

K
> Gnl=1,YneN; 0 < Gfn) < 1,VneN, kek. (1)
k=1
In order to clearly describe the considered scenario, we

assume that all nodes are situated in a 3D Cartesian coor-

dinate system. The positions of the BS and the k-th user
are respectively denoted as qps = [rBs,¥ss,zBs]’ and
qdr = [Tk, yr,0]T, where xps and xj respectively denote
the abscissa value of the BS and the k-th user, ygs and yy
respectively represent the vertical coordinates of the BS and
the k-th user, zgg is the height of the BS. It is assumed that
the UAV flies at a fixed altitude H and its position remains
constant within a given time slot considering the small value of

d;. Consequently, the location of the UAV in the n-th time slot

can be represented as qua[n] = [Tua[n], Yualn], H]T, n € N,

which should adhere to the subsequent flight constraints:

_ Qua[n + 1] — qua[n]

Vua[n] = 5, v vea[nll] € vmax, (@)
ua 1] - ua

aua[n} = M [n * (S]t M [n]; ||aua[n]|| < Gmax, €))

Qua[o] =d1, Qua [N + 1] = qr, (4)

where ||vua[n]|| and ||aya[n]|| respectively represent the flight
speed and the acceleration of the UAV in the n-th time slot,
with the maximum values of v,.x and .. In terms of
qr and qp, they can serve as the ground station where the
UAV can access a reliable power supply and receive necessary
maintenance.

A. Channel Model

Due to the fact that the UAV flights at a high altitude, we as-
sume that the line-of-sight (LoS) channels between the ground
users/BS and aerial UAV/STAR-RIS can always be guaranteed.
It is assumed that the STAR-RIS adopts the uniform planar
array (UPA) with M, elements along x-axis direction and M,
elements along y-axis direction, i.e., M = M, M,. Hence, the
channel between the k-th user (¢ = rk)/BS (¢ = rb) and the
STAR-RIS in the n-th time slot for £k € K, n € A can be
expressed as [42]

p h.[n] € CM*' ¢ € {rk,tb},  (5)

bl =

where
hi[n] =
1, e 7R e &eln] L o=i 5 M- DEcln) T g
1,0, e B m=Dxslnl L =i 0L -Dxsln) T (g

with p = (ﬁ)2 [43] represents the path loss at a reference
distance of 1 meter (m) with A being the wavelength of the
carrier frequency, «. indicating the pass loss exponent, d.[n]
denoting the distance between k-th user/BS and the STAR-
RIS. d denotes the adjacent element separation of the STAR-
RIS. In addition, the & [n] and x.[n] corresponding to the k-th
user and the BS are respectively calculated as

ZTyaln] — T

€] = cos(@lm) sin(Bufn) = T (1)
€l = cos(on [ sin(Baln]) = (2L )
ealn] = sin(Galn]) sin(O ) = 22 o)
nln] = sin(6p[n]) sin(B fn]) = T2 10

It is important to note that the connection between the UAV
and STAR-RIS should be described as the near-field channel,
denoted as h,, considering the fact that the distance between
the UAV and STAR-RIS is extremely small. Thus, h,, can be
expressed as [44]

Mx1
hru:(xoarue(C ><7 (1D
where
A A N
T
_L2mrg 27 2y
o Ay = {6 IS e ITR L eI TR ] ,

with r,, denotes the distance between the antenna located
on the UAV and the m-th element of the STAR-RIS, where
m € M = {1,---, M}. Notably, the channel h,, remains
invariant throughout, attributed to the fixed spatial relationship
maintained between the UAV and the STAR-RIS.

B. Task Offloading and Computation Model

The offloading rates achieved by the k-th user in the n-th
time slot to the BS and UAV are respectively given by

2
b/ 0/ [n]hy[n]|

p
Ri*n] = Gk[n)Blog, | 1+ p; , (12)
2
p B [n]© e o]
Ri[n) = C[n] Blog, |1+ 7 , (13)

0Bs

where p denotes the unified transmitted power of users, B is
the bandwidth of the system, o2, and o3 respectively denote
the noise power at the BS and the UAV. In addition, ©,[n] =
Diag{ﬂ;[n]ej¢i[n], oo, BT [n]eiOR I L 7ﬁgf[n]ej¢ff[n]} is
the matrix of the STAR-RIS’s coefficients with x € {r,t}



indicating the reflected or transmitted coefficients of the

STAR-RIS, where the amplitudes 5]*[n] and phases ¢}"*[n] of

STAR-RIS should satisfy: ™[n], 8™ [n] € (0,1], (B7[n])? +
(B*[n])? = 1, ¢1*[n], ¢{"[n] € [0,27], Ym € M.

It is assumed that the ground users are with limited re-
sources for local computing and thus users’ tasks have to be
offloaded to the BS and UAV for computing®. Let [2%[n] and
[}*[n] denote the number of the offloaded bits that need to be
computed at the BS and UAV for user & in the n-th time slot,
respectively. Due to the fact that the BS and UAV can only deal
with the tasks they have received, the following constraints
should be satisfied

8eCe[n) R n] > 13%(n], VE € K, ne N,
6:Ce[n)RB%[n] > 1B8[n], Vk e K, ne N.

(14)
(15)

In order to ensure that every user’s minimum computational
need is met, we implement the following QoS constraints

Z lBS

+13*n]) > Ly, Vk € K, (16)

where Lj, is the minimum computing task requirement of the
k-th user.

Let f25[n] and f}*[n] respectively denote the computa-
tion frequency allocated by the BS and UAV for the k-
th user at the n-th time slot. In addition, considering the
processing causality, it is assumed that the BS and the UAV
solely receive the offloaded tasks without carrying out any
computations within the first time slot, and the users cease
the act of offloading their tasks at the last time slot, i.e.,

BS[1] = fra[1] = IBS[N] = [}2[N] = 0 for k € K. In
order to guarantee that all users’ offloaded task-input data can
be completely computed within the give mission time 7', we
have the following information-causality constraints:

Zf n] < Fgs, Zf | < Fua, YRne N, (7
Z% > Zz;;a[z'], Vk e K, neN, (18)
f 6 n—1
el IB8[i], Vk € K, n € Nq, 19
Z s 22 L a9

where Fpg and F),, are the maximum CPU frequency at the
BS and the UAV, respectively. ops and g, represent the num-
ber of CPU cycles needed for processing 1-bit of task-input
data at the BS and UAV, respectively, and A7 £ {2,3,--- | N}
is a subset of V. Therefore, the total amount of the completed
task-input data for all users within the whole period can be

2The local processing at the users is disregarded due to the following
reasons: (i) For certain fundamental devices such as smart sensors, edge
cameras, surveillance systems, and health monitoring devices, carrying out
local computing tasks may pose various challenges. (ii) In situations where
power resources are severely limited and not promptly replenished, devices
with limited computing capabilities may opt to suspend local processing in
order to conserve power. This is done with the aim of maximizing the devices’
operational time and ensuring the continuous functioning of essential features.

calculated as

] + 132[n), (20)

Lot = Z Z B

n=1k=1

which is an important indicator to measure the computing
capability of the MEC system.

C. Energy Consumption Model

The energy consumption in the system primarily occurs in
three ways: task offloading by users, task computation by the
BS and UAV, and the UAV’s flying process. Specifically, the
energy consumed by users to offload tasks during the total
mission period is given by

Ey Zpét(N - 1)7

considering the fact that only the first NV — 1 time slots are
utilized by users for task offloading.

According to [12], the energy consumption of the MEC
servers situated at the BS and the UAV for computing the
received tasks within the whole mission period 71" can be
respectively expressed as

2n

Bt = Z Z wso: (125 [n])?, (22)
n=1k=1
N K

ER™ =3 wad(fi ), (23)
n=1k=1

where (gg and ¢, are the effective capacitance coefficients of
the MEC servers at the BS and the UAYV, respectively.

In this paper, we select the rotary-wing UAV to enhance the
STAR-RIS-assisted UAV-enabled MEC network. Consequent-
ly, the flying energy consumed by the UAV during the mission
period can be expressed as [45]

By = 25 <P0<1 + U2[ ]> + %,quAv?’[n]

tip

1
5 vin]\* _ v?[n]

* P‘Wl T ) 23 )
where P, and ]30 denote the blade profile power and induced
power in the hovering status, respectively. Usip, p, 9, ¢, A
and vy are parameters related to the UAV’s aerodynamics, and
more details are presented in Table I of [45]. It is worth noting
that v[n] = ||vya[n]|| represents the flight velocity of the UAV
at the n-th time slot.

In this paper, the energy consumption of the BS in process-
ing an computing the received tasks is not taken into account
for optimization and analysis, due to the fact that the BS
is usually adequately supplied with grid power. Hence, the
system’s energy consumption is represented by the total energy
used by the UAV and all users, given as

(24)

_ Eut 4 Ecom +Eﬂy

ua ua’

Eior (25)

which is also an important performance indicator to measure
the MEC system.



III. PROBLEM FORMULATION AND ALGORITHM DESIGN
A. Optimization Problem Formulation

In this section, the optimization problem will be formulated
based on the analysis in Section II. In particular, we try to
maximize the energy efficiency of the MEC system, defined as
émi which takes both the indicators of computing capability
Ly, and the energy consumption FE}, into consideration,
while ensuring the QoS constraints of users with minimum
computational requirements, by jointly optimizing

« the resource allocation variables in L £ {I¥2[n], 155[n],
ualn], fB8[n), k€ K, n € N'};

o the user scheduling variables for task offloading in ¢ £

{C[n], ke K, ne N};

o the passive beamforming variables of STAR-RIS in X £

{©;[n], ©¢[n], ne N'};

o the UAV trajectory variables in Q £ {qua[n], n € N'}.

Hence, the corresponding optimization problem can be
formulated as

max LtOI
LeY.Q By’

s.t. (14) — (19), (26a)
IVual?]]l < Vmaxs |awal[?]|] < Gmax, ¥ € N, (26b)
Qua [O] = qr, qua[N] = qr, (26¢)

K

> Glnl=1,Vn € N Gi[n]€{0,1},¥neN ke,

= 26d)
uafl] = fB5[1] = 112 [N] = IBS[N] =0, Vk € K, (26e)
(8" n))? (ﬂl"[ )?=1,VmeM, neN,  (26f)
B'n], B[] € (0,1], Vm € M, n e N, (26g)
o n], ¢ [n] € 0,27), Vm € M, n e N. (26h)

Actually, the problem (26) is a non-convex problem due
to the non-convexity of the fractional objective function, and
constraints (14), (15) and (26f), which is difficult to solve
directly. To effectively handle the optimization problem with
the fractional objective function, Dinkelbach’s algorithm, as
one of the most popular fractional programming algorithms,
will be leveraged. According to its core principle, we first
transform the problem (26) as

max Ltol - ’l/)Etolv
ry

s.t. (26a) — (26h), (27a)

where 1) denotes the introduced auxiliary variable, I' =
{L,¢, Y, Q}. If Pt = %11:?;; denotes the optimal ob-
jective value of the optimization problem (26), L (T') —
PP Ey(T') < 0 always holds for any T' and the equality
occurs exclusively when the optimal solution T'°P* of problem
(26) is reached. Therefore, the optimization problems (27)
and (26) will converge to the same optimal solution when
1 = 1°Pt. This equivalence allows us to resolve the trans-
formed problem (27) to attain the optimal solution for the
original problem (26). However, it is challenging to obtain
1°P in advance. To address this challenge, the Dinkelbach’s

algorithm opts to iteratively update the v based on the solution
of the transformed problem (27) to gradually achieve the
optimal solution of the optimization problem (26). Hence, the
Dinkelbach’s algorithm demonstrates considerable potential
in efficiently tackling optimization problems with fractional
objective functions. More details about the Dinkelbach’s algo-
rithm are presented in [41, Chapter 3.2.1].

On the basis of the analysis above, the original problem (26)
can be transformed as the following problem in the (!4 1)-th
iteration of the Dinkelbach’s algorithm, which is given by

mIE‘iX Ltol - 1p(l)-Etolu
s.t. (26a) — (26h), (28a)

_ LY
where () t(ﬂ

Note that the optimization problem (28) is

still a non-convex optimization problem due to the significant
coupling among variables in constraints (14) and (15), as well
as the equality constraint (26f). To overcome this challenge,
the alternative strategy is employed to divide the optimiza-
tion problem (28) into three subproblems. The algorithm is
designed by alternatively optimizing three variable subsets,
which are respectively denoted as E; = {L,{}, 22 = {L, T}
and E3 = {L,Q}. More details of the algorithm design is
given in the next subsection.

B. Algorithm Design

1) Designing =, with the given Q and Y: First, we
jointly optimize the resource allocation variable L and user
scheduling variable ¢ with the given passive beamforming and
UAV trajectory. In this case, the original problem (26) can be
simplified as

- w(l)Etol(El)a
st (26a), (26d), (26¢).

max Lio1(B1)
(29a)

Note that the optimization problem (29) is a non-convex
problem because of the binary variable ¢. To address this
optimization problem, the non-convex binary constraint (26d)
is equivalently transformed as the following constraints:

K

> Gnl=1,YneN; 0 < (ifn] < 1,¥neN, kek, (30)
k=1
nk[n] = Cun] — ¢[n] =0, Vne N, k€ K. (31)

Note that for any (x[n] € [0,1], ng[n] > 0 always holds
and the equality in (30) is satisfied if and only if (yx[n] = 0
or (x[n] = 1. Considering the non-negative characteristic of
{nk[n]}kex nen» we try to add the sum of them into the
objective function as a penalty term that is subtracted from
the objective function. To guarantee the fulfilment of the
binary constraint (26d), an additional inner loop iteration is
incorporated into the (I 4 1)-th iteration of the Dinkelbach’s
algorithm to iteratively enforce the penalty term approaching
to 0. Note that the inclusion of the penalty term in the objective
function results in a non-concave objective function due to
the convex nature of —nj[n| with respect to (w.r.t.) (x[n]. To
handle this problem, we utilize the liner upper bound, i.e.,



the first-order Taylor expansion of 7[n], to replace itself. The
liner upper bound of 7 [n] in the (¢t+1)-th inner loop iteration
can be expressed as

neln] <aln] (G, ¢ [n]) = Geln] — (¢ [n))?
+ 207 (Gl — ¢V D). (32)

Thus, in the (¢ + 1)-th inner loop iteration of the (I + 1)-
th iteration of the Dinkelbach’s algorithm, the optimization
problem (29) can be re-expressed

— PV B0 (Er)

N K
R Rl
s.t. (26a), (26e), (30),

max Lo (E1)
=1

).,

(33a)

where p > 0 denotes the introduced penalty coefficient. The
problem (33) is a convex optimization problem and can be
directly solved by the existing tool such as CVX.

To solve problem (29), we propose an iterative algorithm
which is summarized as Algorithm 1. The primary objective
aims to ensure that the binary constraint is met by progres-
sively increasing the penalty coefficient with p = wp, where
w > 1 is the scaling factor.

Algorithm 1: The Proposed Iterative Algorithm for Solving
the Sub-problem (29)

1: Initialize the feasible point (L(l’o)7 C(l’o)); Define the
tolerance accuracy thresholds as £; Set the iteration index
t = 0; Initialize ﬁ(o)
2: While v > £ or ¢t =0 do
3:  Solve the optimization problem (33) with the given
¢ and update (Lt+D), C(l’t+1)) with the obtained
solutions.

4: Calculate v = max m;[n] based on the acquired
kek,neN

solutions; Update the penalty coefficients p = wp;
Lett=1t¢+1.

5: end while

6: Update (L(ZJFLO)’C(H‘LO)) with (L(l,t)’c(l,t)).

2) Designing Eo with given ¢ and Q: After achieving
the user scheduling ¢, we focus on designing the passive
beamforming variables with the given UAV’s trajectory. In
particular, the corresponding optimization problem for passive
beamforming can be expressed as

— W B (Z),
st (26a), (26¢) — (26h).

max Lo (B2)
=P
(34a)

Note that, problem (34) is a non-convex optimization problem
because of the non-convexity of constraints (14), (15) and
(26f). However, we can derive the close-form expression of
the optimal reflected phases according to the Theorem 1.

Theorem 1. The obtained optimal reflection phases at the
n-th time slot can be given by

@ [n] = arg(norm(hjy, [n] o hyi[n])), (35)

where the selection of the index k is determined by the
condition of (i[n] = 1.

Proof: The proof of Theorem 1 is given in Appendix A.

|

Next, we will focus on designing the reflection amplitudes

and transmitted coefficient of STAR-RIS’s passive beamform-

ing, i.e., {B"[n]}memnen and {Oy[n]},en. For the non-

convex constraints (14) and (15), we first rewrite 9;[n] =

®,[n] B, [n], where 9, [n] = diag(®.[n]), B,[n] = [B;[n],- - ,

Bmn), -, BM[n]]T, and ®.[n] = Diag(e??""["]). There-
fore, R25[n] and RY*[n] can be further re-expressed as

PS[n] =Gu[n)Blog, (1+ BT [nlFulnlB.ln]),  G6)
R[] =Ge[n) Blog, (1+ 9! ]Bx[njocln] ), (37)
where
o« 9¢[n ]—diag(@t[ ]) ={Bi[n Jemt K
B e, 5 [a]es? 1,
. Fyln] = %(hgm o hop [n]) (B[] © B []) @

o Ei[n] = (hy, o hy[n])(hy, o by, [n])¥

Then, we introduce auxiliary variables v25[n] and ~v}2[n]
which satisfy v25[n] < BT [n]Fi[n]B,[n] and ~+2[n] <
9 [n)Ex[n]9[n]. Thus, the problem designing the reflection
amplitudes and the transmission coefficients in the (I + 1)-
th iteration of the Dinkelbach’s algorithm can be equivalently
transformed as

Lglax Ltol(ﬁ 191:77)

s.t. (16) — (19), (26e), (38a)
8¢[n]Ckn] logs (1 + 2 [n]) > 13 [n], Vk € K,n € N, (38b)

— O Eo(By, D¢, 7)

¢[n]Cu[n] logy (1 + v25[n]) > IB5([n],Vk € K,n e N, (38¢c)
yha(n] < 98 [n)Eg[n]d, Vk e K, ne N, (38d)
fy,]fs[n] < ,@;‘F[n]Fk[n]ﬂr[n], Vke K, ne N, (38e)
(B™[n)?+ (B2 <1, YmeM, neN. (38f)

where v £ {7}2[n], v2S[n], k € K,n € N'}. Actually, problem
(38) is still a non-convex optimization problem due to the non-
convex constraints (38d) and (38e). In order to address this
issue, we employ a linear lower bound, specifically the first-
order Taylor expansion, to approximate the right-hand side of
constraints (38d) and (38e) and replace them accordingly. Note
that the equality sign in constraint (26f) has been substituted
with an inequality sign to establish the convex constraint (38f),
transforming (38) into a convex optimization problem.

Proposition 1. In fact, this replacement of the equal sign
does not impact the fulfilment of the equality constraint,
because the constraint (38f) is satisfied with strict equality
in the optimal solution of problem (38).

Proof: The proof of Proposition 1 is given in Appendix
B. ]



3) Designing Z3 with given { and Y: Next, we will
design the trajectory of the UAV with the obtained ¢ and Y.
Specifically, the corresponding optimization problem for UAV
trajectory can be expressed as

— PV B (E3),
(26¢), (26¢).

max Lo (E3)
=3

s.t. (26a) — (39a)

In fact, problem (39) is non-convex because of constraints (14)
and (15). In order to handle this non-convex constraints, we
first introduce the auxiliary variables Ai[n] and A[n] with

Ak[n] > dip*[n] = |l qualn] — ae]*™, (40)
Aln] > dg°[n] = |laBs — qua[n]| “’- (41)
Hence, we have
- 2
ua, >Rua =1 1 t [n}hUk[n]‘ 42
k [’ﬂ] Z L [TL]— 089 + )\k[n}oﬁa 5 ( )
RPSIn) = RPS[n) =
2
p?pu[n] [l ] © [l ]
log, [ 1+ (43)

Actually, R®[n] is a convex function w.r.t. Ag[n n] and RES[n]
is the jointly convex function w.r.t. Ai[n] and A[n], and thus
we can apply the first-order Taylor expansion of R};a[n] and
RPS[n] at the given point ()\g) [n], A\ [n]) in (I+1)-th iteration
of the Dinkelbach’s algorithm to convert constraints (14) and
(15) as the following convex constraints

Ce[n)6: R} [n] > 112[n), Yk € K, n € N, (44)
Cen)6.RPS[n) > 1B%n], VE € K, ne N,  (45)
where
. ﬁ};d[n] = log, (1 + pp|hH/\?) [7[17}1];2:6[ ]|2)+
(Ak[n] = A 1)) FA [n]).
e RES[n) = (Muln] - A“[ DA (A 0], AO )+
(Aln] = A [n)) fo (A [n], AO[n 1))+
log, (1 +2 p|}:\<l>{n}iz[:]hrk[n i )
o )
* f()\’(‘l)[ D)= In2( hH(;/Z)[‘:ru [| ]+f([l:L3n]aﬁl)A§C’>[n]'

o« IO [, AO[n]) = .
—p*p|hflg [n]©] [n]hy 1]
In 2)\56”[71] (p2p|fl§R[n]@f{[n]ﬁrk[n] 2+/\ff)[n]5\“’[n]vﬁa) .

o 2O [0, AO[n]) =
—p?p|hf,
1 23 [n] (p2p| B, [n]©F [n]hy [n]

o [n© [n]h,, [n]|”
2L mAOmlez,)

Note that, Fy, is a non-convex function w.r.t. variable Q
due to the non-convexity of EfY. To tackle this problem, we
further introduce a non-negative auxiliary variable fi[n] with

1

~92 vt[n]\1
B2n] > (1+ 532 —
Efy ;

~q 3vn]\ 1 3 5
E Y_Z§ P0(1+ P >+2m/1qu [n]+ Pofi[n]]. (46)

n=1 tip
(1+ 5l -

is a non-convex constraint. To handle this non-convex

%g] to obtain the upper bound of

which is expressed as

Actually, the introduced constraint 7i?[n] >

v?[n]
21)(2,

2
constraint, we first equivalently transform it as /12 [n] + ”U—[Zn] >
0

! >

Az[ 7- Note that 71 2[n] + UU—[Q”] is a jointly convex function
0

w.r.t. fi[n] and v[n], so the first-order Taylor expansion can be

utilized to transform this constraint, and thus we have

g(ii, oln)) = (EV[n)* + 21 [n] (iln] — 29 [n])

+ 2262 (ql(lg [n + 1] - ql(lla). [nDT(qua [n + 1} - qua[n])
Jolin 11— a2l

- > . “mn

vgo? ~ ?[n]

As a result, the optimization problem (39) in the (I + 1)-th
iteration of the Dinkelbach’s algorithm can be transformed as

max L(E) — ¢V Eq(E),
;t. (16) — (19), (26b), (26¢), (26e), (44), (45), (47), (48a)
Ae[n] = [lgualn] — ak ™™, (48b)
Aln] > [laBs — qualn][|™", (48c)
where E = {Z3, Ax[n], A[n], u[n]}, Erol = EY + By +EO™.

Consequently, we can leverage the convex optimization solver,
e.g., CVX, to address this problem.

C. Proposed Optimization Algorithm Analysis

The presented iterative algorithm for solving the original
optimization problem (26) is summarized as Algorithm 2,
which is two-tier iterative algorithm designed to tackle the
three subproblems explained in Section III. Specifically, the
inner loop is responsible for solving the binary variable,
i.e., user association variable, by progressively increase the
penalty coefficient, p. v represents the objective function value
obtained after the transformation through the Dinkelbach’s
algorithm. Once v falls below a predefined threshold ¢, the
proposed algorithm will converge.

Then, the computational complexity of the proposed iter-
ative algorithm is analysed. Specifically, the computational
complexity mainly comes from solving the divided three
subproblems, i.e., (29), (34) and (39). Regarding the first
subproblem, we propose an iterative penalty algorithm that
incorporates both Dinkelbach’s algorithm to effectively ad-
dress it. It is presumed that the interior point method will
be employed to compute the transformed standard convex
optimization problem. Consequently, the computational com-
plexity for resolving the first subproblem can be expressed as
01 = O(L1(5NK)3®), where L denotes the total iterations
number of the Algorithm 1. The computational complexity of



addressing the subproblem (38) can be expressed as O; =
O((6NK + 2M)3®), which is significantly lower than the
computing complexity associated with using the semidefinite
relaxation (SDR) method for addressing this subproblem,
given by O((4N K +2M?)3-5). For the subproblem 3, the SCA
technique is adopted to transform the UAV trajectory problem
into a convex optimization problem. The the computational
complexity can be determined as O3 = O((ANK + 2N)35).
Therefore, the total computing complexity of the proposed
algorithm can be expressed as Ogo1 = L(O1+035+405), where
L denotes the total iteration number of the proposed algorithm.
Based on the overall computational complexity analysis, it is
evident that the computing complexity is intricately connected
to both the quantity of sub-time slots (V) and the number of
elements installed at STAR-RIS (M).

Algorithm 2: The Proposed Iterative Algorithm to Handle
the Optimization Problem (26)

1: Initialize feasible point (L(®), ¢O x©) Q©); Define
the tolerance accuracy threshold ¢; Set the outer iteration
index I = 0; Calculate /(*) with the given initial feasible
point.

2: While v > orl =0 do

3:  Solve the sub-problem (29) by utilizing Algorithm 1
with the given Y and Q®, and update LU+Y and
¢ (+1) with the obtained solution.

4:  Solve the sub-problem (38) with the given ¢ (+1) and
Q(l), and update LU+ and YUY with the obtained
solution.

5. Solve the sub-problem (48) with the given ¢*1) and
YUY and update LU+ and QU+ with the obtai-
ned solution.

6: Calculate v = LE?{D —w(l)Et(é;rl) based on the obtain-

(1+1)
ed solutions; Update TZ)(HD = 1L3t<‘51+1> cLetl =1+ 1.
7: end while

tol

Actually, the convergence of the proposed algorithm can
be guaranteed, since the framework of the block coordinate
descent (BCD) algorithm is utilized to address the optimization
problem (26), which will ensure that each iteration results in
a solution that is at least as good as the previous one and thus
the objective function is monotonically non-decreasing versus
the iteration. Additionally, we will also verify the convergence
of the proposed algorithm through the simulation results
presented in Section IV. To evaluate the quality of the solutions
obtained from the proposed algorithm, the SDR method is
selected as the algorithm for comparison in Section IV, which
is commonly utilized for addressing optimization challenges in
the field of communication. Since the approximation accuracy
of solutions obtained through the SDR method in solving
various types of optimization problems has been theoretically
demonstrated [46]. In addition, the authors of [46] thoroughly
summarize the theoretical approximation accuracy of solving
various optimization problems in the field of communication
using SDR methodology. Note that the approximation accu-

racy represents the ratio between the obtained solution by
leveraging the SDR and the theoretically optimal solution.
Thus, choosing the SDR method as a comparative benchmark
algorithm can provide an effective evaluation of the theoretical
gap between the achieved solution and the optimal solution.

IV. SIMULATION RESULTS

To highlight the effectiveness of the proposed STAR-RIS-
aided UAV-enabled MEC scheme, we present the numerical
simulation results in this section and compare the their with
three benchmark schemes, including: 1) RIS-aided scheme
[33]: In this baseline scheme, two adjacent conventional RISs
with % elements are adopted to replace the STAR-RIS,
where one is the reflecting-only RIS and the other one is the
transmission-only RIS; 2) Fixing trajectory scheme: This
scheme focuses on optimizing L, ¢ and Y with direct UAV
trajectory flying from the initial point to the final point at a
consistent speed. 3) Heuristic scheme: UAV will traverse each
user node based on the pre-defined trajectory at a consistent
speed. Similarly, variables L, ¢ and Y will be optimized in
this scheme. 4) SDR scheme: The SDR method is utilized to
optimize the passive beamforming variable Y in this scheme.
In addition, the simulation parameters are listed in Table I.

TABLE I: Parameters Setting

Parameters Symbol and Value
Altitude of UAV H=30m

Bandwidth B =1 MHz
Carrier frequency Ac = 2.4 GHz

Effective capacitance coefficient
of MEC servers

Initial/final point of UAV
trajectory

lua = IBS = 1027

qr = [—40,0,30]7 m,

VUmax = 30 m/s, amax = 20

Maximum flight velocity and

acceleration of UAV m/s?
Maximum CPU frequency Fps =20 GHz
Noise power o2, = U}%s = —100 dBm
Pass loss exponent app = 2.3, a;p = 2.3
Scaling factor w =10

The number of CPU cycles

_ — 103 :
needed for processing 1-bit of data Qua = oBs = 107 cycles/bit

Time slot 6t =0.2s
p = 20 dBm

e=¢g] =9 =10"3

Transmitting power at users

Tolerance accuracy thresholds

In order to assess the convergence of the proposed algo-
rithm, we examine the performance of energy efficiency w.r.t.
the number of iteration, taking into account of various mission
periods 7' and the STAR-RIS’s number of elements M. The
outcomes of this investigation are illustrated in Fig. 3. Specif-
ically, it is observed that the energy efficiency monotonically
increasing with the iteration index and ultimately converges to
a specific value. In terms of the four cases under consideration,
it is noteworthy that the objective function consistently attains
a stable value within a relatively short span of 5-6 iterations.

In Fig. 4 and Fig. 5, we give the UAV trajectories consid-
ering different parameter settings, where M and F,, are fixed
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Fig. 3: Energy efficiency versus iterations index with Lj; = 20 Mbits and
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Fig. 4: UAV trajectory with M = 36, Lj, = 20 Mbits, Vk € K and Fy, = 12
GHz, as well as the different mission period 7" and N.

as 36 and 12 GHz, respectively. Specifically, UAV trajectories
under different mission period 7' and time slot number N
are shown in Fig. 4, where all the users with computation
requirements Ly 20Mbits. We can find that the UAV
consistently flies towards User 3, who is the furthest user away
from the BS, in order to improve the channel quality between
User 3 and the BS under different 7. This is done to ensure
that User 3’s minimum task requirement is met. Additionally,
it demonstrates that the UAV tends to approach the BS as
T increases, which aims to offload larger tasks to the BS,
ultimately enhancing the energy efficiency. In Fig. 5, the UAV
trajectories is plotted with different {Lj}rexc. It is observed
that when all users share the same minimum task requirement,
the UAV prioritizes traversing users located at longer distances
from the BS, such as User 1, User 2, and User 3. However, if
certain users, like User 3 and User 5, require a higher number
of offloading task bits, the UAV will approach these users to
improve their channel quality and fulfil their task requirements.

Next, we investigate the influence of the number of elements
equipped at STAR-RIS, i.e., M, on the energy efficiency with
N =50, F,, = 12 GHz and L, = 20 Mbits, Vk € K, as
shown in Fig. 6. Specifically, it can be observed that the energy
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Fig. 5: UAV trajectory with different Ly, with 7' = 10 s, N = 50, Fua = 12
GHz and M = 36.

efficiency of all the schemes increases as M grows, as the
additional elements can offer more flexibility to reconfigure
the wireless environment. However, the rates of increase
gradually decrease as M continues to grow. The proposed
scheme offers a greater performance gain in improving the
energy efficiency, especially when the number of elements is
limited, compared to the conventional RIS-assisted scheme.
Additionally, an interesting observation is obtained between
the RIS-aided scheme and the heuristic scheme. Specifically,
the heuristic scheme achieves higher energy efficiency than
the RIS-aided scheme when the M is small. As M increases,
the RIS-aided scheme becomes more energy efficient than
the heuristic scheme. This indicates that the trajectory of the
UAV, with the help of the RIS, has the potential to overcome
performance limitations imposed by other system settings. The
presented results in fixing trajectory scheme further verify the
importance of the UAV’s trajectory in enhancing the system
performance. Note that, the proposed scheme illustrates certain
performance advantages through a comparison with the results
obtained by the SDR scheme, showcasing the effectiveness of
the proposed algorithm.
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M

Fig. 6: Energy efficiency versus the number of elements at STAR-RIS with
N =50, Fua = 12 GHz and Lj;, = 20 Mbits, Vk € K.

Fig. 7 explores the impact of the mission duration 7T
on energy efficiency when M, Fy,, and L, Vk € K are
respectively set to 50, 12 GHz and 20 Mbits. The results
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Fig. 7: Energy efficiency versus the mission period 7" with M = 50, Fya =
12 GHz and Lj; = 20 Mbits, Vk € K.

show that the proposed scheme provides the highest perfor-
mance gain for MEC network, while the scheme without the
trajectory optimization exhibits the lowest energy efficiency.
Regarding the proposed scheme and the SDR scheme, the
energy efficiency consistently increases as 7' grows from 8s
to 16s. This can be attributed to the fact that the UAV having
more time to optimize its trajectory, thereby improving the
channel condition between users/BS and UAV as T increases.
However, beyond 16s, the energy efficiency starts to decline.
This is due to the channel quality between users/BS and
UAV reaching a saturation point, which may not increase the
completed task bits but increase the energy consumption of
UAV as T becomes larger. Besides, the conventional RIS-
assisted scheme has the similar trend in energy efficiency as
the proposed scheme. However, the energy efficiency reaches
the limitation at 7" = 12s in this scheme, which indicates that
STAR-RIS demonstrates a significant potential in achieving a
balance between system energy consumption and the volume
of the offloaded data when compared to the conventional
RIS. In contrast to the suggested scheme, both the heuristic
scheme and the scheme with direct UAV trajectory suffer from
the earlier performance limitation as 7" increases. This high-
lights the significance of the UAV’s trajectory optimization
in augmenting the energy efficiency of the comprehensive
UAV-enabled MEC system. Furthermore, we can find that
the outcomes attained by the suggested algorithm consistently
surpass those of the SDR scheme, underscoring the potential
and benefits of the proposed algorithm.

Figure 8 illustrates the fluctuating energy efficiency trend
corresponding to the CPU frequency of the MEC server
deployed on the UAV with parameters M = 50, N = 50,
and Ly = 10 Mbits, Vk € K. In particular, the escalation
of F}, correlates with a progressive enhancement in energy
efficiency across all scenarios, characterized by a diminishing
rate of increase. There are two reasons for this: (i) By elevating
the CPU frequency of the MEC server located at the UAV,
users can delegate an expanded array of computational duties
to UAV servers for execution. Although this heightened task
allocation could potentially elevate energy consumption levels,
the pace at which tasks are added outpaces the growth in ener-
gy usage, consequently bolstering the system’s overall energy
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Fig. 8: Energy efficiency versus the CPU frequency of the MEC server
installed at the UAV, Fya, with M = 50, N = 50 and L, = 10 Mbits,
vk € K.

efficiency. (ii) The limitation of achievable offloading rate for
users is influenced by system parameters such as allocated
task time, number of RIS elements, and users’ transmit power.
Additionally, the computing energy consumption assigned to
UAVs will increase in a cubic function manner as more tasks
are delegated (see (23)), contributing to a gradual slowdown in
energy efficiency improvement. It is obvious that the proposed
scheme outperforms all the benchmarks. Furthermore, when
compared to the four MEC schemes incorporating trajectory
design, i.e., the proposed scheme, RIS-aided scheme, Heuristic
scheme and SDR scheme, there is a gradually increase perfor-
mance gap observed with the scheme lacking UAV trajectory
optimization with the growth of F,. This indicates that the
trajectory optimization plays an important role in balancing
the task processing and energy consumption.
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Fixing trajectory scheme
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Fig. 9: Energy efficiency versus CPU cycles required at the UAV for
computing 1-bit of task-input data with M = 50, N = 50, Fua = 12
GHz and L; = 20 Mbits, Vk € K.

The impact of the CPU processing cycles needed by the
UAV to compute a single bit of task input data, denoted as
Oua, ON energy efficiency is investigated with considerations
for M = 50, N = 50, and L, = 20 Mbits, Vk € K, as
shown in Fig. 9. Specifically, it is observed that the energy
efficiency declines progressively as the parameter denoted by
Oua increases for all scenarios. This is due to the fact that
the MEC server installed on the UAV must assign additional



frequency resources to handle 1-bit data, leading to increased
energy consumption for executing offloaded tasks from users.
Furthermore, the MEC scheme lacking the optimization of
the UAV trajectory demonstrates the least energy efficiency
compared with the other four schemes, which highlights the
significant potential of optimizing the UAV trajectory design to
enhance the energy efficiency of the MEC system. It is worth
noting that the SDR scheme exhibits the highest performance
gain by comparing its obtained simulation results with other
four schemes when the p,, < 950. However, the benefit
is exceedingly marginal when compared with the proposed
scheme. The energy efficiency of the SDR scheme diminishes
rapidly as the value of p,, increases beyond 950, with the
outcomes achieved even falling below those of the Heuristic
scheme when g, ranges from 1150 to 1300. The simulation
results demonstrate a consistent and stable reduction when em-
ploying the suggested approach, surpassing the performance
of the RIS-aided scheme, the fixed trajectory scheme, and the
heuristic scheme. This indicates the high robustness of the
proposed algorithm.
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¢ F, = 10 GHz, M = 60, N
F,, =12 GHz, M = 60, N

Energy efficiency (Mbits/kj)

O 1
10 14 18 22 26
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Fig. 10: Energy efficiency versus the QoS requirement Ly, = L,Vk € K with
different Fya, M and N.

Fig. 10 plots the curves of the optimizing energy efficiency
versus the QoS requirement, i.e., the uniform minimum com-
puting need of each user L, = L,k € K, taking account of
different number of time slots (/V) and elements equipped at
the STAR-RIS (M), as well as the maximal CPU frequency
at the UAV (Fy). In particular, it is clearly observed that
the energy efficiency exhibits a decreased trend as the QoS
requirement rises for all cases. This is due to the fact that
the allocated frequency at the UAV is linearly related to Ly
for k € K, while the energy consumption increases cubically
with the allocated frequency. Additionally, we can also find
that the energy efficiency gradually decreases from L; = 10
Mbits to L, = 14 Mbits, followed by a sharp decline from
L; = 18 Mbits to Ly = 26 Mbits. This phenomenon can
be explained as: (i) When the QoS requirements are low, the
computing tasks jointly processed by the BS and UAV can
easily meet the QoS requirements. In this scenario, the energy
consumption of the UAV for computing tasks is small, and the
increase rate in system energy consumption is slow when the
QoS requirements are slightly elevated, resulting in a gradual
decrease in energy efficiency. As the QoS requirements are

further increased, the energy consumption for computing tasks
by the UAV gradually becomes the primary source. Due to
the cubic relationship between energy consumption and task
allocation frequency, an increase in QoS will lead to a sharp
decline in energy efficiency when the QoS requirements are
high. (ii)) When the QoS requirements are low, the system
will allocate more resources to maximize the energy efficiency
and enhance users’ ability to offload computing tasks to the
BS. However, as the QoS requirements increase, the users’
capability to offload tasks to the BS will gradually weaken, as
the system will prioritize meeting higher QoS demands while
striving to maximize energy efficiency. This is also a main
reason behind the aforementioned phenomenon.
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(a) The allocation of the offloaded bits at the UAV and the BS
versus the time slot.
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(b) User scheduling for task offloading versus the time slot.

Fig. 11: The allocation of the offloaded tasks and user scheduling with M =
50, Fua = 6 GHz, N = 50 and Ly = 15 Mbits, Vk € K.

Finally, to reveal the collaboration between the UAV and
the BS for simultaneously processing the offloaded tasks from
users, Fig. 11(a) details the distribution of offloaded bits at
the UAV and the BS throughout the mission duration 7.
Specifically, it is noted that the MEC server mounted on the
UAV is responsible for processing the majority of computing
tasks initiated by users. To meet the demanding computational
needs of users, the UAV must primarily handle the processing
of offloaded tasks, which is because the UAV’s mobility and
flexibility are beneficial for enhancing the channel quality
between users and the UAV, and the two-path loss of the
offloading signals restricts users’ ability to offload tasks to the
BS. Additionally, we can find that the dynamic trend is evident
in the distribution of the offloaded bits at the UAV and the BS,
which is corresponding to the UAV’s mobility. To show more
details, the user scheduling in mission period is presented in
Fig. 11(b). In particular, it is observed that the considered five
users (from User 1 to User 5) are allocated 10, 6, 6, 15, 12



time slots to offload their computing tasks to the MEC servers
situated at the UAV and the BS, respectively. Note that the final
time slot remains unassigned for task offloading, in accordance
with the anticipated scheduling. By comparing Fig. 11(a) and
11(b), it is important to highlight that the individuals allocated
with more time slots, such as User 4 and User 5, are inclined
to reduce the computational bits transferred to the UAV while
opting to increase the computational bits directed to the BS
within each time slot, which is beneficial for increasing the
energy efficiency of the MEC system. To fulfil the minimal
task offloading requirement, certain users such as User 2 and
User 3, who possess limited time slots, opt to augment the
volume of offloaded tasks directed to the MEC server situated
on the UAV.

V. CONCLUSION

In this paper, we propose a MEC scheme assisted by STAR-
RIS and UAYV, which allows the bi-directional task offloading
so that users can offload their tasks to the MEC servers situated
at the BS and UAV simultaneously. Then, a non-convex opti-
mization problem is established which seeks to maximize the
energy efficiency while guaranteeing the QoS constraints for
users by jointly designing resources allocation, user schedul-
ing, passive beamforming and the UAV’s trajectory. In order
to effectively address this non-convex optimization problem,
we propose an iterative algorithm that draws inspiration from
the Dinkelbach’s algorithm and the SCA technique. The pro-
posed iterative algorithm can effectively solve the established
problem with guaranteed convergence. The efficacy of the
proposed MEC scheme is substantiated through the simulation
outcomes in comparison with the several baseline schemes,
encompassing the traditional RIS-assisted scheme.

APPENDIX A
PROOF OF THEOREM 1

Considering that the energy efficiency of the system, denot-
ed as %, excludes the energy utilized for processing user’s
tasks received at the BS, fully developing the offloaded ability
of users to the BS is beneficial for enhancing the overall energy
efficiency of the system. When the k-th user is selected to
offload computing tasks in the n-th time slot, i.e., {y[n] = 1,
the achievable offloaded rate from the k-th user to the BS is
given by

‘2

BS b ‘hfﬁ [n]© ] [n]h.k[n]
Rp°[n] = Blog, | 1+ =
BS

p|el ] Acn] (0 [n] o heg[n])|”

=Blog, [ 1+ 5 , (49)
0Bs

where ¢, [n] = L (R T () J ’emé”[n]}T,

Ar[n] = Dlag{ﬂrl [n]7 T 76;71 [n]7 T 751{\/[ [n]} is a real

matrix. To maximize the offloading capacity from the k-th
user to the BS in the n-th time slot, given the reflective
amplitudes of the STAR-RIS, i.e., A;[n], the maximum-ratio
transmission (MRT) provides the most effective solution for
determining ¢, [n] in the n-th time slot according to [47].

Thus, the optimal ¢, [n], denoted as ¢P*[n], can be derived
as

@2 [n] = norm(h, [n] o hy;[n]). (50)

Therefore, the optimal reflection phases can be expressed as

¢‘r)pt [n] = arg(norm(hjy [n] o hyg[n])). (51
APPENDIX B
PROOF OF PROPOSITION 1

The contradiction is adopted to prove the Proposition 1.
Specifically, we first substitute the optimal reflection phases
to the RPS[n], we have

M m 2

OBs

It is assumed that the optimal solution of the optimization
problem (38) does not satisfy the equality in constraint (38f),
ie, (B™[n])? + (B™[n])? < 1, Vm € M,n € N. By fixing
the 37"[n], we increase the value of S[n] by employing
the scaling factor & > 1 so that (8™[n])? + (8"[n])? = 1
remains valid. In this case, we always can achieve a bigger
objective function value, since Rfs[n] is a monotonically
increasing function w.r.t. 5[n] (see equation (52)). In other
words, scaling up 8™[n] can improve the users’ task offloading
capabilities to the BS, thereby enhancing the overall energy
efficiency of the system. The resulting finding conflicts with
the initial assumption that (3™[n])? + (8"[n])? < 1, Vm €
M,n € N holds true. Thus, the constraint (38f) is satisfied
with strict equality in the optimal solution of problem (38).
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