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Abstract—Human-robot interaction (HRI) is a crucial compo-
nent in the field of robotics, and enabling faster response, higher
accuracy, as well as smaller human effort, is essential to improve
the efficiency, robustness, and applicability of HRI-driven tasks.
In this article, we develop a novel neuroadaptive admittance
control with human meotion intention (HMI) estimation and
output error constraint for natural and stable interaction. First,
the interaction force information of the robot is utilized to predict
the HMI and the stiffness in the admittance model is dynamically
updated based on surface electromyography (sEMG) signals
of the human upper limb to achieve human-like compliance.
Then, based on the designed error transformation mechanism,
an innovative prescribed performance control (PPC) is proposed
that allows the trajectory error to converge to the given constraint
range within a predefined time for any bounded initial conditions,
thus enabling the robot to maintain a comprehensive performance
of moving in the desired direction as guided by the human. Also,
an adaptive neural network (NN) is employed to compensate
for the uncertainty of robotics systems to improve the tracking
accuracy further. According to the Lyapunov stability analysis
criterion, our approach ensures that all states of the closed-
loop system remain globally uniformly ultimately bounded.
Finally, a series of real-world robot experiments demonstrate the
effectiveness of the proposed framework.

Index Terms—Adaptive admittance control, human motion
intention (HMI) estimation, human-robot interaction (HRI),
neural network (NN), output error constraint.
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I. INTRODUCTION

N RECENT decades, as robotics technology continues
Ito advance, robots have been widely deployed across
various fields, including medical rehabilitation [1], industrial
manufacturing [2], services [3], and agriculture [4]. Unlike
traditional robotic work cells, which often necessitate isolation
from human operators for safety reasons, there is a growing
demand for effective human-robot interaction (HRI) in mod-
ern applications [5], [6]. For instance, in scenarios involving
exoskeletons [7], enabling interaction between humans and
robots tends to yield better performance compared to fully
automated processes. However, in contrast to noninteractive
behaviors that are mainly concerned with motion control, HRI
expects the robot to respond dynamically to human actions,
which poses a challenge for controller design.

Ensuring that robots can accurately perceive human poten-
tial intentions is crucial for fulfilling task requirements while
minimizing the human effort in HRI. Given the effectiveness
of human motor control, a dynamic movement primitive-based
observer in [8] is employed to estimate human motion inten-
tion (HMI), but this approach relies on offline demonstrations.
In [9], a minimum jerk model is used to define the human
desired motion, with model parameters identified using the
least squares method. However, this method requires prior
knowledge of corresponding kinematics, making it difficult to
apply to dynamic interaction applications. In [10], a shared
control strategy is proposed for recognizing the intention of
operators and enabling the robot to provide motion assistance.
In [11], a hybrid visual-haptic framework is designed to per-
form the estimation of human intentions, thus ensuring motion
synchronization in human-robot co-transportation. In [12], a
neural network (NN)-based online approximation method is
proposed to estimate unknown HMI in collaboration tasks.
In [13], a Bayesian method is applied for the motion intention
inference. In [14], an interactive cooperative control strategy
is developed, allowing the exoskeleton robot to perceive
variable HMI and track human movements, thereby enhancing
collaborative performance. However, estimating HMI alone is
insufficient to achieve the ideal HRI, as operators also expect
the robot to exhibit human-like compliance characteristics for
natural and stable interaction.

Impedance/Admittance control is widely regarded as one
of the most reliable methods for HRI [15], [16], [17], [18],
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primarily due to its inherent physical basis of second-order
systems and the mechanical properties of biomimetic systems,
which equips the robot with the ability to flexibly regu-
late the force-position relationship and adapt to uncertain
human motion. However, the traditional impedance/admittance
method usually difficult to achieve the desired interaction
performance in human-guided tasks [19], [20], [21], [22].
For this reason, the work in [19] develops an adaptive
impedance method to reduce the human effort required during
the interaction, incorporating online and iterative learning
algorithms of impedance parameters for nonrepetitive and
repetitive tasks, respectively, to ensure the interaction stability.
In [20], an adaptive impedance algorithm inspired by bionic
control is proposed to obtain the desired robot compliance.
The work in [21] introduces a variable admittance control,
where the damping term is adaptively updated based on the
sensed interaction force, facilitating smooth human-robot—
environment interaction while maintaining system passivity.
In [22], a robust admittance control is designed for human—
robot cooperation under unknown loads. In addition, the
surface electromyography (SEMG) signal has been widely
used in HRI [5], [23] due to its advantage of directly reflect-
ing human muscle activity and being generated before the
motion actually happens [24]. In [25], an endpoint stiffness
identification method for robot impedance skill learning is
formed by combining the SEMG and the human upper limb
dynamics model, in which the collected raw SEMG signals
are smoothed and filtered using a moving average process and
a low-pass filter, respectively, to reduce the effect of noise.
Other sSEMG noise removal methods include empirical mode
decomposition [26], signal whitening [27], and independent
component analysis [28], but these techniques are compu-
tationally expensive [29]. Also, the work in [30] evaluates
the assistance efficiency of the fuzzy adaptive admittance
control designed for exoskeletons by sSEMG signals. However,
it is worth noting that these studies primarily focus on the
motion planning of the robot during the interaction, often
neglecting the actual trajectory accuracy of its low-level
controller. Whereas the control result of the admittance model
is mainly determined by the performance of the inner-loop
position control [16], [17], [30], [31], [32]. Therefore, it is
essential to consider the comprehensive tracking capability of
the robot in HRI.

Robots are typically modeled as Euler-Lagrangian systems
with complex nonlinear properties [33], and NNs, as a pop-
ular intelligent tool [34], [35], [36], [37], [38], [39], can
be integrated into the controller for effective estimation of
unknown dynamics. The work in [37] proposes an NN-based
adaptive control for compensating robot uncertainty in HRI
to ensure interaction performance. In [38], a neural learning-
based trajectory tracking control is proposed for robots
considering input saturation, where a radial basis function
NN (RBFNN) is used to estimate the lumped uncertainty.
To reduce the computational load associated with online
updating of the weight matrix, the work in [39] proposes
a minimal-learning-parameter technique based on adaptive
NN for function approximation. Further, robots are expected
to achieve faster response and higher accuracy. Prescribed

performance control (PPC), formed by incorporating the
prescribed performance function (PPF) into the control design,
has been shown to be very effective in managing output
constraints of the system [32], [40], [41], [42], [43]. In
detail, the work in [43] addresses the complexity explosion
inherent in backstepping techniques by integrating a command
filter (CF) and an error compensation mechanism (ECM) into
the controller, alongside an error transformation function to
achieve performance constraints. In [32], an approximation-
based admittance controller that combines force and trajectory
adaptation with performance constraints is designed to enable
robots to compliantly interact with unknown environments. To
further enhance the response speed, the work in [44] intro-
duces an adaptive control method based on predefined time
PPF, which enables the teleoperation system to be equipped
with trajectory tracking capability with specified transient
performance. In [45], an adaptive predefined time control is
designed based on the barrier Lyapunov function to realize
the full-state error constraint of nonlinear systems. However,
classical PPC relies on the initial state of the system, leading
to semi-global results. When the desired signal changes, it
is necessary to reassess whether the control parameters are
valid under the new conditions, thus limiting its applica-
tion [46], [47]. To fill this gap, the work in [31] presents a
switching mechanism to implement the global error constraints
for interaction systems constructed by the admittance model.
In [48], a shift function is proposed to ensure that the tracking
accuracy of the robot under arbitrary initial conditions is
within the desired performance range. Nevertheless, it should
be emphasized that the transient convergence time, steady
state tracking accuracy and global stability guarantee of the
controlled system as well as the adaptive admittance control
that combines SEMG signals and HMI are not simultaneously
involved in the above works. Based on the aforementioned
discussion, the main contributions of this article can be
summarized as follows.

1) Based on the Lyapunov method, a dynamic updating
algorithm is designed to estimate HMI, which is then
incorporated into the SEMG-based adaptive admittance
control for HRI. In contrast to existing interaction
strategies [11], [14], [31], [37], [49], this study enables
the robot to understand uncertain human motions during
interaction, while leveraging human upper limb mus-
cle activity to modulate its stiffness for human-like
compliance, thereby improving interaction accuracy and
reducing human effort.

2) This study proposes a novel error transformation mech-
anism incorporating a predefined time PPF to achieve
the prescribed performance under arbitrary initial condi-
tions. Unlike current output constraint controllers [31],
[32], [44], [45], [48], [50], the designed trajectory
tracking method not only ensures that the error remains
within specified boundaries but also guarantees the
transient predefined time convergence and global control
capability of the robotic system in HRI, even under
model uncertainty.

3) A neuroadaptive admittance control strategy that inte-
grates NN, sEMG signals, HMI estimation, and PPC



is developed for the first time. Building on this, we
conduct numerous comparative experiments of trajec-
tory tracking and HRI on a real robot to verify the
practical applicability of the proposed method. The
results confirm that the controller provides high-quality
tracking performance and also ensures natural and stable
interaction behavior.

The remainder of this article is organized as follows.
Section II describes the specific structure of the system dynam-
ics, admittance model, and RBFNN. Section III designs the
neuroadaptive admittance controller based on the summary of
existing works. In Section IV, we demonstrate the advantages
of the proposed scheme through two sets of experiments on
the robot trajectory tracking and the HRI. The conclusion and
discussion about the convergence of all states in the closed-
loop system are illustrated in the last two sections.

II. PROBLEM STATEMENT
A. System Dynamics

The dynamics of n-link manipulators can be formulated as
M(@)§+Cq.pq+Glg) =t +J"Fy (1)

where M € W, C € W™, and G € R denote
the inertia matrix, the centripetal-Coriolis force matrix, and
gravity matrix. ¢, g, § € R" denote the position, velocity, and
acceleration in joint space. J € R"™*" denotes the Jacobian
matrix, m denotes the dimension of the considered Cartesian
space, Fj, € N denotes the interaction force between the
robot and the human, and 7 € R" denotes the control input.

In general, M, C, and G contain uncertain terms, expressed
asM=My—AM,C =Cyp— AC, and G = Gy— AG. My, Cy,
and G denote the nominal parts, AM, AC, and AG denote
the other unknown parts. Hence, (1) can be reformulated as
follow:

Myg+Cog+Go=t+715+ A 2)

where A = AMg + ACq + AG denotes model uncertainty.
Similarly, the admittance model in the workspace of the
robot can be described as follows:

Mx(-.x:c - xd) + Bx(xc - xd) + Kx(xc —Xg4) = Fh (3)

where My, B, K, € R"™>™ denote the given inertia, damping
and stiffness parameters of admittance model, x4, x4, ¥4 € N
denote the human desired position, velocity and acceleration,
respectively, and x., X., X, € %" denote the output command
position, velocity and acceleration of the robot end-effector,
respectively.

The forward kinematics of robots can be described as

x=v(@q). “4)

Accordingly, the inverse kinematics problem is solved by
a closed-loop inverse kinematics (CLIKSs) algorithm [51] to
derive the joint angle g, from x, that is

t
g = r(x) = /O (KT e — (@) e )

where K. € W"*" denotes a positive-definite matrix.

From (5), it is not hard to find that this method allows the
joint angles to be obtained without computing the inverse of
the Jacobian matrix, thus circumventing the numerical drift
and improving solution accuracy.

Remark 1: According to the work in [17], we can find
that the compliance of robots driven by the admittance model
is influenced by the internal position controller. If ¢ = ¢,
the robot can achieve the desired compliance. However, the
model uncertainty of robots will affect the trajectory tracking
accuracy. Therefore, one of the focuses of this study is to
make ¢ track g, in a fast and accurate manner. In addition,
the human-like variable stiffness property is also included in
the subsequent control design.

B. Control Input of Human

In the considered interaction scenario, the human exerts a
force to guide the robot in performing the desired motion,
which can be described by the following stiffness model [31]:

Ki(gs—q) =t =J"F) (6)

where Kj; € 0™ denotes the positive-definite arm stiffness
matrix, g; € " denotes the HMI, and 7, € %" denotes the
interaction torque in joint space.

In practical HRI, robots and humans typically pursue dis-
tinct target motions, each being aware only of their respective
goals. As outlined in (1), when T, = 0, it indicates that
the robot is not under human intervention, thus reducing the
problem to a conventional tracking control task. Conversely,
if T = 0, it indicates the absence of motor input from the
robot, transforming the problem into one of human motor
control as discussed in [52]. Furthermore, in cases where
T, # 0 and T # 0, both robot and human dynamics must be
considered simultaneously. However, the HMI is often difficult
to obtain in advance. Therefore, the accurate estimation of
HMI becomes a critical focus of this study.

C. Neural Networks

The RBFNN provides exceptional approximation capabili-
ties and serves as an effective tool for modeling the uncertain
dynamics of controlled systems, and the mathematical repre-
sentation is given as follows:

fX) =wisx) 7)

where W € 9t¢ denotes the weight matrix, X € 9/ denotes
the input vector. Here, d,l € Mt denote the number of
hidden layer nodes and input variables, respectively. The basis
function S(X) € R is chosen in the following form:

S0 =exp(=[X = G[* [oP)i=1.2..d  ®)

where C; € %! and oj € RT denote the center and width of
the jth Gaussian function, respectively.

In theory, f(X) can approximate any given function with
arbitrary precision, as long as d is sufficiently large for VX €
Qyx. Specifically, it can be expressed as follows:

FX) =wTSX) +e 9)
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Fig. 1. Block diagram of the designed overall control framework.

where ¢ denotes the estimation error that is bounded by |¢| < &
with £ > 0 being a constant. W* is the optimal weight matrix
shown below

W* = arg min
W*end

sup [f(X) — WTSX)| ¢. (10)

XGQX

III. CONTROL DESIGN

Following the previous analysis, this section presents the
design of a neuroadaptive admittance control. To begin with, a
novel robot neural tracking controller is proposed to realize the
output error constraint based on the backstepping technique,
NN, and PPC. Next, we develop an adaptive update method for
predicting HMI to reduce human effort in HRI. Finally, human
upper-limb stiffness is estimated via SEMG signals, which
enables the robot can adopt human-like compliance through
the admittance control to improve the interaction performance.
The overall framework is illustrated in Fig. 1.

A. Output Error Constraint

To ensure the tracking error e = ¢ — q. = [eg, ..., enl”
satisfies the desired performance, it needs to be constrained by
—o(1) < ej(t) < o(¢) for t > 0. Here, o(¢) denotes the PPF as
mentioned in works [41], [48], and is given by the following
form:

(11

where ¢ > 0 denotes a parameter affecting error convergence
speed, oo denotes the initial value, and 0 < P K 1
denotes the steady-state accuracy range. Therefore, we can find
that the classical PPF-based control design must satisfy the
prerequisite —o(0) < ¢;(0) < 0(0), which impacts the global
stability and limits its applicability.

To address this gap, this study proposes the following form
of PPF:

o(t) = (00 — 0c0) EXp(—P1) + 00

Z(o) = narctanh(p) (12)

where 1 = poo/arctanh(ps), and o is designed in the
following form:

o+l
o) — {(%) (1= 0x) 00, (€10.T) 3,

Qo0 re [7-, OO)

where 7 denotes a predefined convergence time.

Remark 2: Tt is evident that Z(p) is monotonically decreas-
ing with respect to time, satisfying the necessary conditions
for the performance function. Additionally, We can find that
Z(0(0)) = narctanh(l) — o0, indicating that it can
accommodate any initial system condition and achieve global
results during HRI. Meanwhile, Z(lim;— o 0()) = Z(0(7)) =
narctanh(poso) = 0co can be adjusted to meet specific task
requirements, ensuring tracking accuracy. Furthermore, the
error convergence time 7 is also user-defined, allowing for
improved transient performance.

B. Error Transformation Mechanism

Next, we design the following normalized function:

x(e)) = tanh(ﬁ) .
n

It is not difficult to find that x(e;) has the following
characteristics: 1) x(e;) is strictly monotonic with respect to
ei € N; 2) x(ei) € (—1,1) always holds; and 3) when ¢; —
00, x(ej) = 1, when e - —o0, x(e) - —1, and only when
ei =0, x(e;) = 0. Additionally, it holds that e; = Z(x).

Further, the following error transformation is proposed:

B A
T A+ =2

where 0; denotes the transformed error and A(¢) = x (e;) /o(?).
In accordance with the definition of x(e;) and o(¢), we can
know that A(0) = x (¢;(0))/0(0). Then, it is worth noting that
only when A — =1, 8; — oo. In summary, for V¢ > 0, if
the designed tracking controller is capable of ensuring that 6;
remains bounded, the result —1 < A(#) < 1 will always hold.
Thus

(14)

(15)

0;

(16)
a7

—o@) < x(e) <o)
I(—0) < I(x) < Z(0).

Considering the fundamental characteristics of odd function
Z(o) and the fact of e;(r) = Z(x), the below inequality can
be established

—1(0) < ei(t) <Z(o).

Here, it is easy to find that we reduce the problem of
constraining the original trajectory tracking error e;(#) within
the PPF Z(p) to the more manageable problem of ensuring
that the transformed error 6; is bounded for all ¢ > 0, and the

(18)
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corresponding graphical representation of the output constraint
controller is shown in Fig. 2.

Further, we can know that 6; is required in the design
of the adaptive control using the backstepping technique.
Accordingly, it can be obtained by differentiating (15)

o :
6; = M (19)
(1-22)
with
X:O(Q—_QXQ), X =ﬁ|:1—tanh2<ﬁ>i|. (20)
Q n n

Therefore, the specific mapping of 6; to ¢ can be derived
by substituting (20) into (19)

b = e + oo
(] + )Lz)[l - tanh2<%>]él~ (1 + )‘2))(@

- — 1)
(1-22)*n0 (1-22)%02
where
14 22)|1 — tanh?( &
L) : (5)] )
(1—=22)"no
14+ A%) %0
w2i=—w~ (23)
(1-2%)"%?

C. Neural Tracking Control

Based on (2) and (15), we define the following error system:

z1(1) =0(1)

{mmzqm—&m @4
vi() =z1(t) — §

{n@zm@—% (25)

where a denotes the output of the following CF when the
input signal is the virtual control law o

L
51 =il —al'simlor @) tor
@) = —r251gn((p2 — ¢
where ry = diag[ri1,...,r1,] and ry = diag[ra, ..., r2l

denote control parameters, ¢; and ¢, denote states.

Remark 3: If the input signal remains unaffected by noise,
ie., ¢« = o, then ¢; = a9 and ¢; = ap hold under
appropriate parameter choices with r; > 0 and ry; > O.
However, if the signal noise is bounded by a constant v;, such

that |a; — ag;| < v;, then the inequalities |¢1; — ap;| < Ajv; =
o1; and |@1; — dpi| < Av;'/? = 09; hold, where A; and A
denote positive constants [53].

Similarly, &, and &, represent the error compensation
signals which are defined by the following ECM:

{E:l :—k1$1+w](£2+(&—(¥))—h]Sign(gl) (27)
£, = —kok, — hosign(&,)

where w| = diaglwy;, ..., w1,], ki1 = diag[kyy, ..., kial,
hy = diaglhyy, ..., h1nl, ko = diaglksy, ..., kzul, and hy =

diag[hoy, ..., ho,] denote designed control parameters.

Remark 4: Since the controller design requires the term
o, direct differentiation of e would amplify noise, hence
increasing the tracking error and affecting the system stability.
To address this issue, we introduce a CF (26) to maintain
signal continuity and accuracy. However, the employment of
CF inevitably generates filter errors. Consequently, the main
purpose of developing an ECM (27) is to compensate for these
errors and enhance control performance.

Then, we introduce the following Lyapunov function:

L 7
Vi==vi'v. (28)
2
Derivation of Vj yields
Vi=nTy = vil(wie+w,— 51)
=l (@i(+&h+a—q)+we—§). (29
Thus, we design the virtual control law « as follow:
a=q.— @ '(kiz) + @) (30)
where wo = [@, ..., ©o]L.
Substituting (30) into (29), one can get
Vl =Tk +viTw v —i—h]VlSign(El). 31
Next, consider the 2-nd Lyapunov function
L 7
Vo=V + EVQ V). (32)
Taking the derivative of V; yields
Vo = —viTkivy +v2 T,
+vilwiv + hlvlsign(ﬁl)
=i’k +w (wv +F - o + k2&,)
+ VZT(MO_I(‘E — 15— Coq + Go))
+viThisign(&,) + v2"hosign(,) (33)

where FX) = My 'A = [AX),....[,(X)]T denotes
the unknown nonlinear term that will be approximated by
RBENN, i.e., fi(X) = W?‘TSi(X) + &; with the input variable
is defined as X = [¢7, 47, a”, all.

Finally, we formulate the 3-rd Lyapunov function as

1
Vi=Vo+ =(q4 _‘I)TKh(qd -q).

34
3 34
Derivation of (34) gives

Vs=Va+ (44— ) (35)



Based on (33) and (35), we develop t as

T =Coq+ Go+ )
~T =
+M0(—w1v1 —W SX) —k2Z2+Ol)

+Mo(2") (a0 + (- 0) —f]en G6)

where (#,7)" denotes the Moore—Penrose inverse of v, W
denotes the estimated of W*, and W = W* — W denotes the
estimation error matrix. ,

The adaptive law of W; is designed as

Wi=0i[vsi0) = pWil.i=1,....n (37)

where Q; denotes a positive definite symmetric matrix and p
denotes a positive constant.

To model the HMI in the interaction process, we propose
the following adaptive update law for q,:

4q=pTh (38)

where p denotes a positive definite symmetric matrix.
Substituting (36) and (38) into (35), one can get

: T T T
Vi =—vi'kvi —va kova — T p1p

n
— (00— a)"Kn(gg—a) + > vaiW; S;
i=1

+ vlThlsign(El) + vahzsign(‘;'z) +wle. (39)

The below theorem consolidates the stability guarantee and
interaction performance of the proposed controller.

Theorem 1: For the robotic system (1) that interacts with
humans exhibiting unknown motion behavior, the combined
application of the virtual controller (30), the adaptive update
laws (37) and (38), and the control input (36) not only
accurately estimates the HMI ¢, but also effectively ensures
the trajectory error e converges to the given performance
constraint boundary range within a predefined time 7.
Furthermore, the global stability of the system can be achieved.

Proof: See the Appendix. |

D. Adaptive Admittance Control

Driven by the designed neural tracking controller, it is
assumed that ¢ =~ ¢q,, and thus the robot can attain approxi-
mately ideal compliance performance. Further, the human-like
variable stiffness characteristic is derived based on the SEMG
signal, which is associated with human muscle activity and
can be obtained from the MYO armband. First, we preprocess
the raw SEMG signals of all channels in the following way:

N

1
o0 = ~ le |SEMG; (1]
1=
where N = 8 denotes channels number of MYO, sEMG;(¢)

denotes the raw signal, and p((#) denotes the processed signal.
Then, we employ the moving average technique [25] for wu(¢)

(40)

1 D—1
w = - kg(:)uo(t—k) (41)
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Fig. 4. Experimental setup.

where D denotes the window length. Also, a low-pass filter
with the cut-off frequency of 2.5 (Hz) is used to treat wu(¢) to
obtain the envelope uy(#), which is shown in Fig. 3.

Thus, we establish the following mapping relationship [24]:

1 — e_(pﬂ

= m with

2 (42)

where g denotes the index, and ¢ denotes a positive constant.
Therefore, the mapping relationship among g and K is
provided by the following:

K, = p(Kmax — Kmin) + Kmin (43)
where K,x and K, denote the maximum and minimum
values of the stiffness variation, which can be set through
prior experimentation. Hence, with the proposed adaptive
admittance control, the robot can dynamically mimic human
stiffness to ensure high-quality interactions.

In summary, precise trajectory tracking and regulation of the
robot are achieved through HMI prediction, global PPC, and
adaptive admittance control, while simultaneously reducing
the human effort required in performing HRI. The main steps
of the proposed neuroadaptive admittance control can be
concluded in Algorithm 1.

IV. EXPERIMENTS

In this section, we will demonstrate the effectiveness of
the proposed framework through two sets of experiments,
including trajectory tracking and HRI tasks. The experimental
study is implemented on the ROKAE robot presented in Fig. 4.



Algorithm 1: Neuroadaptive Admittance Control Based
on HMI Estimation and Output Error Constraint

Input:

The constant matrices/coefficients: ki, k2, T, ¢, 0co> F1,
ry, hy, ha, Q, p, p, My, By, Knin, Kmax, ¢, D.

Output:

The joint drive torque: .

1 begin

2 Move the robot to the set initial position;

3 Initialize the parameters q,, ¢, and t;

4 for each time step t do

5 Get the interaction force F;, and SEMG signal p,

calculate HMI ¢4, ¢, and stiffness matrix K,
using (38) and (43), respectively.

6 Compute joint command motion trajectory ¢.., ¢,
by admittance model (3) and CLIK (5).

7 Sense the robot current states ¢, ¢ and compute
the error system vy, v, by (24) and (25).

8 Derive the virtual controller « using (30).

9 Update the adaptive NN weight w by (37).

10 Calculate the joint drive torque t using (36).

11 Send the generated control input to the robotic
actuators using (1).

12 end for

13 end

A. Results of the Trajectory Tracking Controller

This experiment evaluates the performance of the designed
trajectory tracking controller, and joints 1-4 are driven to
execute the given motion for simplifying the analysis and
remain general. Then, we define the initial state of the robot
as qo = [0,0.3,0, 1.57]7, and the desired trajectory is set as

0.1sin(#) 4+ 0.3 cos(?)
0.3 + 0.1sin(?)
0.1sin(¢) — 0.3 cos(t
1.57 4+ 0.3 cos(¢)

g0 = J |ad). (44)

To validate the advantages of the proposed method, we
compare three different methods, i.e., M1: the PD control
with the form v = —k,e — ksé + Go; M2: the output
constraint control proposed in [48]; and M3: the neural
tracking control proposed in this article. The parameters of
M1 are given as k, = diag[135, 135, 135, 135] and k; =
diag[62, 62, 62, 62]. Similarly, the parameters of M3 are set
to ky = diag[l0, 20, 15,10], k» = diag[30, 45, 35, 30],
ri = diag[12, 12,15, 12], r, = diag[12, 12,15, 12], by =
diag[0.01, 0.01, 0.01, 0.01], A, = diag[0.01, 0.01, 0.01, 0.01],
0 =diag[l,1,1,1], ¢ =3, T =3, 0o = 0.02, and p = 1.
For RBFNN, the centers of the network are evenly spaced in
the interval [—3, 3] x [-3,3] x [—3,3] x[-3,3] x[-3,3] x
[—3,3] x [-3,3] x [-3,3] x [-3,3] x [-3,3] x[-3,3] x
[—3,3] x[—3,3] x[—3, 3] x [—3, 3] x [—3, 3] and the width
is set to 10. Notably, the control gains of M2 are the same as
those of M3 for fairness consideration.
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Figs. 5-8 show the tracking performance and trajectory
error for joints 1-4. It is easy to notice that M1 possesses the
slowest convergence speed with the lowest tracking accuracy,
and its maximum error is beyond the specific performance
range. Similarly, although the errors of both M2 and M3
are constrained by the desired performance metrics, M3
consistently outperforms M2 in both transient and steady-state
performance, regardless of whether there is a jump in the initial
conditions. Moreover, the proposed output constraint control
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method effectively addresses the dependency of traditional
PPC methods on the initial state of systems, thereby satisfying
the global stability guarantee. Fig. 9 illustrates the control
input torque of M3. Given that the torque limits for the
tested joints are all 85 (Nm), the actual drive commands
remain within this allowable threshold, further validating the
practicality of the proposed approach. Additionally, we employ

the Root Mean Square Error with RMSE = ,/(1/m) Y"1 | e;?

to quantitatively evaluate and compare the steady-state errors
of these methods. The specific results are presented in Fig. 10,
where it is evident that the proposed method offers superior
control capability across all joints. In conclusion, this approach
not only effectively reduces the impact of robot dynamic
model uncertainty, but also ensures both transient global
predefined time convergence and steady-state high-precision
trajectory tracking of the system.

B. Results of the Human—Robot Interaction Controller

This experiment assesses the performance of the designed
interaction controller, and we performed a comparison of
three different control strategies, i.e., Cl: the traditional
admittance model with zero stiffness; C2: the force-based
variable admittance control proposed in [21]; and C3:
the neuroadaptive admittance control proposed in this
article. The specific experimental procedure is that the
human guides the robot to follow a desired trajectory

0.025

0.02

= 0.015
2]

Z oo

0.005

0

2
Joint 1 3
Fig. 10.  RMSE analysis of the steady-state performance for different

methods.

Human

motion trajectory

Fig. 11. Experimental scenario of HRI.

[4.454-8sin([27/T1]), 62.86+16 sin([27t/T1) cos([2rt/TDH]T
(cm) as shown in Fig. 11, and it is worth noting that the
robot is not aware of this trajectory beforehand. The core
objective of the experiment is to equip the robot with human-
like stiffness and the ability to understand HMI, thereby
facilitating natural HRI. In other words, we aim to ensure
precise position tracking while reducing the human effort
required during the interaction process. The control parameters
of C3 are set as: p = diag[0.02, 0.02], M, = diag[1, 1] (kg),
B, = diag[200, 200] (Ns/m), Kmin = diag[50,50] (N/m),
Kn.x = diag[200,200] (N/m), ¢ = 5, and D = 10. The
variable damping gain of C2 is defined as a = diag[38, 38],
and the rest of the admittance parameters are chosen to be
consistent with C3 to ensure fairness.

Fig. 12 shows the experimental tracking trajectories
achieved under different controllers and Figs. 13 and 14
illustrate the position errors and interaction forces along the
X- and Y- axes. We observe that when dealing with the
complex curved trajectory, the constant large damping term
in C1, combined with the absence of HMI, leads to sluggish
interactions, placing greater demands on the human to guide
the robot, which in turn increases tracking error and interaction
force. In contrast, C2 adaptively adjusts the damping based on
sensed force information, thereby reducing interaction forces
and improving tracking accuracy. However, the damping term
in this control structure is highly sensitive to interaction
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forces, meaning that the inevitable physiological tremors of
the human arm would significantly affect the stability of
the robotic system. Based on the above considerations, C3
dynamically predicts HMI while managing the compliance
level of the robot by the muscle activity of the human operator,

TABLE I
QUANTITATIVE COMPARISON OF POSITION ERROR

Control Track Position error analysis [cm]
strategy  direction =~ MaxE ME AE SD
c1 X-axis 1.4072 0.0307 0.5932  0.7207
Y -axis 1.5465 —0.2395 0.6393 0.7693
I X -axis 0.9875 —0.0151 0.4291 0.4944
Y -axis 1.1294 —0.2301 0.4403 0.4865
3 X-axis 0.5742 0.0138 0.2563 0.3112
- Y -axis 0.5141 —0.0939 0.2362 0.2701
TABLE II

QUANTITATIVE COMPARISON OF INTERACTION FORCE

Control Track Interaction force analysis [N]

strategy  direction MaxE ME AE SD
cl X-axis 3.9429 0.0032 1.5747  1.8782
Y -axis 4.9496 0.0035 3.1206  3.2784
I X-axis 2.1872 —0.0056 0.9947  1.0997
Y -axis 2.6619 0.0048 1.6381  1.7299
3 X-axis 1.3915 —0.0036 0.5348 0.6245
Y -axis 1.6929 —0.0038 0.9619 1.0401

TABLE III
AVERAGE NORM OF POSITION ERROR

N S2 S3 S4 S5 S6
Cl 09342 1.0651 0.9872 1.1739 0.8382 0.7942
C2 0.6526 0.7191 0.6198 0.6956 0.7664  0.5375
C3 03158 0.2923 04132 02761 0.3705 0.3696

effectively enhancing the control capability of the interaction
system. Consequently, C3 obtains the smallest position error
and interaction force, as well as the system stability is also
guaranteed, thus allowing the human to perform interaction
tasks more easily, efficiently, and reliably. Further, we employ
the following quantitative analysis metrics to verify the com-
prehensive performance of these comparison controllers, i.e.,
Maximum Error: MaxE = max{|e;|}, Mean Error: ME =
(1/n) >"%_, ei, Absolute Error: AE = [1/n]) " |e;], and

Standard Deviation: SD = \/(l/n -DY lei— ME|2.

Tables I and II provide the quantitative analysis covering the
above metrics for the position tracking error and interaction
force of the robot in various controllers. The results demon-
strate that the designed method exhibits excellent control
performance in all aspects.

Also, we recruit six healthy subjects (three males and three
females), aged from 25 to 40, to perform the above interaction
task five times under each of the three controllers. All partic-
ipants provide informed consent prior to the study. Notably,
the operators have no idea which control mode the robot
is configured in each interaction experiment. Furthermore,
we define the following human effort J used to measure
interaction sensitivity:

T
J= / |Fr®Tvy(t)|dt (45)
0
where T denotes the task duration and vs(f) denotes the
synergy velocity of the system.
Tables III and IV show the average norm of the posi-
tion error and the interaction force for the human operators



TABLE IV
AVERAGE NORM OF INTERACTION FORCE

S1 S2 S3 S4 S5 S6
Cl 3.7104 4.6723 34862 39103 43173 3.5853
C2 20107 19196 23382 21031 2.6856 2.2561
C3  1.2405 1.1679 1.2848 1.0212 1.4386 1.5296
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Fig. 15. Statistical results for average effort of human.

throughout the interaction task, respectively. We can find that
the error and force are slightly reduced with the force-based
variable admittance control [21] compared to the traditional
admittance control, and even more so by using the proposed
neuroadaptive admittance control. Fig. 15 shows the statis-
tical results for the average effort of humans, and it can
be clearly seen that the proposed method outperforms the
others and takes the least amount of effort. Therefore, these
results indicate that the designed strategy greatly improves the
manoeuvrability and control performance of the interaction
system.

V. CONCLUSION

This article introduces a novel active control method for
HRI that enables the robot to adaptively regulate its trajectory
to ensure natural interaction. The HMI is estimated by the
sensed force information and the stiffness matrix is adjusted
using SEMG signals from the human upper limb, both of which
are then fed into the admittance model-controlled robot for
human-like interaction characteristics. Further, a PPC based
on the error transformation function is designed to realize the
global predefined time performance constraint on the output
error of the robotic system. With the proposed framework, the
robot can quickly and accurately track human expected motion
trajectory, as well as reduce human effort while ensuring
interaction stability. The experimental results demonstrate the
comprehensive control capability of the designed scheme.

However, this study also suffers from the following draw-
backs: the estimation accuracy of the HMI is related to
the precision of the force sensor, which raises the cost
of the application. Furthermore, the model dependence may
affect the generality of the controller. Therefore, the design of
external force observers and model-free adaptive methods will
be considered in future work.

VI. APPENDIX

In this section, the Lyapunov method will be adopted for
stability analysis of the HRI system.

First, construct the following Lyapunov function candidate:

| U | 1
v=v3+5;W,»Q,» Wit 2878 + 5678 @6)
Take the derivative of V
n
. . ~T 1A . .
V=Vit+) W0 'Wi+&"E + 8¢
i=1

=Tk —v2Tkovy — 147 1)
— (g4 — lI)TKh(Qd —q) — & Tki& — £ kok,

n
NTA
+p E W, Witwle+& wig+& w0
i=1

+viThsign(&,) + v2"hosign(§,)
— & Thysign(&,) — &, hysign(§,).

By Young’s inequality, the following relationships hold:

n n
T Px~wlvw. o P
PY_W, Wiz -3 §‘ IW,. W,-+§§. 1HW?H2 (48)
= =

(47)

1 1 1 1
vle < —vylvo+ —eTe < —vTvy + 552 (49)

-2 2 -2
§7w &, < %’EITWIEI + %Eszliz (50)
§Twio < %ElTwlsl + %‘HTWIOI (629)
nhisign(€,) < 57+ 5l P (52)
v hasign(8s) < 392v2 + 5 1ol (53)
—&"hisign(§,) < %sﬁsl + %nhluz (54)
& hosin(s) < 3627, + 5ol 59)

Substituting (48)—(55) into (47) gives

) 1 1
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where
min (2](11' — 1),
i=1,...,n
min  (2ky; — 1), 2,
i=1,..,n
o=min {1 min = (p/hma (€7)), (57)
min (2/{11' — ZZD'U — 1),
i=1,...,n
min (2](2,' — w1 — l)
i=1,..,n
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(58)
Further, (56) is multiplied by ¢°’, yields
d
E(Ve"’) < B (59)
By integrating (59), we can get
0<V< (V(O) — E)e_‘” 2 (60)
o o

Therefore, with appropriate constants o and S, it is estab-
lished that V(f) € €. Consequently, the boundedness of Vi,
v2, &1, &5, q4, and W is ensured. As a result, z1, zp, and W
are also confirmed to be bounded. The boundedness of the
virtual controller & follows from (30) and the boundedness of
z1. Moreover, from (24) and (26), we can conclude that all the
states ¢ and ¢ are bounded. Finally, the boundedness of 7 is
verified based on (36).

The proof of Theorem 1 is completed.
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