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A B S T R A C T

Sentiment analysis aims to extract emotions from textual data; sentiment analysis and text recognition are two of
the most common tasks associated with natural language processing. Emergent technologies have been devel-
oped and employed in various fields, including marketing, health care, and policy making. However, with the
growth of social media platforms and the flow of data, especially in the Arabic language, substantial difficulties
have emerged that call for the creation of new frameworks to address problems, such as the lack of datasets
related to news platforms, the complicated formation of the Arabic language, and complications with classifying,
and system challenges, whether in machine learning, deep learning, or online analysis tools. This paper provides
a new framework that helps address ASA challenges and work on various tasks based on the state-of-the-art ASA.
First, it presents a new collection named (ANP5) from Arabic news posts from several Arabic platforms, then uses
SSL with AMCFFL technique to analyze the Arabic sentiment and generate a second dataset (ANPS2). Next,
applied ML classifiers, RF and SVM, do the best among the other classifiers, with an accuracy of 82.00%;
however, the measurement distributions for each class are different (Experiment 1). Following that, DL models,
BIGRU, CNN-LSTM, LSTM, and CNN, had accuracies of 88.10%, 89.30%, 89.85%, and 90.10% (Experiment 2).
Experiments 1 and 2 represent the initial benchmark classification as the first baseline. Afterward, a new
RMuBERT Model was developed and compared with four transformers on the two datasets: ANPS2 accuracy
(90.87%) and ANP5 (90.33%). RMuBERT performed better than the baselines (Experiment 3). Further testing of
RMuBERT on various Arabic corpora with different classes, lengths, and sizes: ArSarcasm (3C), STD (2C), AJGT
(2C), and AAQ (2C), revealed accuracies of 77.76%, 91.79%, 94.07%, and 93.48%, respectively. Still, RMuBERT
performed better than the baselines (Experiment 4). Finally, on the largest Arabic sentiment corpora with six
million Arabic tweets, the performance is up to (91.12%); RMuBERT works efficiently with less training time
(Experiment 5).

1. Introduction

Digital networks offer an exceptional framework for big data ana-
lytics in various real-world applications [1]. When individuals submit
their views or ideas while conversing on social media sites such as
MySpace, Facebook, and Twitter, a tremendous quantity of data is
created regularly [2]. Social data is one of the three significant data
characteristics: velocity, heterogeneity, and high volume [3]. It is
created via numerous social channels [4]. Aside from these features, it
has a semantic feature, which refers to the fact that it is humanly made

and includes symbolic information with intrinsic subjective value [5,6].
Because of this unique feature of big social data, emotion recognition
faces several obstacles and possibilities, such as application [7], ma-
chine learning [8], semi-automatic learning [9], and identifying and
categorizing the individual’s personality [10].

Sentiment classification, opinion mining, sentiment mining, and re-
view mining are some terms used in sentiment analysis [11]. It’s a
method for forecasting how people react to various items or social or-
ganizations based on their feelings [12]. Advanced techniques were used
for emotion recognition [13] and detecting harassment discourse [14].
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Textual and visual representations are often used as sources for senti-
ment analysis, aspect-based sentiment analysis, and fuzzy decision [15].
The emotions expressed on social media cover over 23 distinct lan-
guages, andmore than 11 platforms are valuable for developing business
strategies to help the company reach its objectives [16]. It’s often used
to manage a product’s or brand’s internet reputation and knowledge
discovery via the public [17].

Further, owing to the abundance of channels and sources for Arab
news, it is now challenging to identify and validate sources due to the
enormous amount and growth of data. Analysis of feelings for comments
and tweets also presents challenges [18]. Fig. 1, a graph and analysis,

shows the worldwide ASA growth and distribution throughout time.
Most of the information selected for this investigation was derived from
the Web of Science database. The following keywords are primarily
employed to locate relevant scientific publications: Arabic sentiment
analysis and Arabic sentiment resources.

Arabic NLP tools, such as SA, have gained popularity in recent years
due to the rise of Arabic online content, notably on social media, and the
region’s seismic political, climatic, and economic changes [19]. Recent
supervised learning (DL) developments have significantly progressed in
various NLP tasks, such as synthetic text generation impact [20],
recognizing the best features [21], comprehensive text processing [22],

Fig. 1. Represents the global ASA growth and distribution via time. (A) document kinds that have been published and their distribution, (B) the allocation of re-
sources according to the publishers, and (C) articles analysis with timelines.

Fig. 2. Describes the current research challenges.
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and the effective categorization of relational ontological frameworks for
user feedback [23].

Despite the rapid development of artificial intelligence technologies
applied in Arabic sentiment analysis, the research community faces
challenges (see Fig. 2). These include a lack of readily available dataset
resources, the complicated formation of the Arabic language, the diffi-
culties associated with classifying Arabic emotions, and system chal-
lenges, whether they pertain to machine learning, deep learning, or
online analysis tools.

In this paper, we introduce a new collection of Arabic News Posts
(ANP5) and present a new framework (see Fig. 3) with various tech-
niques that help solve issues in Arabic in the three main tasks: Platforms
Posts Recognition (PPR) or (Recognize Platforms of the Posts or news),
Sentiment classifying (SC), and Arabic Sentiment Prediction (ARP).

We design a semi-supervised learning approach for categorization
that can benefit from unlabeled data and enhance classification perfor-
mance using transformer models. The key contributions of this paper are
listed below:

• Following state-of-the-art ASA, this study develops a framework that
helps solve the ASA issues and works on numerous tasks such as SSL,
PPR, SC, and ARP.

• Gather data from Twitter-based Arabic news sources to generate a
unique 5-class dataset of Arabic news postings (ANP5).

• After cleaning and preprocessing the collection, ML classifiers were
applied to the corpus as initial benchmarking.

• Classifying and examining the sentiment from data using semi-
supervising and the newly proposed technique (AMCAL).

• Employing DL models for initial evaluation of the second newly
generated corpus (ANPS2).

• Transformers were applied using state-of-the-art techniques on two
datasets, outperforming baselines in performance.

• Developed a new RMuBERT Model based on MARBERT and applied
it to two datasets; RMuBERT performs best.

• Further, RMuBERT utilizes various Arabian datasets with different
classes, lengths, and sizes; second, it uses massive data. RMuBERT
was more efficient and provided the optimum results in the shortest
training time.

• Finally, the datasets and the investigations are provided free to the
public at.1

The rest of this paper is organized as follows: Section 2 reviews
previous work on sentiment analysis with the latest deep-learning
technique. Section 3 describes the data collection, statistics, and meth-
odology; Section 4 contains experiments and findings; Section 5 offers
the discussions; Section 6 limitations and future research; and Section 7
provides the conclusion.

2. Previous work

The tremendous growth in the utilization and popularity of social
media platforms over the last several decades has resulted in a massive

Fig. 3. The general description of the work.

Table 1
Recent works in sentiment analysis on Arabic and non-Arabic.

Paper Dataset Language Model Result

[34] Amazon (2C) English BERT 88.48 %
[35] IMDB (2C) English BERT 94.00 %
[36] Wikipedia (2C) Chinese BERT + FC 92.65 %
[37] Chin_Corpus (3C) Chinese BERT 86.4 %
[38] SemEval (4C) Arabic ArabicBERT 72.00 %
[39] Italian XXL (2C) Italy BERT 93.32 %
[40] TripAdvisor (5C) Spanish BERT 56.72 %
[41] Fre_Corpus (2C) French BERT 82.3 %
[42] ArSarcasm-v2 (2C) Arabic MARBERT 86.00 %
[43] Sarcasm (3C) Arabic AraBERT 70.00 %

1 https://github.com/mustafa20999/-ANP5-ANPS2-datasets.
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Fig. 4. Displays a flowchart illustrating the overall procedures, the primary operating between actors, processes, and the relationships among entities.
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actual-time volume of social texts and postings, including messages,
created by subscribers. Walaa et al. [24] provided a comprehensive re-
view that included SA domains, applications, and resources. In the study
by George et al. [25], three multilingual deep learning classifiers were
applied and compared in addition to a zero-shot categorization strategy.
The results demonstrate that the zero-shot classification method cannot
achieve high levels of accuracy when applied to monolingual data.
Furthermore, several techniques were applied to assess the data quality,
especially in healthcare, such as ASA for COVID-19 [26], rating medical

Fig. 5. Corpus Data.

Fig. 6. Statistics of ANP5 datasets (A) ANP5 corpus based on the channel collection, and (B) the distribution regarding instances, types, and tokens.

Table 2
Statistics of ANP5 datasets.

ANP5

Number of instances 10,000
Number of tokens 142,366
Number of Type 24,594
Size 10 k

Fig. 7. ANPS2 corpus.
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issues [27], Twitter Arabic health services [28], Facebook [29], Holistic
Intelligent Healthcare Theory (HIHT) [30], impacts of data pre-
processing [31], data cleaning mechanisms [32], and Herbal Treatments
for Diabetes [33].

Numerous contemporary methodologies have evolved due to the
growth and expansion of information flow through social networking
sites, helping to address issues with sentiment analysis in general and
Arab sentiments in particular. Table 1 (the article, dataset, language,
model, and outcome) is the prior state-of-the-art computational pro-
cedures for sentiment analysis in various languages. We will begin
sentiment analysis with non-Arabic and later on with Arabic.

On Amazon [44] datasets, Geetha et al. [34] upgraded BERT and
compared it to LSTM, SVM, and Naive Bayes. With two ways for feature
extraction, Bag of Words and TF-IDF, accuracy was 88.48%, 83.97%,
81.33%, and 80.12%, respectively. Basarslan et al. [35] utilized word
embedding techniques such as Global Vector (GloVe), Word2Vec (W2V),
and Bidirectional Encoder Representation (BERT). On the IMDB and
Yelp datasets, DL classifiers (CNN, LSTM, and RNN) and ML classifiers
(SVN and NB), with Bag-of-Words (BOW) and (TF-IDF). The BERT word
embedding approach outperforms other techniques with all classifiers.
The highest accuracy was reported with BERT and LSTM, with an IMDB
accuracy of 94.00% and a Yelp accuracy of up to 89.00%. Li et al. [36]
developed BERT2 on the Chinese corpus,3 which contains 9204 positive
and negative reviews; their BERT+FC gave the best performance up to
92.65%. Xie et al. [37] modified the BERT model with the best fine-
tuning on the Chinese sentiment corpus and compared it with
RoBERTa-wwm-ext, RoBERT, ERNIE, and BERT transformers, and their
approach was the best with (86.4%) accuracy.

Catelli et al. [39] compared the capacity of a language model based
on deep neural networks, such as BERT Base Italian XXL,4 with a system
based on lexicons, such as NooJ, to evaluate sentiment in the Italian
language using an ad hoc collection with performance up to 93.32%.

Vasquez et al. [40] used two Bert-based techniques on five classes of
Spanish datasets.5 The first method involved perfecting Beto, a Bert-like
figure pre-trained in Spanish. The second method relies on fusing TF-
IDF-weighted feature vectors with Bert embeddings. The top outcome
was up 56.72%.

In [41], fine-tune several BERT-based models pre-trained on English,
Italian, and French datasets in two subtasks: classification and regres-
sion. For classification, F1-macro English was 0.873, Italian was 0.874,
and French was 0.823; for regression, MSE was 2.71, 3.86, and 3.65,
respectively. In two tasks vs. the baselines, the model performed better.

A zero-shot classification strategy and four multilingual BERT-based
classifiers [46] are applied and evaluated for their efficiency and use-
fulness in classifyingmultilingual data [47]. Manias et al. [48] presented
a comprehensive analysis of applying an Entity-Level Sentiment Anal-
ysis (ELSA) methodology to Twitter Data. It improved the information
that may be extracted from tweets, aiming to upgrade the policy-making
processes used by modern businesses and enterprises.

Nevertheless, when we come to sentiment analysis of Arabic, Al-
Twairesh [38] investigated the development of language models from
the classic TF-IDF to the more advanced word2vec and, most recently,
the state-of-the-art pertained language model BERT. They discovered
that the ArabicBERT-Large model delivers the best results on SemEval
2018 [45]; the rise in F1-score was significant at+7–21%. For two tasks,
Sarcasm Detection (SD) and Sentiment Analysis (SA), Abuzayed et al.
[42] employed data augmentation to fine-tune seven BERT-based
models. MAR-BERT reports the best performance on the two tasks,
with an F1-sarcastic performance of up to 0.86. We conclude by Farha
et al. [43] by applying several transforms on two Arabic datasets with
different tasks on Sarcasm, and sentiment (3C) datasets. On sentiment
(3C), AraBERT was the highest accuracy (70.00%), Fpn (0.724), and on
Sarcasm Detection, MARBERT was the best with recall (0.714) and F1
(0.584).

We see that the BERT-based model performed well with binary
corpora and poorly with multiple categories. It is employed on smaller
data sets; the large model size and the sophisticated design of BERT

Fig. 8. The proposed RMUBERT-based architecture.

2 https://github.com/ymcui/Chinese-BERT-wwm.
3 https://github.com/algosenses/Stock_Market_Sentiment_Analysis/tree/mas

ter/data.
4 https://github.com/huggingface/transformers. 5 https://github.com/juanmvsa/Sentiment-Analysis-TripAdvisor-Spanish.
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might lead to overfitting, which is mainly an issue. In this way, gener-
alization and performance on data that has not been viewed might
suffer. Additional fine-tuning or domain adaptation may be required to
ensure that the BERT pre-trained weights can generalize effectively to
tasks with considerable domain or language changes. Second, more
competitive preprocessing needs to be implemented to cover the Arabic
context at three levels: characters, letters, and sentences, in addition to
evaluating massive Arabic datasets. Thirdly, Arabic does poorly when
compared to other languages. The Arabic-based transformer models
weren’t tested on a variety of Arabic data of different lengths and sizes.
Finally, the transformer’s Attention layer can only handle fixed-length
textual data. Additionally, a significant quantity of information is lost
when a context is split in two or along its center. These points addressed

the necessity of cleaning and preparing Arabic data and choosing the
optimum hyperparameters-compatible sequence layers for the archi-
tecture of the final selected tasks.

Here, we establish a new collection called (ANP5). Following data
cleaning and processing, we benchmark the datasets using ML and DL
models before semi-supervising using (AMCFFL) methodologies to
categorize the sentiment analysis. We are developing a transformer
based on Arabic language models, demonstrating its outstanding per-
formance using varied Arabic data with varying categories and sizes (see
next section).

3. Materials and methods

3.1. Datasets collection

This work (see Fig. 4) built a new collection called (ANP5) from five
Arabic news platforms, including (Al- Arabiya, Alhadath, Aljazeera,
BBC-Arabic, and Skynewarabic), as well as the Twitter platform. After-
ward, 10,320 items were collected, including posts and comments about
the economy, sports, tourism, climate, and some global policies, as
shown in Fig. 5. Next, purge redundant items, dates, author followers,
friends, favorites, images, locations, status URLs, and tweet sources from
the dataset. Additionally, eliminate the Tweet ID, Username, and
accompanying Retweet, Comment, and Favorites counts.

Following the abovementioned process, 10,000 items from the initial
collection were chosen, as shown in Fig. 6. The Statistics of ANP5 are
shown in Table 2, which include the number of instances for the corpora,
the number of tokens and types, and the final size.

Table 3
Hyperparameter value.

Setting Value(s)

gradient − accumulation − steps {2, 4, 6, 8}
Number-classes {1,2, 3, 5, 6, 8}
Batch-size

{16, 32, 64, 128, 256, 512, 1024}
Max − len {66, 80, 100, 124, 200, 250, 520}
Extra − Len {6, 10, 12}
Rand − Seed {42, 84, 123, 666}
adam − epsilon {1e − 8 }
Epoch {5, 10, 20, 50, 100, 200 }
Optimizer Adam
Learning rate {1.215e − 05}

Fig. 9. Display the distribution of the datasets utilized. (A) AAQ, (B) AJGT, (C) ASTD, (D) ArTwitter, (E) STD, (F) ArSarcasm, (G) BRAD, and (H) TEAD.
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Next, Semi-supervised learning analyzes the sentiment that gener-
ates (ANPS2) corpus Fig. 7 (see next section). Both corpora are shown in
Table 4.

3.2. Semi-supervising learning (SSL)

SSL is one of the critical methods in deep learning, which is learning
from a limited amount of labeled data and then testing and assessing in
large unlabeled datasets. SSL reduces the work and time required for
data labeling. A classifier is first learned on a smaller set of labeled items
(LD) in the self-training technique, a wrapper for SSL [49].

The unlabeled data collection (UD) is then classified using the newly
trained classifier. The most certain examples are included in the labeled
set with their expected labels based on the prediction output. Afterward,
the classifiers may be re-trained using the newly ‘labeled’ data. This
procedure may be repeated until all (UD) samples are uploaded to (LD)
or a specified stopping condition is met.

3.3. Methodology

3.3.1. SSL
Semi-supervising approaches are applied with proposed new tech-

niques, which calculate the automatic mean classifiers for the optimal
final labeling (AMCFFL). Semi-supervising approaches implemented
with five classifiers. Then, the proposed new techniques (AMCFFL),
which are automatic mean classifiers for the most optimal final labeling,
were used to determine the final annotation in the unlabeled datasets.
The below design1 represents the proposed algorithm6 for SSL. From
ANP5, 10% was (LD), and 90% was (UD); the final generated corpus
named (ANPS2) includes 2118 positives and 7880 negatives, as shown
in Fig. 7; afterward, we benchmark (ASA) of data by using the DLmodels
as shown in Table 10.

Illustrate the proposed SSL algorithm with the AMCFFL technique.

6 Model(M),LabeledDATA(LD),UnlabeledData(UD),TrainSet(TS).
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3.3.2. Baselines

3.3.2.1. BERT. The Bidirectional Encoder Representations from
Transformers (BERT),78 language representation approach was unveiled
in 2018 by Google researchers Jacob Devlin and his team [50]. It has
become one of the essential standard benchmarks for natural language
processing technology [51].

3.3.2.2. ARBERT and MARBERT. These models were developed by [52]
using a collection of books and news items and the BERT-base. Only
66GB of text from news items were used to train ARBERT. A more
extensive dataset (128 GB) with tweets making up half of the dataset was
used to train MARBERT. The diversity in MARBERT’s training data en-
ables it to handle Arabic dialects more effectively. Free at.9

3.3.2.3. AraBERT. Is a model of the Arabic pre-trained language based
on the BERT architecture from Google. The BERT-Base configuration is
the same for AraBERT [53]. Available at.10

3.3.3. RMuBERT architecture
A new transformer-based language model for Arabic, called RMu-

BERT, was designed based on the MARBERT architecture. Additionally,
the earlier preprocessing methods [22] extended the by using various
cleaning techniques for the Arabic context (AC). RMuBERT starts by
choosing the Arabic sentence inputs AN = (a1,a2,…, an) and figuring out
the context length, which varies from corpus to corpus. The data
cleaning process BM = (b1,b2,…, bm), begins from the input by removing
special characters, punctuation marks, and all diacritics. We remove
digits, including the date, and apply the elongation and normalization
steps with AutoTokenizer pre-trained in Arabic. The stemmer follows
the state-of-art concerning the Arabic root by utilizing the Arabic pys-
temmer to obtain the final processed Arabic context (FPC).

The outcomes of the standard fine-tuned BERT model are improved
by developing customized upstream stages, Transformer Layers TL= (t1,
t2,…,tl) as shown in Fig. 8. In addition, the suggested fine-tuning is more
appropriate for varied Arabic resource settings with various classes,
lengths, and sizes. The proposed hyperparameters HP = (h1,h2,…,hp),

are shown in Table 3. The below equations illustrate proposed RMu-
BERT primary operations:

FPC = AN +BM (1)

TS = PPRm + SCc1cn +APRz (2)

RMuBERT = PAC +(HP +TL +OL)BERT +TS (3)

OL = SGB, SMM, where OL stands for the output layer, SGF is a sig-
moid function for the binary class task, and SMF is a softmax function for
our multiple class task. TS represents our three main tasks: PPRm is
platform post recognition, SCc1cn is sentiment classification, and APRz is
Arabic sentiment prediction.

3.4. Datasets

The proposed method is trained using the ANPS2, ANP5, STD, AAQ,
AJGT, Ar-Sarcasm, BRAD, and TEAD datasets for Arabic context senti-
ment categorization (see Fig. 9). The outline statistics are shown in
Table 4. The following is a description of the datasets:

ANPS2 and ANP5 consist of Arabic news and posts through MSA and
dialects. ANPS2 has 2,118 positive and 7,880 negative, free at.11

Mohammad et al. [54] offered the Syrian tweets Arabic sentiment
analysis (STD) dataset, which was reconstructed based on the NRC-

Table 5
Experiment 1: Accuracy of four ML classifiers on ANP5 dataset.

Models Accuracy (%) Macro Avg Weighted Avg

ANP5 Dataset (5C)
NB 79.00 0.79 0.79
LR 81.00 0.81 0.82
RF 82.00 0.82 0.83
SVM 82.00 0.82 0.82

Table 6
NB classifier: Results in terms of P, R, F, broken down by 5 Arabic platforms.

Precision Recall F1

BBC − Arb 0.73 0.74 0.73
Al − Arabiya 0.86 0.67 0.76
AlHadath 0.80 0.88 0.83
Aljazeera 0.82 0.87 0.84
Skynewarabic 0.74 0.78 0.76

Table 7
LR classifier: Results in terms of P, R, F, broken down by 5 Arabic platforms.

Precision Recall F1

BBC − Arb 0.75 0.77 0.76
Al − Arabiya 0.80 0.76 0.78
AlHadath 0.88 0.89 0.88
Aljazeera 0.89 0.86 0.88
Skynewarabic 0.75 0.79 0.77

Table 8
RF classifier: Results in terms of P, R, F, broken down by 5 Arabic platforms.

Precision Recall F1

BBC − Arb 0.75 0.79 0.77
Al − Arabiya 0.87 0.74 0.80
AlHadath 0.86 0.90 0.88
Aljazeera 0.91 0.87 0.89
Skynewarabic 0.75 0.83 0.79

Table 9
SVM classifier: Results in terms of P, R, F, broken down by 5 Arabic platforms.

Precision Recall F1

BBC − Arb 0.75 0.79 0.77
Al − Arabiya 0.86 0.74 0.80
AlHadath 0.93 0.86 0.90
Aljazeera 0.90 0.85 0.87
Skynewarabic 0.71 0.85 0.77

Table 4
Datasets for our experiments.

Datasets POS NEG NEU Total

ANPS2 (2C) 2,118 7,880 − 9,998
ANP5 (5C) − − − 10,000
STD (2C) 2,148 1,350 − 2,000
AAQ (2C) 900 2,148 − 4,296
AJGT (2C) 1,678 900 − 1,800
ArSarcasm (3C) 88,296 3,529 5,340 10,547
BRAD (2C) 3,122,615 68,198 − 156,494
TEAD (3C) − 2,115,325 378,003 5,605,943

7 https://github.com/tensorflow/text/blob/master/docs/tutorials/cla
ssify_text_with_bert.ipynb.

8 https://colab.research.google.com/drive/1PHv-IRLPCtv7oTcIGbsgZHq
rB5LPvB7S.

9 https://github.com/UBC-NLP/marbert.
10 https://github.com/aub-mind/arabert. 11 https://github.com/mustafa20999/-ANP5-ANPS2-datasets.
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Canada English; then, the word-sentiment association lexicons were
generated and translated. The CMU Twitter NLP tool is used for pre-
processing; it contains 2,000 Syrian tweets. In May 2016, Alomari et al.
[55] gathered the Arabic Jordanian general tweets (AJGT) corpus,
which consists of 900 positive and 900 negative entries, authored in
both current standard Arabic and the Jordanian dialect. And AAQ12 has
over 4,000 tweets.

Two human experts manually annotated tweets as favorable or
harmful, and a third expert was contacted about the annotations. The
Excel plugin ASAP utilities was implemented to cleanse the data. In [56]
the Arabic sentiment analysis datasets SemEval 2017 and ASTD were
used to build the dataset, including labels for sarcasm and dialect, which
contains 10,547 tweets, 1,678 positive tweets, 3,529 negative tweets,
and 5,340 neutral tweets. Available at.13 Sarcasm is given in a CSV file;
they offered an 80/20 train/test split to keep things constant in subse-
quent analysis.

There are 510,600 book reviews in Arabic in the Books Evaluations
in Arabic Dataset (BRAD),14 including balanced and unbalanced reviews
totaling more than 156K. Sixty-eight thousand one hundred ninety-eight
negatives and 88,296 positives are included. It is compressed in a CSV

file with a balanced collection of positive and negative evaluations.
Reviews are only included if they are either good (ratings 4 and 5) or
negative (ratings 1 and 2).

There are 6 million Arabic tweets in the TEAD15 dataset [57]; the
information was collected from Twitter during the period beginning on
June 1st and ending on November 30th, 2017. Emojis and emotion
lexicons were employed to accomplish the task of automatically col-
lecting and annotating the information. It has a vocabulary of 602,721
unique things. Neutral tweets 378,003, Subjective positive tweets
3,122,615, and Subjective negative tweets 2,115,325.

3.4.1. Evaluation metrics
The approach’s framework was learned and assessed using the

following metrics: Four categories of dimensional predictions exist:
False Positives (FP) are the number of falsely classified positive classes;
False Negatives (FN) are the number of falsely classified negatives; True
Negatives (TN) are the number of accurately classified unfavorable
classes; and True Positives (TP) are the number of correctly classified
positive dimensions. After that, the efficiency metrics shown below are
computed [58–65].

Precision = TP÷ TP+ FP (4)

Recall = TP+ FN (5)

F1 − score = 2*Precision*Recall÷ Precision+Recall (6)

Accuracy = TP+TN÷ TP+ FP+ FN+TN (7)

4. Findings

This section provides five main experiments, the utilized settings,
and significant outcomes and impacts. (Experiment 1) this experiment
aims first to evaluate the ANP5 dataset using four machine learning

Fig. 10. Efficiency of the ANP5 dataset using four machine learning classifiers (NB, LR, RF, and SVM). P, R, and F accomplishments, split down into five
Arabic platforms.

Table 10
Experiment 2: Accuracy of four DL models on ANPS2 dataset.

Models Accuracy (%) Weighted Avg

ANPS2 Dataset (2C)
BIGRU 88.10 0.88
CNN-LSTM 89.30 0.89
LSTM 89.85 0.90
CNN 90.10 0.90

12 https://github.com/dahouabdelghani/DE-CNN/blob/master/dataset
s/AAQ.csv.
13 https://github.com/iabufarha/ArSarcasm.
14 https://github.com/elnagara/BRAD-Arabic-Dataset. 15 https://github.com/HSMAabdellaoui/TEAD.
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classifiers, which were Naive Bayes (Multinomial) (NB) [66], Logistic
Regression (LR) [67], Random Forest (RF) [68], and Support Vector
Machine (SVM) [69], accuracies were (79.00%), (81.00%), (82.00%),
and (82.00%), respectively (see Table 5). (Experiment 2) aims to initial
benchmark classification of Arabic sentiment by using four deep
learning models (BIGRU [70], CNN-LSTM [71], LSTM [72], and CNN
[73]) on the generated ANPS2 by SSL, as explained in the previous
section. The configuration of DL was number-classes equal to two, split
(Train/Validation/Test) (80%/10%/10%), and three or five of the
kernel size, with various pooling between two and four, batch-size [’64’,
’128’] applied Adam optimizer with 0.001 learning rate, one hundred of
an epoch. The result is shown in Table 11.

(Experiment 3) intends to assess the effectiveness of our RMuBERT

compared to other methods and study the performance of the trans-
former models on our collection of ANPS2 and ANP5 datasets across
several classes. We applied BERT and transformers based on the Arabic
language (AR-BERT, MARBERT, and AraBERT) on two datasets, ANPS2
(2C) and ANP5(5C). On the ANPS2, accuracy was (78.52%, 88.75%,
88.89%, and 89.40%) respectively. On ANP5, accuracy was (69.04%,
87.90%, 89.00%, and 89.20%), all shown in Table 13.

(Experiment 4) investigate RMuBERT and AraBERT on four Arabic
datasets of various lengths, classes, and sizes. As RMuBERT and Ara-
BERT performed well in the prior trials, they chose them to be evaluated
on additional Arabic datasets with varying lengths, classes, and sizes.
RMuBERT and AraBERT applied on ArSarcasm (3C), STD (2C), AJGT
(2C), and AAQ (2C); we used the configuration of RMuBERT in Table 3

Fig. 11. DL models (BIGRU, CNN-LSTM, LSTM, and CNN) accuracy: Outcomes by Positive and Negative sentiment, broken down by P, R, F, and weighted Average.

Table 11
DL models: Results in terms of P, R, F, Macro Average, broken down by Positive and Negative sentiment.

Precision Recall F1 Macro Avg

Positive Negative Positive Negative Positive Negative

BIGRU 0.92 0.72 0.93 0.68 0.70 0.81 
CNN-LSTM 0.92 0.76 0.95 0.68 0.72 0.83 
LSTM 0.92 0.81 0.96 0.65 0.72 0.83 
CNN 0.92 0.79 0.95 0.69 0.74 0.84 

Table 12
A confusion matrix of [BIGRU, CNN-LSTM, LSTM, and CNN] on the ANPS2
Dataset.

ANPS2

BIGRU CNN-LSTM

Actual Predicted Predicted
 Pos Neg  Pos Neg
Pos 1489 108 Pos 1512 85
Neg 129 273 Neg 128 274

LSTM CNN
  Pos Neg  Pos Neg

Pos 1536 61 Pos 1525 72
Neg 141 261 Neg 125 277

Table 13
Experiment 3: Performance of five transformer models on our collection ANPS2
and ANP5 dataset.

Models Accuracy
(%)

ANPS2 Dataset (2C) Time of training ANP5 Dataset
(5C)

Time of
training

BERT 78.52 1 h:17 m:43
s

69.04 1 h:20 m:17 s

ARBERT 88.75 1:13:49 87.90 1:10:25
MARBERT 88.89 1:04:57 89.00 1:06:33
AraBERT 89.40 1:03:42 89.20 1:01:27
RMUBERT 90.87 1:14:33 90.33 1:17:22
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and epoch equal twenty for both models. Outcomes are shown in Ta-
bles 14 and 15.

(Experiment 5) testing RMuBERT and AraBERT on the massive
Arabic datasets. After seeing that RMuBERT and AraBERT performed
well on various datasets, the models tested on a massive Arabic dataset
with the longest and largest length. With the exact configuration of
RMuBERT in Table 3, the epoch equals ten for both models this time.
RMuBERT and AraBERT are used on BRAD, representing the most
extended length of Arabic context with 156K items. The largest Arabic
sentiment TEAD16 dataset comprises six million Arabic tweets acquired
from social media (see Table 4).

5. Discussion

In (Experiment 1), first, RF and SVM performed best among the other
classifiers; ten-fold cross-validation was conducted for all classifiers, and
the average performance was provided. As shown in Table 5. Second, RF
was the highest; RF might have been trained in a shorter time than NB
and LR. It has a high degree of accuracy in its output predictions and
operates well even when applied to large datasets, particularly
regarding recall and precision. Even without a considerable quantity of
data, it maintained its reliability consistently. With a weighted avg up to
(83.00%); besides the two classes ‘BBCArb’ and ‘AlArabiya’, RF and
SVM are equal with F1 (0.77) and (0.80); when it comes to the ‘AlHa-
dath’ class, RF was low compare to SVM, with F1 (0.88) for RF, and
(0.90) for SVM. With the last classes, ‘Aljazeera’ and ‘Skynewarabic’, RF
performed well than SVM, RF F1 up to (0.89) for ‘Aljazeera’, and (0.79)
for ‘Skynewarabic’, as shown in Tables 8 and 9. Also, RF F1 was the
highest for each class compared to Tables 6 and 7. SVM performs well
through distinct boundaries between classes; nevertheless, they are
more successful in high-dimensional environments with five classes and

Fig. 12. (A) Five transformer models’ performances on the ANPS2 and ANP5 dataset collections. (B) AraBERT and RMuBERT’s performance on differnt length Arabic
datasets. (C) Comparison of the baselines and the performance of RMuBERT and AraBERT across various Arabic dataset dimensions. (D) Investigations of RMuBERT
and AraBERT on big data sets via the TEAD and BRAD datasets.

Table 14
Experiment 4(a): Performance of RMuBERT and AraBERT on four Arabic
datasets.

Models Accuracy (%)

ArSarcasm (3C) Time of training STD Dataset (2C) Time of training

AraBERT 75.29 1:01:33 89.33 14:52
RMUBERT 77.76 45:12 91.79 10:12
Baseline 70.00 [56] − 88.59 [74] −

Table 15
Experiment 4(b): Performance of RMuBERT and AraBERT on four Arabic
datasets.

Models Accuracy (%)

AJGT Dataset (2C) Time of training AAQ Dataset (2C) Time of training

AraBERT 93.33 5:22 92.24 25:36
RMUBERT 94.07 10:12 93.48 17:50
Baseline 92.44 [74] − 87.29 [74] −

Table 16
Experiment 5: Performance of RMuBERT and AraBERT on TEAD and BRAD
datasets.

Models Accuracy
(%)

TEAD Dataset Time
of training

BRAD Dataset
(2C)

Time of
training

AraBERT 90.63 19:20:52 90.96 9:30:42
RMUBERT 91.12 17:10:30 91.18 8:59:22
Baseline 88.00 [5] − 90.68 [75] −

16 https://github.com/HSMAabdellaoui/TEAD.
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the binary. Compared to other classifiers, SVM performed much better
because the total number of dimensions was more than the number of
samples implemented. Fig. 10 demonstrates the ANP5 dataset’s overall
efficiency using four machine learning algorithms.

(Experiment 2) applied BIGRU, CNN-LSTM, LSTM, and CNN on the
ANPS2 dataset, and accuracies were 88.10%, 89.30%, 89.85%, and
90.10%, respectively, as shown in Table 10. This experiment included
extending the core architectures using the best hyperparameter choices
and adding more filters to the improved CNN representation. It gener-
ated several feature maps using various window lengths and weights. A
number of construction parts and processes were effectively optimized,
and these constituted the inputs for the layer’s output. Additionally, the
appropriate activation function for each job was provided. CNN had the
highest accuracy (Fig. 11), with precision for positive (0.92), negative
(0.79), recall for positive (0.95), negative (0.69), and F1 positive (0.94),
negative (0.74), with (0.84) of macro avg, as shown in Table 11. Also,
according to a weighted average of 0.90, CNN outperformed other
models in extracting the Arabic features. The evaluation of all is shown
in Table 12.

In (Experiment 3), first, for ANPS2, AraBERT performed best compared
to the BIGRU, CNN− LSTM baselines in Table 10. For ANP5, AraBERT also
was the best compared to the results in Table 5. The fine-tuned AraBERT
model performs better than the models in Experiment 2 by a significant
margin. One possible explanation for this phenomenon is that the Ara-
BERT models are exclusively pre-trained in Arabic. In addition, in contrast
to the BERT, they use a substantial amount of data and vocabulary, which
results in a wide variety of words. Second, when we applied the proposed
RMuBERT, it was the highest, which enhanced performance on ANPS2
accuracy up to (90.87%) and for ANP5 up to (90.33%). Besides, AraBERT
was less model time17 than the other transformer with ANPS2 (1h, 03m,
42s), and for ANP5 was (1h, 01m, 27s) (Fig. 13A, B). All are shown in
Table 13. According to the final evaluation, the transformer models
based on the Arabic language performed better and required the least
training time with our two datasets. In Addition, RMuBERT shows it can

make a difference (1.98%) on two classes and (1.33%) on 3 class tasks,
compared to the base of the MARBERT transformer result (Fig. 12A). This
indicates the efficiency of RMuBERT in the Arabic context. It helped
capture significant features and contextualize representation to fine-tune
smaller, task-specific labeled data, ultimately gaining a grasp of the
appropriate Arabic context and boosting sentiment analysis.

(Experiment 4) RMuBERT and AraBERT performed better on the four
datasets than on the baseline. For ArSarcasm (3C), the accuracy of
AraBERT was 75.29%, and RMuBERT was 77.76% compared to 70.00%
[56]. For STD (2C), the accuracy of AraBERT was 89.33%, and RMu-
BERT was 91.79% compared to 88.59% [74]. For AJGT (2C), the ac-
curacy of AraBERT was 93.33%, and RMuBERT was 94.07% compared
to 92.44% [74]. For AAQ (2C), the accuracy of AraBERT was 92.24%,
and RMuBERT was 93.48% compared to 87.2% [74], as shown in Ta-
bles 14 and 15, and (Fig. 12B, C). Although it required less time to train,
the RMuBERT achieved maximum performance. This proves its stability
via the standard datasets and assists the Arabic sentiment analysis in the
various domains. Now looking forward to seeing how RMuBERT works
on the massive Arabic sentiment, whether MSA or dialects (see next
Experiment 5).

In (Experiment 5), RMuBERT and AraBERT had the best performance
compared to the baseline. For BRAD, accuracy for AraBERT was 90:96%
with training time (9:30:42), and RMuBERT was 91.18% (8:59:22)
compared to 90.68% [75]. For TEAD, accuracy for AraBERT was 90.63%
with training time (19:20:52), and RMuBERT was 91:12% (17:10:30)
compared to 88.00% [5], (see Table 16, Fig. 12D). RMuBERT scored the
highest results (Fig. 13C, D); it can evaluate the Arabic sentiment by
using a variety of data subcategories and can function well on enormous
Arabic datasets, whether they are comprised of MSA or dialects.

Several limitations during the experiments included Arabic pre-
processing context and high efficiency in handling long Arabic senten-
ces. For the preprocessing, we utilized a comprehensive Arabic
preprocessing approach, which helped us to tackle the complicated
formation of the Arabic language in different stages, whether with
sentences, words, or letters.

For instance, remove @date and @time symbols, punctuation marks,
diacritics, strip elongation, normalization, and stopwords. Second, the

Fig. 13. (A) Displays the accuracy and loss plots of the proposed method NPS2 datasets. (B) Shows the accuracy and loss graphs for the suggested approach ANP5.
(C) Displays the accuracy and loss plots of the proposed method TEAD Dataset. (D) Shows the accuracy and loss graphs for the suggested approach BRAD Dataset.

17 h:hours,m:minutes,s:seconds.
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attention mechanism related to the proposed method helps solve long-
sequence training issues and improves efficiency and accuracy.

Finally, RMuBERT design assisted with the following: Firstly, Plat-
form posts recognition. This seeks to identify the opinion’s source; it is
necessary for official documents, like news stories, since they may have
many viewpoints voiced by different opinion leaders, who may also be
identified by name. The opinion holders are often the writers of the
reviews or postings for social networking apps, blogs, and e-commerce
websites, and they may be recognized using their login information.
Secondly, Sentiment classification. This determines the subjective texts’
sentimental inclinations. It may categorize a text into fine or coarse-
grained classifications depending on the intensity of the feelings, such
as positive, negative, and neutral. Thirdly, Sentiment prediction.

The RMuBERT achieved high performance on the three previous
tasks and effectively handles both MSA and dialects.

6. Limitations and future research

Much information on Arabic news and publications has been gath-
ered from several sites, customizing new approaches and applying
advanced techniques for study objectives.

1. Because the events in our daily lives are changing and ongoing,
necessitating continuous news. It is necessary to use larger devices
and connect them to more platforms. So that requires huge real-time
applications that assist in the continuous analysis, prediction, and
the relationship between platforms and the link between publica-
tions and events.

2. More studies are possible to find out more about the most significant
platforms in the Arab area, their locational breakdown, intriguing
themes, and the greatest follow-up.

3. Examining the effects of positive and negative, rating the news’s
quality and engagement level, and determining what humor is real
and what is not.

4. Further, the recommended framework in this article may be used in
various disciplines, including Arabic translation [76], Chatbots [77],
Arabic information retrieval [78], understanding the meaning of
intricate music-related writings [79], and Arabic hand-written text
recognition [80].

7. Conclusion

Following the presentation of a new collection (ANP5) consisting of
Arabic news posts from several Arabic platforms, SSL was utilized with
the AMCFFL technique to analyze the Arabic sentiment and generate a
second dataset (ANPS2). Machine and deep learning models were then
applied to the two datasets to perform initial benchmark categorization,
which served as the first baselines. Afterward, a new RMuBERT Model
was developed and compared with four transformers on the datasets:
ANPS2 accuracy (90.87%) and ANP5 (90.33%). RMuBERT performed
better than the baselines. Further tested RMuBERT on various Arabic
corpus with different classes, lengths, and sizes; the datasets were
ArSarcasm (3C), STD (2C), AJGT (2C), and AAQ (2C) with accuracies of
77.76%, 91.79%, 94.07%, and 93.48%, respectively. Also, RMuBERT
performed better than baselines. Finally, the accuracy of the BRAD
dataset’s maximum Arabic context lengths with MSA was (91.18%). On
the largest Arabic sentiment corpora with six million Arabic tweets,
RMuBERT works efficiently, performing up to (91.12%) with less
training time. The current analysis is based on data from various disci-
plines, such as economics, sports, tourism, climate, healthcare, and
global policies. Institutions, government communities, companies, and
academics can benefit from this research and access the resources.

The application of sentiment analysis to Arabic situations that are
more particular would be an intriguing endeavor, as would the exami-
nation of the influence of preprocessing across different categories of
sentiment. Tailored methods that consider the particulars of the context

in which sustainability in various fields is being implemented are
needed. The stable method can almost always answer the adaptive
minimization query function. This is done to protect differential privacy
while ensuring computational consistency. This also makes exploring
feature extraction for developed frameworks with differential privacy
and gaining end-to-end cryptography during the model’s training.

CRediT authorship contribution statement

Mustafa Mhamed: Writing – review & editing, Writing – original
draft, Visualization, Conceptualization. Richard Sutcliffe: Writing –
review & editing, Supervision, Investigation. Jun Feng: Writing – re-
view & editing, Supervision, Investigation.

8. Data Availability

The ANP5 and ANPS2 datasets are publicly available.18

References

[1] Babu NV, Kanaga E. Sentiment analysis in social media data for depression
detection using artificial intelligence: a review. SN Comput Sci 2022;3(1):1–20.

[2] Rocha L, Mourão F, Silveira T, Chaves R, Śa G, Teixeira F, Vieira R, Ferreira R. Saci:
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