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Abstract— Accurate real-time traffic prediction in intelligent
transportation systems, remains a challenging task because of
the frequently changing spatio-temporal dependencies, complex
dynamics of the network and varying traffic density. While,
existing methods have widely explored the hidden linkages for
real-time traffic prediction, multi-faceted interactions between
various traffic signals can play an important role in improving the
accuracy rate of such systems. This work presents a novel method
for analyzing the interrelated interactions between different
features of traffic signals through a co-related channeled-spatio-
temporal graph attention network. The proposed model is aimed
to reflect the intricate channel, temporal and spatial connections
between various traffic signal components. The model learns
three different embeddings to describe the interactions between
traffic signals using graph attention networks. These embeddings
are in-line with the signals temporal dynamics, spatial inter-
actions, and channel-based features. Correlation score is used
to evaluate the degree of similarity between nodes in various
time windows, which ultimately aids in the selection of the
most important data. The proposed model is able to outperform
various state-of-the-art methods in a series of trials on five real-
world datasets. A comprehensive analysis of the results prove
that the proposed model not only captures the spatio-temporal
correlations in traffic patterns, but is also able to take into
account the interactions between traffic signals and their impact
on traffic flow changes over time, leading to a 9.7% improved
error rate.

Index Terms— Attention, co-relation, graph networks, hetero-
geneity, traffic dynamics, traffic forecasting.

I. INTRODUCTION

NTELLIGENT transport systems (ITS) are aimed at accu-

rate traffic forecasting and are often driven by time-based
or location-based traffic signals. The data, fed to these models,
is primarily based on factors such as node-based volume,
density, speed, etc. These observations provide insight into
real-time traffic ¢ onditions w hich a re r ecorded b y sensors,
installed at different spatio-temporal locations in the traffic
network. ITS, as such, is interdependent on the reported
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observations steered by the fact that traffic signal’s entirety
is connected with other traffic signals, both temporally and
geographically, to create a coupled traffic network. To clarify,
consider the case of a traffic node in the center of such a
network. The traffic condition at this node could be connected
to those in it’s proximity and also to the distant nodes
throughout the network, creating spatial relationships between
the nodes. Additionally, there may be temporal relationships
between the traffic lights at one node and those at the backward
and forward nodes. Evidently, the traffic circumstances are
node and time evolving much as spatial and temporal inter-
actions. However, the signals are prone and non-resilient to
surge in traffic collisions and other exceptional events that
happen on the road. It is pertinent to note that for such
traffic recommender systems, the spatio-temporal interactions
of traffic components and the conditions on the road network
may also be explicit and implicit, hierarchical and diverse,
and analogous to the interactions between the end-users [1],
[2]. Therefore, it is challenging to exactly forecast how the
increase in vehicle flow at one node, at one point of time, may
affect the change in vehicle flows at other nodes at subsequent
time steps due to these multi-aspect interactions and couplings.
Precisely modeling the various spatio-temporal traffic signal
couplings across channels and nodes is vital and remains an
open research problem.

To address these issues, recent years have seen a steep
proliferation in data-driven strategies dominating traditional
knowledge-based approaches to traffic forecasting, such as
those based on queuing theory [3]. Early time-series analytic
approaches like Vector Auto Regression (VAR) [4], utilized
the assumption of stationarity, which served as the fundamen-
tal basis for these methodologies. In contemporary research,
deep learning (DL) based methods have been instrumental in
generating accurate predictions and eliminating the underlying
assumption of stationarity. For example, the work presented
in [5], [6], [7], and [8], have used Recurrent Neural Network
(RNNs) and their variants, such as Gated Recurrent Unit
(GRU) [9] and Long Short-Term Memory (LSTM) [10],
to exploit their exceptional capability in modeling the temporal
dynamics of time series data. These methods aim to automat-
ically learn the intrinsic relationships in the traffic data but
fail to consider the additional associations which might be
present in the spatio-temporal domain. Interestingly, Graph
Multi-attention Networks (GMAN) based methods present
a unique solution to this issue. These methods utilize the
encoder-decoder architecture for projection of the long-term
flow of traffic and are able to achieve promising results
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in terms of prediction accuracy [11]. Using self-attention
in conjunction with convolutional operations, attention-based
prediction models exhibit some major advantages over other
contemporary methods [11], [12], [13]. The idea is to procreate
the networks ability to capture spatio-temporal dependencies
and thereby improve the overall predictive performance.

Some of the other important DL based methods for accurate
forecasting in smart traffic networks include the ones presented
in [14], [15], and [16], where Convolutional Neural Networks
(CNNs) are used to stress spatial relationships among traffic
data collected from different nodes. The Non-Euclidean nature
of real-world traffic data inherently disrupts the spatial struc-
ture among different traffic series. CNN based algorithms are
capable of manipulating regular grid data, such as 2D photos,
and therefore attempt to impose a euclidean space on the traffic
data. Further, to estimate the spatial connections within traffic
road networks, Graph Neural Networks (GNNs) like the Graph
Convolution Network (GCN) [17], which is a specialized
variant of CNN, is used for the analysis of graph-structured
data. The STGCN [18] is one such method used as a means of
forecasting traffic patterns and employs graph-based structures
in lieu of conventional recurrent and convolutional neural units
commonly found in DL frameworks. However, considering
that the module’s input and output are two sequences of
vectors, most of existing methods are faced with the challenge
of deploying the self-attention module in multi-dimensional
data space due to the separate development of the module
either in spatial or in the temporal dimension of the traffic data.

Some of the significant contributions, in GNNs based
prediction methods, have considered spatial-temporal rela-
tions to minimize the error rate and improve the accuracy.
For example, consider the Traffic-GGNN algorithm proposed
in [19]. The authors use the bidirectional message passing
and the GRU-based real-time spatial-temporal fusion method
to improve prediction accuracy. Similarly, the GAT-STC [20]
captures both the short as well as the long term traffic
patterns using a Temporal Convolutional Network (TCN) with
a self-attention mechanism and a distance-based Graph Atten-
tion Network (GAT) and spatial-temporal clustering algorithm,
respectively. However, the high computational cost and limited
performance under strong noise, poses severe constraints on
the performance when validated against large scale datasets
and diverse real-world scenarios. The authors in [21] propose
the STGAGRTN model with the aim to achieve high accuracy.
The model extracts dynamic spatial dependencies among the
participating nodes of the deployed network and uses the
transformer modules to address the issues of real-time updates
and computational complexity. However, when deployed to
large road networks, the algorithm is unable to match the
scaling and fails to achieve the expected computational effi-
ciency. Furthermore, with multi-component structure, the cost
of implementation and testing is significantly increased. The
STAGCN-EC [22] and GSAA [23] are another important
methods of the recent years. The models propose an interesting
approach on traffic flow prediction using graph learning,
however, the issues with achieving high accuracy with low
complexity in large scale datasets, remain an important
concern.

Existing methods aim to automatically learn the intrin-
sic relationships in the traffic data but fail to consider
the additional associations which might be present in the
spatio-temporal domain such as the channel based character-
istics. It is empirical to note that accurately forecasting the
impact of an increase in vehicle flow at a single node at a
given instance, is challenging. This is due to the complex
multi-aspect interactions that impose changes in the flow of the
vehicle, at other nodes in subsequent time steps. While some
of the recent approaches make an effort to utilize the intrinsic
channel characteristics, but it is at the cost of high computa-
tional complexity. When deployed to large road networks, the
existing algorithms are unable to match the scaling and fail to
achieve the expected computational efficiency. Furthermore,
with multi-component structure, the cost of implementation
and testing is significantly increased. To summarize, while
existing methods have widely explored the hidden linkages for
real-time traffic prediction, multi-faceted interactions between
various traffic signals are important for precise modeling of
spatio-temporal traffic signal couplings across channels and
nodes.

Therefore, with the aim of accurate real-time traffic predic-
tion in ITS, this work employs a GCN for spatial modeling
of a transport system as a spatio-temporal graph. The traffic
signal readings, captured by various geo-sensors situated in
a traffic road network, is used as the ‘traffic data’. The
idea is to analyze the interrelated interactions between the
different features of traffic signals through the proposed Co-
related Channeled Spatio Temporal Graph Attention Network
(CCST-GAN). In contrast to the existing methods, the pro-
posed CCST-GAN incorporates a time-gated technique for
traffic prediction and involves multi-component fusion. This
approach makes training sample preparation more flexible,
which is a critical factor in determining the final performance
and generalization capability of a supervised learning model.
A correlation representation for spatial dynamics is defined
through a ‘maximum match’ score and is termed as MX
score. Further, the intricate channel, temporal and spatial
connections between the various traffic signal components are
used to precisely depict the relevant properties across temporal
sequences. This information is then used to collect comparable
patterns from every sensor and create a dynamic correlation
information network, termed as the MX Score based Graph
Convolution Network (MXGCN). The proposed CCST-GAN
assigns weight to the actual significance of the input graphs
of the time-series data for each component, generating a more
varied output sequence. Unlike existing methods that rely on
intuitive judgments of the importance of the input sequence,
the proposed approach utilizes the intrinsic channel charac-
teristics to offer a computationally effectively and accurate
solution. The proposed CCST-GAN integrates a robust data
augmentation mechanism that leverages the entire temporal
dimension of the available data to detect the latent patterns
that are highly conducive to predictive modeling. A summary
of some of the major methods discussed in the literature is
presented in Table 1. A careful observation of Table I gives a
comprehensive overview of the main features of some of the
important methods and also highlights the major advantages



of the proposed method over the compared approaches. Our
analysis focuses on the robustness of the interconnections
among nodes and the tomography of the nodes that comprise
the framework of the given graph. In summary, the novel
contributions of this work are as follows.

1) This work presents the CCST-GAN method, for accurate
real-time traffic prediction in traffic networks. Building
on the existing works, the CCST-GAN uses the novel
MXGCN module for catching comparable patterns from
various sensor nodes.

2) The MXGCN module combines structural information
with MIC allowing it to provide the propagate-aggregate
mode with precise and deep inter-connections. The
advantage is seen in terms of the proposed method
creating more accurate features for other components.

3) Contrary to the existing methods, the proposed
CCST-GAN uses the light-head architecture and multi-
dimensional self-attention scheme to reduce the number
of parameters, making the model easier to train. The
multi-component structure further allows for parallel
processing of different time slices, reducing the overall
training time and computational cost.

4) The proposed CCST-GAN uses the MXGCN to
construct accurate features by associating the
propagate-aggregate mode with the predefined
graph structure and density similarity representation.
Additionally, the proposed CCST-GAN assigns weight
to the actual significance of the input graphs of the
time-series data for each component, generating a more
varied output sequence and, in turn, stabilizing the
contextual features.

5) The proposed CCST-GAN makes use of an efficient data
augmentation approach, making it a multi-component
fusion-based spatial-temporal graph model. Further-
more, the deep framework based on the proposed MX
score based self-attention method, is able to differentiate
adaptively and synchronously with the resulting traffic
situations in practical forecasting scenarios.

6) A comprehensive analysis of the proposed CCST-GAN
along with the state-of-the-art algorithms is presented on
a wide range of real-world datasets. The analysis aims
to validate the performance in terms of accuracy and
efficiency of the proposed method.

The rest of the paper is organized as follows: the Section II
presents the definition of major concepts for this work along
with the problem statement. It is followed by Section III which
presents the details about the proposed methodology. The
experiments and results are presented in Section IV followed
by the concluding comments in Section V.

II. DEFINITIONS AND PROBLEM STATEMENT

A. Maximum Match Score

A correlation representation for spatial dynamics is defined
through a ‘maximum match’ score, termed as MX score.
The MX score acts a means of indicating the interdepen-
dence between channeled-spatio-temporal sensor sequences.
It is a complicated dense representations of channeled-spatio-
temporal dynamics, containing values between 0 and 1.

Low values show significant differences and weak refer-
ence qualities, whereas high values indicate strong correlative
correlations and comparable patterns amongst the sen-
sors. Let X!, be the sensor’s i’ vector with f features
at T'" time step. The MX score is thus calculated as
follows:

MXscore(X){,y = MIC(Xj(,X;) ey

such that, MXscore(X)f:,y € [0, 1] indicates how much
data from sensor x may be extrapolated to sensor y using the
feature f and MIC is the Maximum Information Coefficient.

B. Traffic Network

The network of roads within a transportation system can
be represented in the form of a directed graph G = (V, E),
where V represents a set of vertices, such that N = |V|. The
vertices are considered as traffic nodes (sensors installed in the
traffic network), and the connections between a set of vertices
is represented by E, which marks a relation between the two
connecting vertices.

C. Signal Matrix

The traffic observations for a traffic network G, at a given
time p, is represented by a matrix defined as ‘Signal Matrix’,
and is given as Z? = (P, zP2, ..., zPN) € RN*F where 7PN
is the feature vector of the N node and F is the number of
features of node N at time p.

D. Problem Statement

Consider the case of a traffic node in the center of a
traffic network. The traffic condition at this node could be
connected to those in it’s proximity and also to the distant
nodes throughout the network, creating spatial relationships
between the nodes. Additionally, there may be temporal rela-
tionships between the traffic lights at one node and those
at the backward and forward nodes. Evidently, the traffic
circumstances are node and time evolving much as spatial
and temporal interactions. However, the signals are prone and
non-resilient to surge in traffic collisions and other exceptional
events that happen on the road. Therefore, it is challenging
to exactly forecast how the increase in vehicle flow at one
node, at one point of time, may affect the change in vehicle
flows at other nodes at subsequent time steps due to these
multi-aspect interactions and couplings. Existing works on self
attention based consider that the module’s input and output
as two sequences of vectors and fail to achieve the desired
performance. One of the reasons being the deployment of
the self-attention module in the multi-dimensional data space
due to the separate development of the module either in
spatial or in the temporal dimension of the traffic data. There-
fore, based on the previously collected spatio-temporal signal
matrix:

Z= (Zp_l, Zp_z,....,zp_x’) GRNXFXZPHQ )
Our objective is to forecast the signal matrix as:

Y = (P, 2PT2, L P @ RV Zpx 3)



TABLE I

COMPARATIVE ANALYSIS OF ADVANCED TRAFFIC PREDICTION MODELS

Models Complexity  Performance  Spatial Dependencie: Temporal Dependencie: Channel Advantages of Proposed Approach
Static Dynamic Short-term  Long-term  Dependencies over Existing Methods
DCRNN [24] Medium Fair v - v v - 1- Improved accuracy due to weighted channel relations,
STGCN [18] Medium Fair v - v - - synchronous relation handling.
ASTGCN [13] Medium Good v v v - -
WaveNet [25] High Fair - v v v - 2 - Scalable architecture due to light-head architecture
STSGCN [26] High Fair v v - v - and a multi-dimensional self-attention scheme,
AGCRN (7] High Good v - v - - enabling parallel computation.
Traffic-GGNN [19] Medium Good - v ' v -
GAT-STC [20] Medium Good - v v ' v 3- Flexible data augmentation is achieved through multi-
STAGCN-EC [22] Medium Good v v v - - component structure and time-gated fusion mechanism.
MSGAT [27] High Good - v v v v 4- Multi-aspect coupling and multi-dimensional self-
STGAGRTN [21] Medium Good v v v v - attention scheme for robustness.
GSAA [23] High Good ' ' v ' -
CCST-GAN (Proposed) Medium Excellent v v v v v 5 - Parameterization and parallel processing
for optimized training and computation cost.
Such that, (zP~', zP=%.....zP7*) represent the time steps prediction of the outcomes is achieved by regression mapping

prior to z7 and (zPt!, zPT2, ..., zPT*1) represent the future

time steps.

III. METHODOLOGY

The proposed CCST-GAN framework captures the
inter-node interaction of traffic dynamics of network node’s
with each other in a three dimensional manner mainly:

1) Nodes spatio-temporal dynamics.

2) The inter-channel relationships of traffic signals and
their impact on the dynamics of a road system.

3) The impact of these relationships on a single node’s
traffic flow.

The proposed CCST-GAN analyses the interrelated inter-
actions between different features of traffic signals and
incorporates a time-gated technique for traffic prediction.
Using the multi-component fusion and the intricate channel,
temporal and spatial connections between various traffic signal
components, relevant properties across temporal sequences is
identified. This information is then used to collect comparable
patterns from every sensor and create a dynamic correlation
information network, termed as the MXGCN. The proposed
CCST-GAN integrates a robust data augmentation mechanism
that leverages the entire temporal dimension of the available
data to detect the latent patterns that are highly conducive to
predictive modeling.

A. MX Score Based Prediction Unit

The CCST-GAN is a time-gated fusion based model which
utilizes a complex multi-component structure and is made
up of R identical MX score based Predictor units (MXPUs),
as shown in the Figure 1. For an accurate near-term prediction
each MXPU component shares an identical network topology.
Instead of relying on a heavy encoder-decoder framework,
CCST-GAN adopts the light-head structural style, that has
shown to be particularly effective in computer vision appli-
cations like target identification. Each MXPU is made up of
many stacked MX score based Embedding Modules (MXEMs)
and a light-head block connected to the final predictor,
as shown in the Figure 1. The MXEM stacking replicas, in a
MXPU, are in charge of extracting traffic dynamics from the
input data to the present MXPU along with the complicated
dynamic characteristics connected to the numerous relation-
ships arising from the changing traffic circumstances. Deep

of the learned features by attaching a light-head block to it’s
prior MXEM. The light-head block, in this case, is sequentially
made up of Layer Normalization and Fully Connected Layer,
to resist the significant decoder overhead and guarantee the
precision of short-term prediction. The n’* input and output
of the MXPUs, such that (1 < n < R), are formally referred
as sample X; € RV*FxTi and ¥; € RV*FxTo respectively,
where F is number of features associated with each node, N
denotes the nodes in the traffic network, and 7; and 7, denote
the input and output time-steps, respectively.

B. MX Score Based Graph Convolution Network

The proposed CCST-GAN uses the MXGCN to con-
struct accurate features by associating the propagate-aggregate
mode with the predefined graph structure and density sim-
ilarity representation. The basic network, given by s@® =
o (As@ DWW @) suggests that the network only takes neigh-
bor sensor connections into account, even if the neighbor
sensors do not share characteristics and patterns. However,
we suggest that the MXGCN module is capable of broadly
catching comparable patterns from various sensor nodes and
the revised formulation is given as:

§@ = AGG (Y po(MX @D W ®y) 4)

where MXy € RTP*TP denotes the proposed MX score in
dimension f, and v is the parameter to be trained.

Finally, using a trainable parameter ‘¢’, to prevent losing
local information, a predefined graph structure is introduced
and is defined as follows:

§@ = AGG ('™, ps @) (5)

In contrast to existing works, the MXGCN module com-
bines structural information with MIC allowing it to provide
the propagate-aggregate mode with precise and deep inter-
connections. The advantage is seen in terms of the proposed
method creating more accurate features for other components.
A steep proliferation in the feature aggregation efficiency is
also seen across all the comparable sensors. The MXGCN is
further used to feed spatial correlation information into the
structural network.

C. MX Score Based Self-Attention Method

The proposed scheme makes use of the classical atten-
tion mechanism as illustrated in Figure 2. The mechanism



Fully
Connected

L]
o ST
5

Day
Embedding

Res D MX1x1 Conv
Convolution MX X CAttention
TAttention

Gate
Fusion

V)

Hour

Embedding

Fig. 1.

The proposed framework.

Vi
LTI
_ 4 | b
Wa = [QK) gy 0= T Wit
3
Wy = fQ.K) ouy
4

Fig. 2. Classical attention mechanism.

involves query vectors, key-value pair vectors, and dot product
vectors of both as a result. Weighted sum of these values
is considered as the final result, where weights indicate the
relational strength between each key-value combination and
query. The classical self-attention mechanism, also known as
the scaled dot-product attention mechanism, calculates the
attention weights by taking the dot product of the query vectors
and key vectors, which is then scaled by the square root of
the dimensionality of the key vectors, to prevent numerical
instability [28]. This is used to determine the attention score,
which is defined as the degree of correlation between the input
vectors.

In the proposed CCST-GAN, we provide a sophisticated
MIC based MX score for channel, spatial and temporal rep-
resentations. This is used to assess the level of informational
correlation between sensor sequences. To further understand
the calculation of MIC, we define two sequences, Z| € R
and Z, € RP. The information on the degree of correlation
between Z; and Z; is calculated as shown in Equation 6.

maxcsp<cstile,a(Z1, Z2))
logamin{C, D}

MIC(Zy, Z2) = (6)

MXGCN l N g

X Score
(Feature 1)

MX Score
(Feature ...)

WX Score
(Feature K)

where § is a parameter to control the partitions and /. 4 denotes
the mutual information between ¢ and d and is calculated as:
q(c.d)

I.4 = ,d)l _ 7
d C<§<DQ(C )”g2(q(c)q(d>) @)

where for the chosen grids (c,d),q(c) and g(d) repre-
sents the Edge Probability Density and ¢(c,d) represents
the Joint Probability Density. The input data sequence in
traffic prediction tasks displays spatial characteristics that are
interrelated. In contrast to Dynamic Time Warping (DTW)
and Cosine Similarity approaches, MIC is able to quickly
complete computations in addition to capturing a variety of
relationships. With the goal of easily adapting the present
traditional self-attention strategy to a multi-dimensional data
space, we design a simple but effective multi-dimensional self-
attention scheme.

Consider a 3D space with x, y, and z axes that transmit
three unique forms of data connected to the original data.
Specifically, the x, y, and z axes represent the channel, geo-
graphical, and temporal, aspects of channeled-spatio-temporal
traffic signal data, respectively.

For simplicity’s sake, the data space is designated as a
discrete set {sy y.}. If the information along the x axis
has a possible correlation that needs to be discovered, the
information along the y axis and z axis will cooperate to make
that happen. Our self-attention scheme, in particular, replaces
the vector used in conventional self-attention mechanisms with
the same matrix represented as (sx...), such that, < ' represents
elements in the associated dimensions. An efficient linear
translation for tensor operations converts query(Q) and key(K)
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to vectors. Finally, the whole set of vectored keys and queries
are then placed into the matrices Q and K. Based on this, the
MX score based self-attention can be represented as:

A= At1(Q, K) = softmax(QWK ") (®)

where W is a matrix with the dimensions n; x nj that
represents all parameters that may be learned to apply an
attention in x dimension, and ny is the key used. Undoubtedly,
having a ‘ng’ that is too big, will make the application of
the proposed attention method computationally expensive and
will degrade the performance and utility of the final model.
As such, to overcome the computational challenges brought by
using too many parameters in the application of the proposed
attention method, the matrix W is specifically substituted
by product of a smaller learnable parameter matrix and it’s
transpose; i.e. W = ww ", where w denotes the smaller matrix
with lower parameter values (nx X wg) (in this case, wi < ng).
The next step is to use the current attention weighted sums
and update all values on the x axis by their hidden states
synchronously. Figure 3 shows the working of the proposed
MX Score based Self-Attention Method.

It is important to note that, the sensors with strong corre-
lation information have similar traffic road network patterns.
MX score is used to combine comparable sensor patterns to
generate K as:

- 1 ~ ~
K =aMX, K) = F;MX,K )

where o is a reconstructive function. The inputs are the MX
score and the original key and the output is K € RN>Lxxd
where Lj is the length of k. This output is more steady
for the self-attention mechanism and K can be replaced to
evaluate the Equation 8. In our approach, we combine the
related sensor patterns from several sources with MX score
weights to provide more reliable contextual characteristics for
the attention mechanism. As a result, the attention mechanism
acquires more concentrated attention weights (the same can
be seen in the Figure 1). A time-series sequence may properly
identify it’s most relevant sequence with the use of MX score,
which improves the accuracy of activities involving traffic flow
forecasting.

D. MX Score Based Embedding Module (MXEM)

The MX score based embedding module (MXEM), serves
as the foundational component of the MXPU and consists of

three embedding branches that represent the spatial, tempo-
ral, and channel connections, respectively, and is shown in
Figure 1. The deep characteristics associated with the complex
channeled-spatio-temporal dynamics of traffic network are
extracted by the MXEM stacking replicas. The embeddings
collected from various branches are combined in the MXEM’s,
which uses its own self-attention mechanism to implicitly
calculate each branch’s relative relevance to the projected
outcome.

1) Spatial Relation Embedding: The spatial relation embed-
ding comprises of two crucial procedures; MX GAttention
and MXGCN, and is shown in Figure 1. The MX GAttention
operation is first applied to the MX score based self-attention
method (suggested in III-C) to each MXEM’s spatial dimen-
sion of incoming data. As an example, consider the o layer
MXEM, in the i"” MXPU of the proposed CCST-GAN. The o
represents the MXEM stacking replica identification number
and it’s input is indicated as s©@~D e RSFexTFaxCHa \yhere
s@ = x; and SP,, TP,, and CH, represent the spatio,
temporal and channel dimensions of s~ respectively. Each
spatial node has an identical matrix set as its query, key, and
value, as defined in section. This is followed by encoding every
query vector and key vector into their respective matrices,
which are indicated as Q, € RTP«xCHe gpnd K, € RT PoxCHa
respectively. A new matrix A)(Ca) e RTPxTFe  showing
the possible spatial relations, is created in accordance with
equation 8. The MX GAttention operation is thus defined as:

MX_GAtt(s“™ V) = AW = A11(Q,. Ky)

= softmax(Q:W,K])  (10)

We next use the MXGCN module, used in the previous
layer’s MXEM, to compile the hidden states of each node
and their first-order neighbors s~ . As shown in Figure 1,
the MXGCN will feed spatial correlation information into the
structural network. The basic network, used for this work is
defined as:

5@ =g (As@ D W@ (11)

where s% and s@ D ¢ RTPxd W@ ¢ R%*dk and o is
the dj-dimensional sensor feature representation of the output.
o and o — 1 denote the layer numbers and the Laplacian
regularization of the normalized structural adjacency matrix

yields A € RTP*TP "which is used as an adjacency matrix.
A=D"21AD? (12)
here D is the diagonal matrix, and A € RTPXTP jg

the adjacency matrix with the i"" element D,-i = > A j of
non-linear activation function.

2) Channel Relation Embedding: We construct another
MXEM branch for connection embedding in channels as
shown in Figure 1. MX CAttention inherits previous embed-
ding branch procedures to detect pairwise channel correlations
using the proposed MX self-attention mechanism. The infor-
mation located in the other two dimensions is used together to
compute the score for attention between various traffic chan-
nel dynamics. The correlation strength between channels is
semantically represented by the attention score and the channel



associated attention map, represented as Agfl) € RSPaxSPy

is calculated by:
MX_CArt(8“™V) = A = Artention(Qy. K )

= softmax(Q ;WiKs ') (13)

where (Wy € RCHaxCHay g the learnable parameter matrix,
(Qr € RSPaxCHay gpd (K~f € RSP«xCHay are the query
matrix and MX score based key matrix, respectively. After
dimension translation, the MX score based 1 x 1 convolution
generates the channel embedding e(]f‘) followed by the current
MXEM layer implicitly assessing it’s relevant weight from
previous MXEM layer, ensuring accurate prediction outcome.

3) Temporal Relation Embedding: In the actual road sys-
tem, pair-wise traffic scenarios typically have different implicit
or explicit temporal correlations at different time steps. For
instance, the rate of traffic flow on the same traffic node
may exhibit weekly or daily periodic patterns. One node’s
observation of the average vehicle speed, at one time step, may
be connected to another nodes past traffic volume. To incor-
porate these temporal connections, we establish a new MXEM
branch for temporal relation embedding as shown in Figure 1.
The embedding branch includes the crucial procedures MX
TAttention and TCN. The MX TAttention applies the proposed
multi-dimensional self-attention mechanism to each MXEM’s
temporal input data. Considering the « layer of the MXEM in
the i MXPU of the proposed CCST-GAN, the MX TAttention
is defined as:

TAtr(s“™V) = Art(Qr, K1) = softmax(Qr Wr K7 )
(14)

where, (Q7 € RCH«xT Py refers to the query matrix, (K7 €

REH;*TPjy refers to the key matrix and the parameter weight
matrix is given by (Wy € RTP«xTF«) To further optimize the
accuracy, MX TAttention is redefined as:

T Attention(s“V) = At (Qr, K1)

=softmax(QrErELK7)  (15)

where Er € RTPexde and dp is a smaller value than T P,.

The acquired temporal attention map, given by (A(Ta)),
is used to reset the temporal attention to (s7(x — 1) €
RSPaxTFaxCHa) - where s7(a — 1) is the embedding branch
output and s(a — 1) is the current MXEM input. To handle
(s;a_l)) temporally, we use TCN which follows temporal
CNN to maintain data order as current outputs are exclusively
connected to historical data.

IV. EXPERIMENTS AND RESULTS

Extensive trials were performed to validated the perfor-
mance accuracy and efficiency of the proposed CCST-GAN.
A detailed description of the experiments and the outcomes
are presented below:

A. Data Description

For validating the performance of the proposed CCST-GAN
and performing a comprehensive comparative analysis with the

TABLE I
DETAILS OF THE DATA SET USED

Data Set name || Sensors or Nodes || Edges || Channels || Time Steps
PEMSD3 [30] || 358 [ 547 ] 1 [ 26208
PEMSD4 [30] || 307 [ 340 [ 3 [ 16992
PEMSD7 [30] || 883 [| 866 | 1 [| 28224
PEMSDS [30] || 170 [[ 295 ] 3 [ 17856
PEMS-BAY [26] || 325 [| 8033 [ 3 [| 52116

state-of-the-art methods, 5 public real time traffic network data
sets were used. All the data sets are well established and are
widely used in developing and validating solutions for accurate
traffic prediction. The data sets are built using the Caltrans
Performance Measurement System (PeMS) [29]. Each of the
5 data sets correspond to a different traffic route network and
is related to a district in California. These data sets consolidate
all time-series observations into 5 minute intervals, which
results in 12 sample points (also known as time steps) per
hour. The names and key features of all the five data sets,
used in this study, are highlighted in Table II. It is important
to mention that contrary to the PEMSD3 and PEMSD?7, which
only includes traffic flow, the PEMSD4, PEMSDS and PEMS-
BAY, have 3 different features associated with every node; flow,
occupancy and average speed.

On the basis of connection between network nodes and MX
score, we created a spatial adjacency matrix for each dataset.
We then used z-score normalization to uniformly normalize
all the data. The 5 datasets were each subjected to our data
augmentation strategy (discussed in Section III-D.1). Finally,
the data items from each data set are divided into validation,
test and training sets in the ratio of 2: 2 : 6.

B. Methods for Comparative Analysis

This work builds on the work presented in [27] and the
technical parameters used in MSGAT [27] are replicated for
the comparative analysis of the proposed CCST-GAN. The
results of the existing methods are used as presented in [27],
while the performance of the proposed CCST-GAN is added as
a new value to the analysis. The methods used for comparative
analysis are: DCRNN [24], STGCN [18], ASTGCN [13],
WaveNet [25], STSGCN [26], AGCRN [7] and MSGAT [27].

C. Evaluating Metrics

The identified metrics for performance validation are: Mean
Absolute Error (MAE), Mean Absolute Percentage Error
(MAPE), and Root Mean Square Error (RMSE). If &, , is
the ground truth, and E:'x,y is the predicted value such that
(1 <x < N),and (1 <y < P), where N represents the
number of nodes in traffic network and P is the number of
future time steps, the metrics are calculated as:

N P
1 .
MAE=—=3" 3" [€ny— gx,y‘ (16)
x=1y=1
N P A
1 -&
MAPE = WZZ % x 100% (17)
x=1y=1 Xy



TABLE III

ERROR COMPARISON OF CCST-GAN ON PEMSD DATA SET AND PEMS-BAY DATA SET

Data Sets H Metric H DCRNN [24] H STGCN [18] H ASTGCN [13] H WaveNet [25] H STSGCN [26] H AGCRN [7] H MSGAT [27] H Proposed CCST-GAN
MAE 18.18 £ 0.15 17.49 + 0.46 17.69 + 1.43 19.85 £ 0.03 17.48 £ 0.15 16.13 £ 0.19 15.68 £ 0.24 15.32 + 0.13
PEMSD3 MAPE(%) 18.91 + 0.82 17.15 + 0.45 19.40 + 2.24 19.31 + 0.49 16.78 + 0.20 - 16.11 £ 0.13 15.54 + 0.11
RMSE 30.31 + 0.25 30.12 + 0.70 29.66 + 1.68 32.94 + 0.18 29.21 £+ 0.56 28.42 + 0.07 26.54 + 0.16 26.19 + 0.15
MAE 2470 + 0.22 22.70 + 0.64 2293 + 1.29 25.45 + 0.03 21.19 £ 0.10 19.75 £+ 0.11 19.54 £ 0.19 19.10 + 0.14
PEMSD4 MAPE(%) 17.12 £+ 0.37 14.59 + 0.21 16.56 + 1.36 17.29 + 0.24 13.90 + 0.05 13.00 + 0.18 13.44 £+ 0.28 12.90 + 0.16
RMSE 38.12 + 0.26 35.55 £ 0.75 35.22 + 1.90 39.70 + 0.04 33.65 + 0.20 3241 4+ 0.20 31.69 + 0.15 30.92 £+ 0.13
MAE 25.30 + 0.52 2538 + 0.49 28.05 + 2.34 26.85 + 0.05 2426 + 0.14 21.19 + 0.09 20.47 + 0.13 20.26 + 0.10
PEMSD7 MAPE(%) 11.66 £ 0.33 11.08 + 0.18 13.92 + 1.65 12.12 + 0.41 10.21 £ 1.65 8.95 + 0.08 8.84 + 0.14 8.52 £+ 0.12
RMSE 38.58 + 0.70 38.78 + 0.58 4257 £ 3.31 4278 £ 0.07 39.03 + 0.27 35.12 £ 0.12 34.17 £ 0.08 33.64 £+ 0.10
MAE 17.86 £ 0.03 18.02 £ 0.14 18.61 £ 0.40 19.13 £ 0.08 17.13 £ 0.09 16.10 £ 0.11 14.78 £ 0.09 14.29 + 0.06
PEMSD38 MAPE(%) 11.45 £ 0.03 11.40 £ 0.10 13.08 £ 1.00 12.68 £ 0.57 10.96 £ 0.07 10.27 £ 0.08 10.07 £ 0.12 9.60 + 0.14
RMSE 27.83 + 0.05 27.83 + 0.20 28.16 + 0.48 31.05 4+ 0.07 26.80 4+ 0.18 25.62 + 0.17 24.15 + 0.07 23.42 + 0.09
TABLE IV
ERROR COMPARISON OF CCST-GAN ON PEMS-BAY DATA SET FOR BASELINE MODELS
Time Interval || Metric || DCRNN [24] || STGCN [18] || ASTGCN [13] || WaveNet [25] || STSGCN [26] || AGCRN [7] || MSGAT [27] || Proposed CCST-GAN
MAE 1.38 1.36 1.20 1.30 2.54 1.16 1.13 £ 0.02 1.09 + 0.03
15 min MAPE(%) 2.90 2.90 2.34 273 5.88 247 2.44 + 0.06 2.37 £ 0.05
RMSE 2.95 2.96 243 2.74 4.79 2.40 2.38 4+ 0.04 2.35 £+ 0.04
MAE 1.74 1.81 1.46 1.63 2.60 1.41 1.35 £+ 0.01 1.27 + 0.02
30 min MAPE(%) 3.90 4.17 3.09 3.67 6.03 3.12 3.09 + 0.04 3.03 £+ 0.03
RMSE 3.97 4.27 327 3.70 4.93 3.10 2.94 4+ 0.02 2.81 £+ 0.03
MAE 2.07 2.49 1.83 1.95 2.71 1.79 1.74 £+ 0.03 1.6-9 + 0.04
60 min MAPE(%) 4.90 5.79 4.15 4.63 6.39 4.01 3.97 £+ 0.05 3.89 + 0.04
RMSE 4.74 5.69 3.20 4.52 5.28 3.78 3.88 £ 0.02 3.10 £ 0.03
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Fig. 4. MAE and MAPE of CCST-GAN on PEMSD3, PEMSD4, PEMSD7 and PEMSDS.
LA ) results for 50 iterations are presented.
RMSE = WE > (5” —5”) (18) | o )
e E(X—X) if ’X—X’f&

D. Implementation Parameters

CCST-GAN accepts input as a multi-segment historical data
proportional to the number of components used in prediction
(i.e., MXPUs). The input samples have fixed time steps that
are set to 12 for each segment. As such, CCST-GAN assigns
a separate prediction component to each channeled-saptio-
temporal sample collected in an hour before the forecast
time period. This hour may be the current or the previous,
from the day or week before the time period being used for
forecasting. The models were used to predict traffic conditions
for 1 hour, 30 minutes, and 25 minutes into the future. For all
the models, the sensitivity of squared error loss is controlled
by the hyper-parameter and is set at 40. Additionally, for all
the models, Adam is used as an optimizer with a learning rate
of ﬁ to train for a training epoch of 150 and the average

Ha(.)(,.)e) = ) 1
1) ‘X — X‘ — 582 otherwise

19)

E. Results and Analysis

The performance of all the models on PEMSD data set and
PEMS-BAY data set is presented in Table III and Table IV,
respectively. Table III and Figure 4 show that the proposed
CCST-GAN is able to regularly outperform the compared
methods on all the versions of the PEMSD data sets. Fur-
thermore, Table IV and Figure 5 validate the performance of
the proposed CCST-GAN as it is able to achieve improved
accuracy on the PEMS-BAY data set as well. Results meet
the expectations of the proposed CCST-GAN to be effective
for short-term as well as for long-term predictions. Through
further comparison, the following observations are made:
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1) Existing methods of graph modeling for traffic predic- important weight of spatial, temporal, and channel link-

tions are primarily driven by saptio-temporal dynamics.
However, the techniques of mapping the geographi-
cal and temporal linkages is unable to generate high
performance output and are constrained by the fre-
quently changing spatio-temporal relationships. The
proposed CCST-GAN is able to address this issue
by gaining knowledge about the couplings between
geographical, channel and temporal connections and
their impact on future traffic situations. It captures
the traffic time-series linkages and the synchronous
relation modeling allows optimized performance. The
proposed CCST-GAN dynamically distributes the

ages via adaptive learning from the ground-truth, making
the regression model more predictive.

Identifying the importance of the model architecture for
improved traffic prediction performance, the proposed
CCST-GAN uses a multi-component architecture and
is able to outperform the existing methods with a fair
margin. Analyzing the performance of the methods,
we identify that ASTGCN [13] uses ChebNet operation,
as a graph convolution to describe spatial correlations
which makes it a weaker predictive model. The method
integrates input at a nearby time slice by stacking the
temporal dimension in a conventional convolution layer,

2)



3)

4)

5)

similar to how WaveNet [25] does, but this makes
it more challenging to produce a promising ability
of modeling temporal correlation with dilated casual
convolution. Additionally, it creates a highly complex
spatio-temporal attention mechanism that captures the
spatio-temporal dynamic correlations in the network.
The effect of this is seen in large number of parameters
for the model, making training difficult and prone to
over-fitting. In contrast, CCST-GAN addresses these
deficiencies by building a unique multi-component time-
gating architecture and concentrating on the deficient
characteristics.

The CCST-GAN considerably decreases the difficulty
of aggregating spatial information and approximates
the impact of conventional ChebNet of higher order,
by stacking numerous GCN operations in MXEMs. For
the purpose of temporal information aggregation, the
proposed CCST-GAN leverages Temporal Convolutional
Networks (TCNs) to take the advantage of the casual
convolution and a more versatile receptive field in
sequence modeling. The proposed method is able to
capture complicated temporal traffic dynamics, opposed
to employing CNN or RNN-based approaches in the
past, such as the STGCN [18]).

The CCST-GAN highlights the relevance of the channel
and presents a simple co-related self-attention method
which is applicable to all the information dynamics of
traffic circumstances. The proposed CCST-GAN uses the
MXGCN to construct accurate features by associating
the propagate-aggregate mode with the predefined graph
structure and density similarity representation. Addition-
ally, the proposed CCST-GAN assigns weight to the
actual significance of the input graphs of the time-series
data for each component, generating a more varied
output sequence and, in turn, stabilizing the contextual
features.

Analyzing the computational complexities of all the
models, including the proposed CCST-GAN, it is
observed that the proposed method uses graph con-
volutions with complexity of O(E - F - F' + N? .
TC + T? - NC). This is a significant improvement in
terms of maintaining a balance between the predic-
tion accuracy and computational complexity. Comparing
the other existing works, such as the MSGAT [27],
DCRNN [24] and STGCN [18], the complexities of
these methods are computed to be fairly high at O(E -
F-F") and extends with multi-dimensional self-attention
mechanisms to O(N> - TC + T? - NC + C* - NT),
O(E-F-F'+T-N-F?)and O(E-F-F'+T-N-F-K),
respectively. Further, ASTGCN [13] employs both graph
convolutions and attention mechanisms, with complexi-
ties O(N>- F+T-N - F - K), focusing dynamically on
important features. WaveNet [25] utilizes adaptive graph
convolutions and dilated causal convolutions, yielding
O(N?.F-F'+T-N-F-K), capturing spatial-temporal
dependencies through adaptive and dilated mechanisms.
Finally, AGCRN [7], with adaptive graph convo-
lutions and recurrent networks, has complexity of
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O(N?>.F-F +T-N - F?), adapting dynamically to
changing graph structures, which leads to a compara-
tively higher computational demands.

F. The Ablation Study

The ablation study is presented for the proposed
CCST-GAN on the 4 PEMSD data sets used in this study.
Additionally, a comparative analysis of the outcomes of the
sensitivity analysis, on the PEMSD data sets with differ-
ent number of MXPU units, is also presented (Figure 6).
The performance is validated against the performance of the
MSGAT [27] method and the key observations are highlighted
below:

1) Comparing the performance, it is evident that the pro-
posed CCST-GAN is able to outperform the compared
methods with a significant margin.

2) The effectiveness of the structured multi-component
model for the channeled-spatio-temporal prediction is
observed. Adding extra MXPU components to the
CCST-GAN significantly improves the prediction accu-
racy.

3) Temporal Embedding (7E) is observed to be crucial
for ensuring the model’s correctness. The results in
Figure 6 present the CCST-GAN’s performance with and
without TE. Improved performance is observed with TE,
revealing that the traffic conditions present at separate
time intervals in the past, have varying correlation values
with those at the same time intervals in the future.

V. CONCLUSION

This work presents a novel co-related channeled-spatio-
temporal graph attention method, termed as CCST-GAN, for
accurate real-time traffic prediction in ITS. Analyzing the
interrelated interactions between different features of traf-
fic signals and corresponding correlation structure, we first
propose a MX score based channeled-spatio-temporal repre-
sentations for sensor sequences. The MX score is then used to
design three crucial components called MXPU, MXGCN and
MXEM. The MXPU and MXGCN are used to increase the
efficiency of feature aggregation and generate more accurate
features. To extract features from pertinent sequences, the
MXEM is used to generate more targeted attention weights.
The correlations between various periodic data is extracted and
utilized to devise an accurate prediction solution for periodic
data sets. The performance is validated on different versions
of the publicly available PEMS-BAY and the PEMSD data
set. The results demonstrate that in terms of predictive per-
formance, the proposed CCST-GAN outperforms the existing
state-of-the-art methods with a fair margin.
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