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Abstract
Artificial Intelligence (AI) has advanced rapidly in recent years and is now embedded in 
everyday life. However, its novelty and widespread impact make it crucial to explore the 
psychological factors underlying its acceptance and integration. In the present research 
(N = 159), we aim how fear and feelings toward technological singularity – the point at 
which AI surpasses human intelligence and becomes self-improving – are related to the 
perceived consequences of technological singularity. As expected, people with more posi-
tive attitudes towards AI also perceived technological singularity as more positive and 
showed lower fear toward it. Next, we tested the proposed model with fear and feelings as 
predictors, perceived consequences as mediators, and attitudes toward AI as the outcome. 
We also included the use of AI as an additional predictor of attitudes. The model showed 
good fit (e.g., CFI and TLI = .99); most predictions were supported. By providing a more 
in-depth understanding of key factors rooted in the idea of technological singularity and 
how they influence our attitudes toward AI, our findings can help develop targeted educa-
tion and awareness campaigns to address concerns and misconceptions about AI.
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Introduction

Artificial Intelligence (AI) development has been boosted over the past years, and its 
use is now part of our everyday lives. We have witnessed remarkable advancements 
in various technologies and applications that incorporate AI. These include voice-
controlled systems such as Amazon’s Alexa (Kozuch, 2023); apps that provide a 
range of recipes based on the ingredients you list, such as Yummly (Trattner & Els-
weiler, 2017); and most recently, sophisticated language models such as generative 
pre-trained transformers—ChatGPT (OpenAI, 2023). They impact us even without 
our knowledge, for example, through credit score systems. These advances have 
elicited various responses, from enthusiasm to apprehension, among individuals and 
society. Those more concerned raised debates on to what extent AI can continue to 
develop and if it can become more intelligent than humans, generating speculations 
about the potential implications for the human race (Kurzweil, 2005; Vinge, 1993).

This hypothetical notion is known as the technological singularity, and it refers 
to the point at which AI surpasses human intelligence and becomes self-improving 
(Tegmark, 2017). Recent research shows that AI such as ChatGPT performs compa-
rably, if not better, than humans on a range of tests considered unique human abili-
ties. For instance, when comparing results in the theory of mind test or a creativity 
test (Haase & Hanel, 2023; Kosinski, 2023), suggesting that technological singu-
larity is becoming a more plausible possibility (but see Haase et  al., 2025; Peters 
& Chin-Yee, 2025; for more recent evidence suggesting that AI performance might 
have even declined in past years). Rapid technological advances can threaten the 
identity of humans (e.g., what makes us humans unique?) and therefore elicit fears 
(McClure, 2018).

In a rapidly digitizing world, comprehending the psychological nuances of AI 
perceptions is critical for ensuring its harmonious integration and addressing poten-
tial societal worries. In the present research, we aim to understand better how psy-
chological variables related to the perception of technological singularity influ-
ence our attitudes towards AI. Attitudes are our predisposition to assess something 
positively or negatively (Maio et al., 2018). We focus on psychological factors such 
as fear, general feelings, perceived consequences of technological singularity, and 
experience in using AI. These variables present a complex interplay of affective, 
cognitive, and behavioral components essential to forming and changing attitudes 
(Maio et al., 2018) and have previously been linked to attitudes towards AI. Thus, 
we predict they will give us further insights into the psychological factors influenc-
ing how we perceive AI.

The Psychology Behind AI and Technological Singularity

Researchers have frequently addressed AI’s ethical (e.g., responsible and ethi-
cal use of AI; Mhlanga, 2023), economic (e.g., impacts on the labor market; De 
Cremer & Kasparov, 2021), and social consequences (e.g., reinforcing social injus-
tices; Hagerty & Rubinov, 2019). However, psychological factors underpinning 
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individuals’ attitudes toward AI and the prospect of technological singularity have 
often been neglected. For instance, researchers have found that agreeableness, hav-
ing an younger age (Stein et al., 2024), introversion and higher general trust in peo-
ple are linked to positive attitudes toward AI (Schepman & Rodway, 2022), whereas 
a higher tendency to conspirancy beliefs (Stein et al., 2024) and a corporate distrust 
is linked to more negative attitudes (Schepman & Rodway, 2022). Furthermore, AI 
learning anxiety negatively predicts more positive attitudes toward AI (Kaya et al., 
2022). Nevertheless, people are generally positive toward AI (Gnambs et al., 2025; 
Nader et al., 2022), not afraid of it (Guingrich & Graziano, 2025), indicating a trend 
toward its acceptance. However, research in the realm of psychology and AI remains 
in its infancy, and studies explicitly focusing on the concept of technological singu-
larity are virtually nonexistent, to the best of our knowledge.

In this regard, it is essential to understand what explains the level of acceptance of 
AI—that is, people’s attitudes toward this technology—since attitudes strongly influ-
ence the use and adoption of new technologies (Gnambs et al., 2025). As previously 
stated, the notion of technological singularity can raise fear among people about what 
the unknown might bring. AI is often negatively portrayed in popular media, espe-
cially in television and films. Stereotypical representations of AI are seen in movies 
such as “The Terminator” (by James Cameron) and “The Matrix” (by the Wachowski 
sisters), perpetuating a malevolent perception of AI and ultimately fostering resistance 
towards AI adoption (Fast & Horvitz, 2017). Thus, a closer look at the role of fear of 
a technological singularity is critical, as these dystopian media representations of AI 
might influence individuals (see Dieter & Gessler, 2021; Ouchchy et al., 2020). Fear, 
which often arises from the feeling of uncertainty caused by something unfamiliar or 
unknown (Carleton, 2016), can be a powerful driver of positive and negative perceived 
consequences and attitudes toward AI. Affective components (e.g., fear, feelings, emo-
tions) directly influence how people assess risks and benefits (Slovic et al., 2004), as 
affective reactions to stimuli are intuitive and automatic, shaping subsequent evalua-
tions (Zajonc, 1980). Thus, the greater the fear and negative feelings, the higher the 
perceived risk and the lower the perceived benefits of AI.

The fear of singularity can happen due to the perception that higher use of AI can 
lead to unemployment due to automation (Brynjolfsson & McAfee, 2014) or concerns 
about losing privacy and autonomy (Bostrom, 2014). This fear, in turn, can impact 
our attitudes toward AI. Similarly, examining feelings regarding technological singu-
larity is vital, as they, too, contribute to the affective components of attitudes toward 
AI. Feelings and attitudes are deeply interconnected. Feelings can drive attitudes, while 
attitudes can also affect how individuals interpret and evaluate new information, fur-
ther reinforcing their feelings (e.g., Crites et al., 1994; Rocklage & Luttrell, 2021). For 
instance, individuals with more negative feelings regarding technological singularity 
may adopt more negative attitudes toward using AI. On the other hand, those who pre-
sent more positive feelings may present, in return, more positive attitudes, observing AI 
and the potential singularity as a promising opportunity for human advancement.

Nevertheless, as previously noted, affective variables (such as fear and emotions) 
influence people’s perceptions of risk and benefit (Slovic et al., 2004; Zajonc, 1980). 
These perceptions are beliefs that reflect the information individuals have about 
the world around them and form the basis of their attitudes (Ajzen & Cote, 2008). 
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Therefore, it is important to consider how individuals perceive the consequences 
of technological singularity, and how such perceptions may mediate the relationship 
between affective variables and attitudes. Previous studies have shown that a specific 
technology’s (such as those who adopt AI) perceived benefits and drawbacks influence 
how people evaluate it as positive or negative (Schepman & Rodway, 2022). In contrast, 
those who perceive these concepts and their consequences as predominantly negative, 
leading to global issues such as increased inequality, reduced human agency, or exis-
tential risks, may develop more unfavorable attitudes (Bostrom, 2014; Tegmark, 2017).

The intricate relations between fear, feelings, beliefs and attitudes create a com-
plex interplay that influences our attitudes toward AI and technological singular-
ity. Providing a more in-depth assessment of these interconnections can help better 
understand the psychological factors impacting how we perceive AI, technological 
singularity, and their societal influence, ultimately informing policy-making, public 
education, and technology development.

The Present Research

In light of the above, the present research investigates the interplay between feelings, 
fear, and positive and negative perceived consequences of technological singularity 
in shaping individuals’ attitudes toward AI. To assess these interplays, we propose 
a structural model that uses fear and feelings toward the singularity (affective com-
ponents) to explain the perceived negative and positive consequences of singularity 
(cognitive components), explaining attitudes toward AI. We also add the use of AI 
as a behavioral predictor of attitudes, covering the main aspects that help under-
stand how they are formed (Maio et al., 2018). We hypothesize that individuals with 
higher fear and more negative feelings toward the technological singularity will also 
perceive it as more negative and consequently have more negative attitudes towards 
AI. On the other hand, lower fear and more positive feelings toward the technologi-
cal singularity will lead to perceiving its consequences as more positive, which posi-
tively influences attitudes toward AI. We also assessed how the variables relate to 
other demographic items (i.e., age, gender, the highest level of education, religiosity, 
political orientation), and familiarity with AI. We also compared two sub-groups of 
our sample, based on whether they have or not programming skills, as familiarity 
can be positively associated with attitudes (Olya et al., 2021).

Even though the relations between some of these variables have been exten-
sively researched (e.g., Olya et al., 2021; Rocklage & Luttrell, 2021), they have not 
included technological singularity or attitudes toward AI. Understanding the role 
of these psychological factors related to a technological singularity is crucial for 
addressing public concerns, tailoring educational programs, and informing policy-
making in AI. Additionally, insights from this research can help technology develop-
ers and researchers anticipate and mitigate potential societal resistance to AI adop-
tion (Fast & Horvitz, 2017). Finally, this research can provide a more comprehensive 
understanding of the psychology underlying attitudes toward AI. It can help to foster 
a more informed and constructive dialogue on the future of AI and its implications 
in our lives (Bostrom, 2014; Tegmark, 2017).
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Method

Participants and Procedure

A total of 159 participants from the United States took part in this study, with an 
average age of 44.43 (SD = 13.12). The sample consisted of 79 women (49.7%), 72 
men (45.3%), six individuals identifying as other (3.8%), and two who preferred not 
to disclose their gender. The majority of participants held a Bachelor’s degree as 
their highest level of education (n = 69; 43.4%), self-identified as not at all religious 
(n = 71; 44.7%), and tended to be politically left-leaning (n = 89; 56%). Addition-
ally, 61% (n = 97) of the participants reported having no programming skills.

To assess whether the sample size was adequate for conducting the SEM, we used a 
specific sample size calculator (Soper, 2025). Based on the number of variables in the 
model (five latent and 23 observed variables), the expected medium effect size (0.30), a 
significance level of 0.05, and statistical power of 0.80, the calculator estimated a mini-
mum required sample size of 150 participants to detect the specified effect. Therefore, 
the sample used in the present study is adequate to detect the expected effect.

Data were collected using the Prolific crowdsourcing platform, and several pre-
screening criteria were applied for the study: (1) restricted to US citizens; (2) par-
ticipation in at least 30 previous Prolific studies; (3) a 100% approval rate on those 
studies; and (4) self-reported programming skills, or lack thereof. These criteria 
were used to ensure data quality and to get a diverse sample in terms of program-
ming skills. Participants who met these criteria were invited to complete an online 
questionnaire consisting of self-reported measures. All participants gave informed 
consent prior to participating. The local ethics committee approved the study at one 
author’s institution.

Material

Participants answered several questionnaires created by the researchers for the 
exclusive purpose of this study. To ensure that these questionnaires were reliable, we 
assessed their McDonald’s omega (ω; reported below), with values over 0.70 indi-
cating a questionnaire with good internal consistency (Kline, 2013).

To assess Attitudes towards AI (ω = 0.94), we asked participants to answer four 
bipolar items (i.e., Negative–Positive, Unfavorable-Favorable, Bad-Good, Danger-
ous-Safe), using a seven-point scale (−3 to + 3). Answers placed closer to an end 
(e.g., negative) are more representative of this end, whereas answers placed in the 
middle represent a neutral attitude toward AI.

To assess Fear of Singularity (ω = 0.95), we created seven items covering current 
concerns about the use of AI that could lead to singularity (e.g., I am concerned that 
artificial intelligence (AI) will surpass human intelligence and become uncontrol-
lable; I fear for future generations if the technological singularity comes to reality). 
Participants answered their level of agreement with each of these items using a five-
point scale (1 = Strongly disagree; 5 = Strongly agree).
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To assess Feelings toward Singularity (ω = 0.87), participants answered four 
items (e.g., I feel optimistic when thinking about the technological singularity; Tech-
nological singularity makes me feel good) covering their general assessment of sin-
gularity. Even though fear is also a feeling, we chose to separate it from general 
feelings to assess the construct better, frequently highlighted when discussing tech-
nological singularity. Participants answered their level of agreement with each of 
these items using a five-point scale (1 = Strongly disagree; 5 = Strongly agree).

To assess the Perceived Consequences of Singularity, we asked participants to 
answer eight items equally distributed on positive (ω = 0.78; e.g., Technologi-
cal singularity would increase the number of jobs) and negative (ω = 0.77; e.g., 
Technological singularity would increase loneliness) consequences. Participants 
answered their level of agreement with each of these items using a five-point scale 
(1 = Strongly disagree; 5 = Strongly agree).

Data Analysis

We analyzed the data using the open-source, free software JASP (https://​jasp-​stats.​
org/) and R (R Core Development Team, 2024). With JASP, we conducted multi-
ple Spearman’s correlations and Mann–Whitney tests. With R, we performed a 
Structural Equation Modeling (SEM) analysis using the DWLS estimator (lavaan 
package; Rosseel, 2012), which is appropriate for ordinal data and violations of nor-
mality. This model tested whether Feelings and Fear predict Attitudes toward AI, 
mediated by Perceived Consequences of Technological Singularity.

Results

First, we correlated all variables with each other (see Table 1). People with more 
positive attitudes toward AI also reported more positive feelings about technologi-
cal singularity (ρ = 0.57, p < 0.001, Fisher’s z = 0.65) and were more likely to per-
ceive its consequences as positive (ρ = 0.58, p < 0.001, Fisher’s z = 0.67). They also 
reported less fear of singularity (ρ = −0.30, p < 0.001, Fisher’s z = −0.31) and were 
less likely to perceive its consequences as negative (ρ = −0.35, p < 0.01, Fisher’s 
z = −0.37). Individuals with more positive attitudes also reported greater use of AI 
(ρ = 0.23, p < 0.01, Fisher’s z = 0.23), and the more one uses AI, the more likely 
they are to perceive its consequences as positive (ρ = 0.18, p < 0.05, Fisher’s z = 
0.19).

Interestingly, most demographic variables—including political orientation—
were not significantly correlated with attitudes, perceived consequences, or feelings. 
Exceptions included religiosity and programming skills: more religious individu-
als (ρ = 0.21, p < 0.01, Fisher’s z = 0.21) and those without programming skills (ρ 
= 0.16, p < 0.05, Fisher’s z = 0.16) perceived the consequences of technological sin-
gularity as more negative.

Next, we tested the proposed model with fear and feelings (affective components) 
toward technological singularity as predictors, perceived consequences (cognitive 

https://jasp-stats.org/
https://jasp-stats.org/
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components) as mediators, and attitudes toward AI as the outcome. We also included 
the use of AI (behavioral component) as an additional predictor of attitudes. To run 
the model, we conducted an SEM using the DWLS estimator, appropriate for ordinal 
data and deviations from normality, with bootstrapped 5000 samples. The full model 
and its standardized estimates can be seen in Fig. 1. Results indicated a good fit (CFI 
= 0.99; TLI = 0.99; RMSEA = 0.092 [90%CI 0.082–0.103]. Also, most regression 
coefficients were significant, except for the paths linking negative perceived conse-
quences and fear of technological singularity to attitudes.

The analysis revealed that the indirect effects of Feelings (λ = 0.332; SE = 0.075; 
z = 4.434; p < 0.001) and Fear (λ = 0.105; SE = 0.029; z = 3.655; p < 0.001) on 
Attitudes were mediated by Positive Perceived Consequences. In contrast, these 
indirect effects were not mediated by Negative Perceived Consequences (Feelings: 
λ = −0.016, p = 0.658; Fear: λ = 0.008, p = 0.645). Finally, significant total effects 
of Feelings (λ = 0.794, p < 0.001) and Fear (λ = 0.317, p < 0.001) on Attitudes were 
observed.

Furthermore, we conducted multiple Mann–Whitney tests to assess the dif-
ferences in gender and programming skills regarding singularity and AI-related 
variables. For programming skills, the only significant difference was in Negative 
Perceived Consequences, U = 2441.50, p = 0.045, with a small effect size (Rank-
Biserial Correlation [r₍rβ₎] = 0.19). Participants with programming skills held less 
negative perceptions (Mean Rank = 70.88) than those without such skills (Mean 
Rank = 85.83). Regarding gender, we found two significant differences (both with 
small effect sizes; Rank-Biserial Correlations [r₍rβ₎] between 0.10 and 0.30). Men 
reported lower levels of fear and more positive feelings than women (Fear, U = 
2078.00, r₍rβ₎ = 0.27, p = 0.004, Mean Rankmen = 66.30, Mean Rankwomen = 86.64; 

Table 1   Descriptive statistics and correlations

* p < 0.05, ** p < 0.01

Spearman Correlations

Variables M SD 1 2 3 4 5

1 Attitudes towards AI 4.79 1.27 -
2 Fear of Singularity 3.38 1.13 −0.30**
3 Feelings 2.61 0.91 0.57** −0.58**
4 Consequences (Positive) 3.01 0.77 0.58** −0.28** 0.62**
5 Consequences (Negative) 3.67 0.84 −0.35** 0.51** −0.56** −0.38**
6 Age 44.43 13.12 −0.06 0.14 −0.19* −0.18* 0.06
7 Level of Education 4.34 1.34 −0.02 −0.04 −0.03 −0.03 −0.09
8 Religiosity 2.82 2.01 0.07 0.15 −0.11 0.04 0.21**
9 Political Orientation 3.14 1.60 0.03 0.11 −0.04 −0.07 0.14
10 Programming Skills 1.61 0.49 0.00 0.14 −0.07 0.04 0.16*
11 Use of AI 3.48 1.331 0.23** −0.11 0.09 0.18* −0.10
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Feelings, U = 3476.50, r₍rβ₎ = 0.22, p = 0.018; Mean Rankmen = 84.00, Mean Rank-
women = 67.21).

Discussion

Over the past years, artificial intelligence has become a part of our everyday lives in 
many forms, such as apps, chatbots, automated machines, and recommendation sys-
tems (e.g., Spotify, Netflix). However, with this increased use and presence, many 
questions about how AI can be used are raised. For instance, in a pool survey con-
ducted in 2022 in the United States, 78% of respondents from the general popu-
lation answered that they were very or somewhat concerned about AI being used 
for malicious purposes, whereas 77% were worried about its use to generate “deep-
fakes” (MITRE, 2023). In line with this, people also started wondering whether the 
continuous development of AI could lead it to eventually become more intelligent 
than humans, a hypothetical scenario known as the technological singularity. There-
fore, assessing whether this hypothetical scenario of a technological singularity 
might impact and eventually lead to a negative perception of AI is vital to better 
understanding our attitudes toward AI. Hence, adopting a psychological approach to 
the issue, our research attempted to assess how fear, feelings, and perceived conse-
quences of technological singularity can shape attitudes toward AI.
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Fig. 1   Structural equation model
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We first performed a series of correlations between the main variables (feel-
ings, fear, perceived consequences, attitudes) and other sociodemographic questions 
(e.g., age, gender, level of education). First, people afraid of singularity and who 
perceived the consequences of a technological singularity negatively reported less 
positive attitudes towards AI. These findings somewhat align with previous stud-
ies. For instance, Kaya et  al. (2022) studied how anxiety toward AI, a construct 
closely related to fear, predicts attitude toward AI. Their findings suggest that AI 
learning anxiety negatively predicts more positive attitudes. Such findings are not 
surprising once the fear of what might happen with the continuous development of 
AI might lead people to be more reticent about using it. The same reasoning applies 
to negative perceived consequences. Seeing technological singularity as something 
that might negatively impact society might generate negative attitudes towards tech-
nologies such as AI. On the other hand, feelings and perceiving the consequences 
of technological singularity as more positive were associated with more positive 
attitudes. That is, people feeling more optimistic or good about using AI and the 
potential technological singularity, and seeing it as having positive consequences for 
society, are more likely to have more positive attitudes towards AI.

Interestingly, people’s political orientation and religiosity were uncorrelated with 
attitudes towards AI. This is partly surprising given that right-wingers and more 
religious people are more traditional (Caprara et  al., 2006; Saroglou et  al., 2004), 
and therefore one might expect that they also tend to be more skeptical towards AI. 
The latter seems to apply only to political conservatives (Cui & van Esch, 2022; Van 
Assche et al., 2023). In the present study, we found that more religious individuals 
hold more negative perceptions of AI. Previous studies have reached mixed con-
clusions, finding that religiosity is associated with more positive attitudes toward 
AI (Minton et al., 2022) as well as with negative emotions (Feel & Kozak, 2025). 
These partly conflicting results call for more research to clarify the direction of the 
effect. Regarding political orientation, it is worth noting that 82.39% of participants 
identified as ranging from the far left to the political center: far left (16.98%), left 
(25.15%), center-left (13.83%), and center (26.41%). Therefore, future studies would 
benefit from more balanced samples including both left- and right-leaning individu-
als in order to more adequately explore political influences on AI attitudes.

We found significant associations between demographic variables and feelings 
toward technological singularity. For instance, age is negatively related to feelings 
toward technological singularity. In other words, younger people and men are like-
lier to hold positive feelings toward technological singularity. This aligns with pre-
vious research (Stein et al., 2024). Even though older adults recognize the impor-
tance of adopting new technologies, they also mention issues such as too much and 
too complex technology and compare themselves to younger generations (Vaportzis 
et al., 2017).

Furthermore, we developed a structural model, using fear and feelings (affec-
tive components) to explain perceived consequences (cognitive components), which 
in turn explained attitudes towards AI. We also added the use of AI (behavioral 
component) to predict attitudes. Covering all these components helps to provide a 
clearer picture of attitudes, as they are formed on affective, behavioral, and cogni-
tive components (Maio et al., 2018). Our results showed a good model, with most 
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of the path links being significant, except those connecting negative perceived con-
sequences and fear of technological singularity to attitudes. More specifically, the 
most robust path in our model was the link between feelings and positive perceived 
consequences, suggesting that holding more positive emotions when thinking about 
technological singularity can lead to perceiving it as more beneficial to society, sug-
gesting that affective components shape perceptions of risks and benefits (Slovic 
et al., 2004; Zajonc, 1980), influencing attitudes and ultimately affecting technology 
adoption (Ajzen & Cote, 2008; Guingrich & Graziano, 2025).

Furthermore, the significant relations of fear and feelings on attitudes through 
perceived consequences highlight the importance of considering both affective and 
cognitive components when studying attitudes toward AI and the perception of tech-
nological singularity. This provides evidence that individuals’ emotions and percep-
tions about the potential consequences of technological singularity directly affect 
their understanding and evaluation of AI technologies. Additionally, the inclusion of 
AI use in the model shows the importance of examining people’s experiences in this 
complex interplay.

We also assessed differences in attitudes towards AI based on whether partici-
pants had programming skills (yes or no) and their gender (men and women), with 
results showing significant differences between the two pairs of groups. Those with 
programming skills had more positive attitudes, presumably because they perceived 
AI as safer and more beneficial (MITRE, 2023). This also aligns with work on 
the contact hypothesis (Allport, 1954): Contact under the right circumstances can 
improve attitudes (Pettigrew & Tropp, 2006; Van Assche et  al., 2023). The effect 
size was small, again in line with the literature. Furthermore, men presented higher 
positive feelings and lower fear toward AI than women. This can be explained by a 
meta-analysis of gender and attitudes toward technology use (Cai et al., 2017). The 
authors indicated that men tend to hold more positive attitudes than women, albeit 
the effect sizes were small. Previous research has also shown that women tend to 
report more fear of AI and lower acceptance levels (Babiker et al., 2024; Hitsuwari 
& Takano, 2025; Sindermann et al., 2022). Russo et al. (2025) found that women 
express more negative attitudes, report less knowledge, use AI less frequently, and 
experience greater anxiety about it. These authors suggest that such differences may 
stem from socialization processes that shape women’s relationships with technol-
ogy—for example, gender stereotypes that discourage women from entering tech-
nology-related fields (e.g., engineering, mathematics, computer science), thereby 
limiting their knowledge and skill development in this area.

Limitations, Future Studies, and Implications

Despite our significant and novel findings, our study is not without limitations. 
Firstly, our study’s cross-sectional prevents us from drawing causal inferences. 
Future studies can address this issue by employing longitudinal or experimental 
designs to explore causal relationship relations among the variables. Second, the 
sample consisted of only 159 US-Americans. Future studies could attempt to col-
lect data from a more extensive and diverse sample, allowing further subgroup 
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comparisons. Finally, our study consisted only of self-report measures, and par-
ticipants’ responses might have been influenced by social desirability. However, 
as the topic is new, their answers are less likely to be influenced by social desira-
bility or response biases because it is less clear what a socially desirable response 
is (e.g., unlike self-reported pro-environmental behavior). Nevertheless, future 
research might benefit from incorporating objective measures or behavioral 
observations to complement and validate the self-report data to provide a more 
comprehensive picture of the factors influencing attitudes toward AI and techno-
logical singularity. Moreover, future studies could investigate the role of personal 
values in explaining attitudes and intentions to use AI, as well as conduct experi-
mental research to test interventions aimed at reducing fear and negative feelings 
toward this technology. Furthermore, it would be interesting to test to what extent 
feelings predict attitudes beyond variables from established theories such as the 
theory of planned behavior (Ajzen, 1991) or the technology acceptance models 
(e.g., Davis, 1989; Venkatesh & Davis, 2000). For example, perceived behaviour 
control or perceived usefulness might explain variance above and beyond feelings 
in attitudes.

Our study has implications for policymakers, AI developers, and educators. By provid-
ing a more in-depth understanding of key factors rooted in the idea of technological sin-
gularity and how they influence our attitudes toward AI, our findings can help develop tar-
geted education and awareness campaigns to address concerns and misconceptions about 
AI. As it has become present daily, fostering positive attitudes and understanding among 
different demographic groups can encourage a more inclusive and diverse AI ecosystem. 
For instance, our findings highlight the importance of addressing affective components 
such as fear and feelings toward the technological singularity to shape more positive atti-
tudes. That is, emotional aspects should not be overlooked when designing communi-
cation strategies. The same happens regarding perceived consequences, reinforcing the 
importance of debunking misinformation and exaggerated claims surrounding AI and the 
hypothetical technological singularity.

AI is already integrated into everyday life and is used for a wide range of purposes 
(e.g., work, education, healthcare)—a trend that is expected to grow as the technology 
advances. Understanding what fosters acceptance and use of AI is therefore essential 
for designing affect-based interventions. For instance, increased understanding and 
familiarity with AI may reduce fear and anxiety (Lund et al., 2024), thereby promoting 
more positive attitudes and greater use. It is crucial that individuals become informed 
about AI and are empowered to benefit from its full potential (Lund et al., 2024). As 
people become more aware of what AI can offer, emotional responses such as fear 
tend to diminish (Wang et al., 2025). On the other hand, amplifying fear and negative 
emotions toward AI in a world increasingly shaped by it is likely to create numer-
ous challenges. Individuals who rarely use AI and who hold negative perceptions of it 
report higher levels of existential anxiety (Alkhalifah et al., 2024), and anxiety about 
AI may also lead to dysfunctional use (Chen, 2025).

Our findings help address public concerns about AI (Bostrom, 2014), and pro-
mote a balanced understanding of AI’s potential benefits and risks to foster more 
positive attitudes and support for AI technologies. For example, the primarily non-
significant associations between our key psychological variables and demographic 
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variables, including political orientation and religiosity, show that programs to 
increase the acceptance of AI would not be tailored toward people with different 
political beliefs.

Conclusion

The increasing prevalence of AI in our daily lives has prompted necessary assessments 
of our attitudes toward its use, especially in the context of the threatening concept of a 
technological singularity. Our study underscores the pivotal role of multiple psycholog-
ical variables in shaping these attitudes. It is evident that while individuals might pos-
sess reservations and fears about the future of AI and the possibility of a technological 
singularity, these feelings do not always directly translate to negative attitudes toward 
AI. The findings that neither perceived negative consequences of AI nor fear of tech-
nological singularity significantly influenced attitudes suggests a complex relationship 
between these factors. Perceiving negative consequences would be expected to generate 
fear (Maner & Gerend, 2007), and fear is often linked to avoiding threats (Huddy et al., 
2005; Kleres & Wettergren, 2017). Therefore, the lack of a significant link between per-
ceived negative consequences and fear may indicate that public resistance to further 
AI development is relatively low. Interestingly, specific demographics, such as age and 
gender, influenced these sentiments, but broader cultural markers like political orienta-
tion and religiosity did not. This hints at a widespread acknowledgement of the impor-
tance of AI across various sectors of society, irrespective of personal beliefs or affili-
ations. Understanding these attitudes becomes even more critical as AI technologies 
evolve and embed themselves further into societal frameworks. This understanding will 
guide crafting inclusive, comprehensive, and practical strategies for AI adoption, ensur-
ing that society can harness its benefits while navigating its challenges.
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