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Abstract—The low-altitude economy (LAE), an emerging
economic paradigm encompassing various flight activities in
low-altitude airspace, has attracted widespread attention from
academia and industry due to its appealing economic and social
benefits. In this paper, we investigate the design of integrated
sensing and communication (ISAC) waveforms for LAE appli-
cations. Specifically, we propose an adaptive ISAC waveform,
which integrates the maximum distance separable (MDS) code
and index modulation (IM) into the orthogonal frequency division
multiplexing (OFDM) waveform, namely A-MDS-OFDM-IM.
This design combines the hybrid benefits of MDS code, IM, and
OFDM techniques, i.e., the error detection capability of MDS
code, the high spectral efficiency (SE) of IM, and the high sensing
resolution of OFDM, thereby enabling robust communication
and sensing. A comprehensive performance analysis of A-MDS-
OFDM-IM is provided, including its bit error rate (BER), peak-
to-sidelobe level (PSL), and peak-to-average power ratio (PAPR).
Moreover, to address the high PAPR issue of A-MDS-OFDM-
IM, we develop an adaptive design criterion based on the
alternating direction method of multipliers (ADMM), which is
capable of jointly optimizing the communication, sensing, and
PAPR performance of the proposed system. Simulation results
demonstrate that the proposed waveform achieves better BER
performance than conventional OFDM-based waveforms under
a non-ideal high power amplifier (HPA), owing to its low-PAPR
characteristic. Additionally, the proposed waveform ensures ro-
bust sensing with satisfactory PSL performance, making it a
promising ISAC waveform for LAE applications.

Index Terms—Adaptive waveform design, alternating direc-
tion method of multipliers (ADMM), integrated sensing and
communication (ISAC), low-altitude economy (LAE), orthogonal
frequency division multiplexing (OFDM).

I. INTRODUCTION

S an emerging economic paradigm integrating advanced

technologies across fields such as next-generation com-
munications and automation, the low-altitude economy (LAE)
has attracted increasing attention from both academia and
industry [1]-[3]. Driven by advancements in the unmanned
aerial vehicle (UAV) industry, LAE encompasses a variety of
aerial activities within the airspace below 1,000 meters, cre-
ating both commercial and societal values [4]. Due to its cost
and deployment efficiency, LAE is anticipated to revolutionize
a number of vertical industries, including transportation [5],
delivery [6], and agriculture [7].
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To support the diverse applications in LAE, it is crucial to
enhance the spectral and hardware efficiencies of low-altitude
systems, whilst ensuring the safety of authorized aircraft [8],
[9]. In this context, the integrated sensing and communica-
tion (ISAC) technology has emerged as a promising solution
for addressing these challenges [10]-[12]. Specifically, by
combining communication and sensing functionalities into
a unified hardware platform, ISAC facilitates the efficient
utilization of both spectral and hardware resources [13], [14].
Moreover, ISAC enables aircraft to simultaneously provide
communication services for authorized users, while perform-
ing sensing operations to detect unauthorized targets, thereby
improving overall safety [15].

In ISAC systems, a key challenge is the design of integrated
waveforms that concurrently support reliable communication
and sensing [16]-[18]. Among the existing waveforms, or-
thogonal frequency division multiplexing (OFDM), a stan-
dard waveform of the fifth generation (5G) mobile commu-
nication networks, is recognized as a competitive candidate
due to its efficient hardware implementation and robustness
to interference [19], [20]. To date, extensive research has
demonstrated the feasibility and effectiveness of OFDM in
various ISAC scenarios [21]-[23]. More importantly, Liu et
al. proved that OFDM is the optimal communication-centric
ISAC waveform for ranging, further highlighting its potential
for ISAC applications [24]. Motivated by the appealing ad-
vantages of OFDM, several OFDM-based ISAC waveforms
were proposed in recent years [18], [25], [26]. For instance,
[25] proposed an adaptive OFDM waveform based on power
allocation, attaining a trade-off between the data rate and peak-
to-sidelobe level (PSL). In [26], a probabilistic constellation-
shaped OFDM waveform was developed to reduce the side-
lobes of the ambiguity function, at the expense of a reduced
data rate. Moreover, [27] and [28] exploited the use of OFDM
with index modulation (OFDM-IM) in ISAC systems, where
only a subset of subcarriers are activated, and their locations
carry extra information. As shown in previous research of
[29] and [30], OFDM-IM exhibits improved bit error rate
(BER) performance over conventional OFDM, but it further
confronts challenges in reduced sensing performance [27].
By collecting the observations of multiple receive signals
[31] or preprocessing the transmit signals [32], the sensing
performance of OFDM-IM can be improved with an increase
in system complexity. Recently, a pair of maximum distance
separable (MDS) coded OFDM (MDS-OFDM) waveforms
were proposed in [33]. Thanks to the increased minimum
Hamming distance enabled by the MDS code, MDS-OFDM
yields improved BER performance compared to OFDM-IM
[33], [34]. The application of MDS-OFDM in ISAC systems
was discussed in [35], which demonstrates an excellent sensing
performance. Due to its high communication reliability and



robust sensing exhibited in [33]-[35], MDS-OFDM may serve
as a promising ISAC waveform for LAE applications.

Despite the potential of MDS-OFDM for both communica-
tions and sensing, it inherits the high peak-to-average power
ratio (PAPR) problem from classical OFDM [36]. It is known
that a high PAPR may lead to distorted transmit signals when
passing through a high power amplifier (HPA), resulting in
degradation in both communication and sensing performance
[37], [38]. Therefore, it is necessary to reduce the PAPR of
MDS-OFDM to ensure its effectiveness in LAE applications.
Recent studies have addressed the high-PAPR problem in
OFDM-based ISAC waveforms [39], [40]. For example, Golay
complementary sequences and tone reservation technology
were adopted in [41] and [42] to solve the high-PAPR problem,
respectively. In [43], power allocation strategies were inves-
tigated to optimize the sensing performance under a PAPR
constraint. Additionally, [44] developed a generalized OFDM-
based ISAC waveform structure, where the communication
sub-bands are arbitrarily located within a large contiguous
radar frequency band. In this framework, PAPR reduction can
be achieved by optimizing the frequency-domain (FD) signals
in the radar sub-bands [44]-[47]. While these methods can
effectively reduce the PAPRs of OFDM-based waveforms, they
may result in reduced transmission rate and spectral efficiency
(SE). Given that the MDS code may also cause additional
spectral overhead, these PAPR-reduction techniques may not
be ideal for MDS-OFDM. Thus, further exploration of low-
PAPR MDS-OFDM waveform design is essential for ensuring
reliable communication and sensing in LAE applications.

In this paper, an adaptive OFDM-based ISAC waveform
is developed for LAE applications by integrating the concept
of IM with MDS-OFDM, which demonstrates considerably
reduced PAPR compared to conventional OFDM-based wave-
forms with a satisfactory SE. The main contributions of this
paper are summarized as follows:

1) We propose an adaptive OFDM-based ISAC wave-
form, termed A-MDS-OFDM-IM, which simultaneously
achieves robust communication and sensing in LAE
scenarios. Specifically, the proposed waveform divides
the subcarriers into two types of subcarrier groups
(SGs), namely modulation subcarrier groups (MSGs)
and optimization subcarrier groups (OSGs). The MSGs
are generated using a simple MDS-coded in-phase and
quadrature modulation (MDS-IQM) scheme to ensure
reliable communication, and the OSGs are adaptively
designed for waveform optimization. It is worth empha-
sizing that the locations of OSGs are used to convey
extra information, thereby enhancing the SE.

2) With the proposed waveform, a UAV-assisted ISAC
system is designed, and the theoretical analysis of the
system’s BER, PSL, and PAPR is provided. Using
these theoretical results, we develop an adaptive design
criterion that jointly optimizes the system’s BER, PSL,
and PAPR. Specifically, BER and PSL are optimized by
a search-based method and a carefully designed convex
optimization algorithm, respectively. While PAPR is
minimized by an alternating direction method of mul-
tipliers (ADMM)-based algorithm, which shows rapid
and stable convergence.

3) Numerical simulations are conducted to demonstrate the
effectiveness of A-MDS-OFDM-IM for LAE applica-

tions. Moreover, the trade-off between the communica-
tion and sensing performance of A-MDS-OFDM-IM, as
well as the convergence performance of the proposed
ADMM-based algorithm, are also evaluated.

The remainder of this paper is organized as follows. In
Section II, we introduce the proposed ISAC model based on
the A-MDS-OFDM-IM waveform, including the waveform
design and the communication and sensing signal models.
Section III provides the theoretical results of the system’s
BER, PSL, and PAPR, and Section IV discusses the adaptive
design criterion. Numerical results are presented in Section
V, and Section VI summarizes this paper.

Notations

The following notations will be used throughout this paper.

— x, X, X, and X denote a scalar, a vector, a matrix, and
a set, respectively.

— x(m) and X (m) denote the m-th element of x and X,
respectively. X,,, and X (m,n) denote the m-th column and
(m,n)-th element of X, respectively.

— I denotes the N-dimensional unit diagonal matrix, and
Ox denotes the /NV-dimensional zero matrix.

— diag[x] denotes a diagonal matrix with the diagonal
vector of x.

— CMXN RMXN “and BM*N denote the sets of (M x N)-
dimensional complex-valued, real-valued, and binary matrices,

respectively.

— K = (2@ 2@l Js(V)T denotes
the element-wise modulus of x, and |x|? =
[z(1)[% |z(2)|2,...,]z(N)*]T denotes the power spectrum

of x, assuming that x is an /N-dimensional column vector.

— |Ix|l# and ||x||oc denote the Frobenius norm and infinite
norm of x, respectively.

— X\z removes the element z from the set X'

— E(+) and Var(+) denote the mean and variance operators,
respectively.

— mod denotes the modulo operator.

— Re(-) and Im(-) denote the real part and imaginary part
operators, respectively.

— |-] denotes the round down operator.

— ()74 ()T, (-)*, and ()7 denote the inverse, transpose,
conjugate, and conjugate transpose operators, respectively.

— CN (u,0?) denotes the distribution of a circularly sym-
metric complex-valued Gaussian random variable with mean
w and variance 2.

— j=+/—1is the imaginary unit.

— Q(x) = \/%? [ 7 dt is the Q-function.

— C(n,k) = (nfik'),k, is the binomial coefficient.

— In the proposed A-MDS-OFDM-IM waveform, variables
correlated with MSGs and OSGs are labeled with superscripts
‘m’ and ‘0’, respectively.

— In the MDS-IQM scheme, variables correlated with the
I- and Q-branches are labeled with superscripts ‘i’ and ‘q’,
respectively.

— In the proposed ISAC model, the communication and
sensing signals are distinguished by superscripts ‘c’ and ‘s’,
respectively.

II. SYSTEM MODEL

As depicted in Fig. 1, we consider a UAV-empowered
mono-static ISAC system operating in low-altitude airspace,
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Fig. 1. Low-altitude mono-static ISAC model based on the proposed MDS-OFDM-IM waveform.

where a ground base station (GBS) is employed to control the
network. In this framework, a UAV simultaneously provides
communication services to the user and performs sensing
tasks for unauthorized targets, utilizing the same waveform
for both functions. Specifically, communication information
is embedded in the transmit A-MDS-OFDM-IM waveforms,
while the UAV executes sensing operations based on the
echoes. The model assumes that both the UAV and user are
equipped with a single antenna, with the distance between
them represented by d". Additionally, the UAV is assumed to
fly at a fixed height with a constant velocity.

A. A-MDS-OFDM-IM Waveform Design

In the A-MDS-OFDM-IM transmitter, an OFDM symbol
with N subcarriers is first divided into G subcarrier blocks
(SBs), each containing n’ = N/G subcarriers. Then, the n’
subcarriers within an SB are partitioned into /' SGs, yielding
n = n’/F subcarriers per group. Specifically, let us denote
the FD transmit signal frame of the g-th SB as

T
'ang] 796{1,27“',(;}7 (1)

where x, 5 € C"*! represents the FD signal stream of the
f-th SG in x4, f € {1,2,...,F}. Using (1), the entire FD
transmit frame x € CV*! is given by

x = [2(0),2(1),...,a(N = 1)]7 = [xI,xF,...,x5]". @

Furthermore, the ' SGs within each SB are classified into
two types: one OSG and I’ — 1 MSGs. Let I, denote the
location of OSG in x4, then the FD signal stream of the f-th
SG in xg4, i.e., X4, f, can be formulated as

Xg,f= S f#]é’g
T s f=1,

_ [T T
Xg = [x Xg 2

g,1»

=1,2,...,G, f=1,2,...,F,

3
with p
m N2 syl
- G(F-1)

“4)

Here, s?, ;€ C™* ! denotes the signal stream of MSG Xg,f>
which is generated by a simple MDS-IQM scheme [33]. sj €
C™*1 represents the FD signal stream of OSG in x,, whose
signals are adaptively designed for waveform optimization. o™
is the average power of the FD MSGs, which is used for the

normalization of E(||x||%) = N. Recall that the subscripts
‘m’ and ‘o’ distinguish variables related to MSGs and OSGs,
respectively.

A total of L information bits entering the A-MDS-OFDM-
IM transmitter are distributed across the G' SBs, with each
SB conveying | = L/G bits. As shown in Fig. 1, unlike
conventional OFDM, the [ information bits for an SB are
further divided into two types, with {° index bits and (F —1)I™
modulation bits, i.e., I = {° + (F — 1)I™. Here, I° = log, F’
index bits are used to determine the location of the OSG in
the corresponding SB. The remaining (F —1)I™ bits determine
the FD signals of the F'—1 MSGs, with each MSG conveying
I™ information bits. Specifically, denoted by b, € B *! the
index bits for the g-th SB, the location of the g-th OSG is
calculated by converting by, to its decimal representation, i.e.,

lO
I, =Y 2", () +1, g€ {1,2,....G}.

'=1

(&)

Once the locations of G OSGs are obtained, we can proceed
with the generation of MDSs and OSGs, respectively.

1) Generation of MSGs by MDS-IQM: To begin with, let
us denote the modulation orders for the I- and Q-branches as
K and R, respectively. In MDS-IQM, we first generate a total
of K disjoint M-ary pulse amplitude modulation (PAM) con-
stellations {Si, S5, ..., Sk} for I-branch modulation. These
constellations are obtained by first generating a K M -ary PAM
constellation S with a normalized power of 1/2, and then
grouping every M points in S with an index interval of K
into a new constellation. In this way, the k-th M-ary PAM
constellation is given by

Si={S(k), S(k+K),...,S(k+KM-1)}, ke{1,2,..., K}

(6)

Similarly, R disjoint M-ary PAM  constellations
{81,83,...,S%} are created for the Q-branch modulation.

When  the  constellations  {S,Sh,...,S%}  and

{81,83,...,S%} are established, identical modulation

procedures are then applied to each MSG. Hence, we now
focus on generating one MSG to introduce the MDS-IQM
scheme and omit its block and group index. Specifically, in
MDS-IQM, [™ bits conveyed by an MSG are first split into
two parts, with I' bits for I-branch modulation and 79 bits for
Q-branch modulation, respectively. Subsequently, /! and (9



bits are divided into two parts as

{”:mzi =(n—1log K+nlog, M)

9=11+13=(n—1)logy R+ nlogy, M,
leading to
m=0"4+19=(n-1)log, KR+ 2nlog, M.  (8)

In (7), I} and I bits are used to select one constellation
for each subcarrier from the K and R disjoint constellations,
respectively. [, and [§ bits determine the I- and Q-components
of each subcarrier by selecting one symbol from the chosen
constellation, respectively.

More specifically, in MDS-IQM, a simple mapping rule is
first employed to map /i and I{ bits into two n-dimensional
tuples of MDS codes, which can increase the minimum
Hamming distance between modulation symbols. To introduce
this mapping rule, let us denote the two obtained MDS codes
as ¢ and c9, respectively. The first n—1 codewords of ¢' and ¢4
are acquired by converting every log, K bits of I and log, R
bits of [{ into their decimal representations, respectively. The
n-th codewords of ¢! and c are determined by their first n— 1
codewords, satisfying

€))

dn)=K—(c(1)+c(2)+ - -+c(n—1))mod K
An)=R—(A(1)+(2)+---+c(n—1)) mod R.

Based on ¢! and c¢9, the constellations for the I- and Q-
branches of the a-th subcarrier are selected as Sli(a) and qu(a),
respectively, with a € {1,2,...,n}.

Subsequently, we convert every log, M bits of I} and 3
into their decimal representations, which are used to determine
the I- and Q-components of the n subcarriers. Let us denote
the resulting n-dimensional vectors corresponding to I; and
13 bits as d' € C™*! and d9 € C™*!, respectively, then the
I- and Q-components of an MSG, denoted by s' € C"*! and
sd € C"*!, are given by

{ si(a) = Sici(a) (di(a)>’
sl(a) = qu(a)(dq(a)),

Based on (10), the FD signal stream of an MSG, denoted
by s™ € C**1, is finally given by

a=1,2,...,n. (10)

s™(a) = s'(a) + jsi(a), a =1,2,...,n. (11)

2) Generation of OSGs: When the FD signals of all
G(F — 1) MSGs are obtained, the FD signals of G OSGs
are adaptively designed based on them to jointly optimize the
system’s BER, PSL, and PAPR. The adaptive design of OSGs
is detailed in Section IV.

Furthermore, the A-MDS-OFDM-IM transmitter imposes a
power constraint on the OSGs, fixing their power to a constant
a° that exceeds the maximum power of an MSG. The value of
a® is subject to optimization. Specifically, let A™ be the set of
all possible transmit powers of an MSG generated by MDS-
IQM. Based on the concept of MDS-IQM, the cardinality of
A™ is |A™| = (KR)""'M?™ £ A™, which also corresponds
to the number of legitimate FD signal streams of an MSG. By
sorting the elements of A™ in descending order, i.e., A™(1) >
A™(2) > -+ > A™(A™), the power constraint on OSGs is
expressed as

Hs;|\%:a°>,4m(1), g=1,2,...,G. (12)

This constraint enables the communication receiver to recover
index information through straightforward power comparisons,
thereby avoiding the necessity to convey the FD signals of
OSGs as side information. Based on (12), the average power
of the FD MSGs, as defined in (4), is given by
m N —-Ga°
@ RIS (13)

Upon acquiring the FD transmit signal stream x, OFDM
operations are conducted on x to generate the baseband
discrete time domain (TD) signal stream. Specifically, an
N-dimensional inverse fast Fourier transform (IFFT) is first
performed on x to generate the discrete TD transmit signal
stream x’. Then, a cyclic prefix (CP) is added to x’. Finally,
after radio frequency (RF) operations including up-conversion,
amplification, and digital-to-analog conversion, the TD signal
stream is sent out.

For ease of understanding, Fig. 1 presents an example to
illustrate the generation for an SB with n’ = 4, F = 2, n =
2, K =2,R=2, and M = 1. In this example, an SB with 4
subcarriers is divided into two SGs, and a total of three infor-
mation bits are conveyed by each SB. The first bit selects one
OSG from the two SGs, and the remaining two bits determine
the FD signals of the MSG. For example, considering the input
bits ‘000’. Its first bit ‘0’ selects the first SG as the OSG based
on (5). The second SG is the MSG, whose FD signal stream
is generated by the MDS-IQM scheme in Section II-A, which
is [-v2/2 = v2/2j,—v2/2 = v2/2j]".

B. Communication Signal Model

Due to the relatively high altitude of the UAV, the communi-
cation link between the UAV and user is generally dominated
by the line-of-sight (LoS) component with path loss effect
B = &N /47 (d")?, where ¢ and ) represent the antenna gain
and wavelength, respectively [9], [11], [15], [20]. Given that
the UAV can be treated as quasi-static during a short time
interval, it is reasonable to assume that the path loss remains
constant within an OFDM symbol.

At the user side, after the RF operations and CP removal,
the receive discrete TD signal stream is converted to the FD
through FFT. Specifically, the FD receive signal stream y° €
CN>1 is given by

Y= VBx+z,

where z ~ CN(0,0?) represents the additive white Gaussian
noise (AWGN). Then, the subcarriers of y° are organized
in the same manner as those of x, so that y° can be
expressed as y° = [(y§)", (y$)",..., (y&)"]", with y§ =

(14)

) (yG
[(yz,l)T’ (y(_(:;,2)T7 ) (yz,F)T]T € CTLXl'

Based on the receive signal model in (14), signal detection
techniques are then employed to estimate x of (2) from
y°¢. Considering the side information-free transmission and
assuming that S is known at the receiver, we propose a
simple decoupled detector for each SB of y°© in (15) and (16).
Specifically, the index information is identified as the location
of the SG with the maximum power in each SB, while the
modulation signals are recovered by performing the maximum
likelihood (ML) detection on the remaining SGs.

fg :argmax”yf],fﬂzp, gef{l,2,...,G}, (15)
1<f<F



f(g,fZargrr‘lsin\\y;f—\/ﬁamsﬂfp, f€{1,2,...,F}\fg. (16)
s € o™

Here, I 4 denotes the location of the detected OSG, and %X, ¢ €
C"*! represents the detected signal stream for the f-th SG
in the g-th SB. The set S™ comprises all valid combinations
of MDS-IQM signals for an MSG, and s € C"*! is one
combination in S™. Note that the cardinality of S™ is the same
as that of A™ defined in Section II-A, i.e., |S™| = |A™| = A™.
As can be seen from (15) and (16), our proposed detector
effectively achieves the detection of index information and
modulation signals without the knowledge of transmit signals
on OSGs.

C. Sensing Signal Model

In the sensing stage, as shown in Fig. 1, let us as-
sume that the transmit A-MDS-OFDM-IM waveform is re-
flected by @ targets with distances {dy,d,...,dy}, then
the FD receive echo at the UAV, denoted by y*® =
[v5(1),4°(2),...,y°(N)]T € CV*1, is given by

Q
Y (i) =) ygu(i)e TR 1 2(i), i = 0,1,...,N—1, (17)
q=1

where
c2gq

0= () (1%)

q G {]‘72""762}7
is the attenuation induced by the propagation and scattering
processes associated with the g-th target, ¢, is the radar cross-
section of the g¢-th target, ¢ is the speed of light, f. is the
carrier frequency, 7, = 2d, /c is the round-trip time delay of
the g-th target, and Af is the subcarrier spacing.

Utilizing the sensing signal model in (17), an FFT-based
algorithm in [16] is then adopted to estimate the ranges of the
@ targets. Specifically, given that the UAV knows the transmit
waveform x, the ranges of the () targets are estimated by
performing an N-dimensional IFFT on the Hadamard product
of y* and the conjugate of x.

III. PERFORMANCE ANALYSIS

In this section, we analyze the BER, PSL, and PAPR of the
proposed A-MDS-OFDM-IM waveform.

A. BER of the Proposed A-MDS-OFDM-IM

As shown in Fig. 1, in the proposed A-MDS-OFDM-
IM waveform, identical procedures are applied to each SB,
resulting in a uniform average BER for all SBs. Thus, we now
focus on deriving the average BER for a single SB, defined
as the ratio of the average number of erroneous bits [ to the
total number of transmit bits [. Specifically, erroneous bits in
an SB arise from two types of errors, namely index bit errors
and modulation bit errors. Using this relationship, the average
BER of the proposed A-MDS-OFDM-IM waveform can be
expressed as

BER =

%:l—&—l’ (19)

where [° and ™ denote the average numbers of erroneous
index bits and modulation bits in an SB, respectively.

1) Average Number of Erroneous Index Bits: For an SB,
erroneous index bits arise when the location of OSG is
wrongly detected. This situation implies that at least one
receive MSG in this SB has a higher power than the receive
OSG, according to the detection criterion in (15). Notably, (12)
constraints the power of OSGs a° to exceed the maximum
power of an MSG. Therefore, the location of OSG is most
likely misjudged as the position of an MSG with the highest
transmit power among all F' — 1 MSGs in this SB, with a
probability of

AM
o VB(a® — A™(r))
P NZQ<\/QU2(Am(T’)+aO)

) P(A"(r),  (20)

r=1

where

P.Am 1_(/\;]\;1)1371’
( (T)) 172:7:1P(Am(71/))7(AZ;T)Fil,QST.SAm'
(2D
Here, we recall that A™ is the set of all possible transmit
powers for an MSG, with cardinality A™. The elements in
A™ satisfy A™(1) > A™(2) > --- > A™(A™). P(A™(r))
represents the probability that the maximum transmit power
of F — 1 MSGs is A™(r), where r € {1,2,...,A™}. The
derivation for (20) and (21) is provided in Appendix A.

In other words, an [°-dimensional index bit stream for an SB
may be detected as another [°-dimensional bit stream with a
probability of P°, where the number of distinct error patterns
is F'—1. Among these F'—1 error patterns, there are C(1°, €°)
different patterns that result in e° erroneous bits in the index
bit stream, with 1 < e® < [°. Accordingly, the average number
of erroneous index bits for an SB is

r=1

P
=P Y C(%e)e, (22)
e°=1

2) Average Number of Erroneous Modulation Bits: Ac-
cording to the proposed decoupled detector in (15) and
(16), it is observed that the detected location of OSG, i.e.,
fg,g € {1,2,...,G}, may affect the result of modulation
signal detection. Therefore, for an SB, the average number of
erroneous modulation bits [™ is related to two distinct terms:
i) the average number of erroneous modulation bits when the
location of OSG is correctly recovered; ii) the average number
of erroneous modulation bits when the location of OSG is
wrongly recovered.

Specifically, when the OSG is correctly identified, the detec-
tion for each transmit MSG is derived from its corresponding
receive MSG. This leads to the following expression for the
average number of erroneous bits in each MSG:

e = % Z Z P(s1 — s2)H(s1 — s2).

$1ES™ speS™
s 7#s]

(23)

In (23), s1,s2 € S™ are two distinct combinations of MDS-
IQM symbols for an MSG. Recall that S™ is the set of all
valid combinations of MDS-IQM symbols for an MSG, with
cardinality A™. H(s; — s2) is the Hamming distance between
the bit streams of s; and sy. P(s; — s2) is the PEP of
detecting s; as so. Using the ML detection in (16), this PEP
is approximated by [29]:

957 (24)

P(s; = s2) ~ Q < Bals1 = 2w S2H%> :



Since each SB comprises F' — 1 MSGs, the average number
of erroneous modulation bits when the OSG is correctly
identified, denoted by [T, is given by

™= (F —1)e™ (25)

When the location of OSG is wrongly detected, it means
that only partial MSGs can be recovered based on the cor-
responding receive MSGs. More specifically, let us assume
that the OSG with index f; is wrongly recovered as fo,
with fl 75 f2, f17f2 S {1,2,,F} Then, based (15)
and (16), it is known that the F' — 1 transmit MSGs with
indexes {1,...,f1 —1,f1+1,..., F} are estimated from the
F — 1 receive SGs indexed by {1,...,fo—1, fo+1,..., F}.
By comparing these two index sets, it is observed that only
the MSGs from the first to the min(f; — 1, fo — 1)-th, as
well as from the max(f; + 1, fo + 1)-th to the last, are
estimated based on their corresponding receive MSGs. For
these F'—1—|f1 — f2| MSGs, the average number of erroneous
bits is given by (F'—1—| f1— fa|)e™. For the remaining | f1— f2|
MSGs, i.e., the MSGs indexed from the min(f1, f2)-th to the
max(f1, f2)-th, their modulation signals are detected without
the knowledge of the corresponding receive signals. Hence, the
average number of erroneous bits for these |f1 — f2| MSGs is
|f1 — f2|I™/2, recalling that I™ is the number of information
bits conveyed by an MSG. Based on the above analysis, the
average number of erroneous modulation bits when the OSG
is wrongly identified, denoted by [3, is expressed as

~ 1 F F [m
B =23 S ((F-1-1fi-Lhem+Ifi- £l ). 6
fi=1 g:}l

At last, considering that the probability of misdetecting the
location of OSG is P° in (20), the overall average number of
erroneous modulation bits, i.e., ™, is determined by a weighted
sum of l~‘1Tl and Zg*

™ = (1—P°)I™+ PoIY. Q27

By substituting the expression of I° in (22) and the ex-
pression of [™ in (27) into (19), the BER of the proposed
A-MDS-OFDM-IM waveform is finally given by

.
BER:1<P° ST, e)e® + (1= POY(F —1)e™ + - -

! e°=1

0 F F m
TS (P 1n - le)e“‘+|f1—f2|12)>,
‘fl:lgz}l

(28)
with P° and e™ given by (20) and (23), respectively.

B. PSL of the Proposed A-MDS-OFDM-IM

When -y, is ignored for all ¢ € {1,2,...,Q} in (17), it is
demonstrated in [44] that the range estimation profile based
on the sensing processes in Section II-C is equivalent to the
periodic auto-correlation function (PACF) of the TD transmit
signal stream x’. Consequently, the sensing performance of
the proposed A-MDS-OFDM-IM waveform is closely related
to the PACF of x/, defined as

N—1
r(z‘)zzx’(z”)(a:’((z"—z')modN))*:r*(—i), i=0,1,...,N—1.
= (29)

Specifically, waveforms with low PACF sidelobes are pre-
ferred to avoid the masking effect. Here, the masking effect
refers to the phenomenon that the peak of a target with weak
echo power is masked by the higher power sidelobes. The
PACF sidelobe level of x’ can be quantified by the PSL,
defined as

PSL =

(@)1 (30)

max
1<i<N-1
From (29), it is observed that the vector [(0),r(1),...,r(N—
1)]T and the power spectrum of the FD transmit signal
stream x, denoted by v = [v(0),v(1),...,o(N — 1)]T =
[[2(0)[%, |z(1)|2,...,]z(N —1)|?7, constitute a Fourier trans-
form pair. Using this relationship, the PSL in (30) can be
further expressed as

PSL= Wy,

max
1<i<N-1

€2V

where W,; € CV*! is the i-th column of the discrete Fourier
transform (DFT) matrix W € CV*V,

C. PAPR of the Proposed A-MDS-OFDM-IM

To accurately estimate the PAPR of the continuous-time A-
MDS-OFDM-IM waveform, it is essential to oversample the
discrete TD transmit waveform x’ by a factor no less than
4 [37]. Specifically, denoted by € the oversampling factor, the
normalized oversampled TD signal stream x € C*V*! is given
by

x = Whlx. (32)
Here, W € CNX<N js the DFT matrix with oversam-
pling factor €, with W(ny,ny) = e—J2mmnz/eN for p, €
{0,1,...,N — 1} and ny € {0,1,...,eN — 1}.

The PAPR of X is defined as

[ [

PAPR: — = )
IX[l%/eN SN i) /N

(33)

where the second equation follows from the fact that
]2 = €x|%2 = X, (i), recalling that v =
[v(0),v(1),...,v(N — 1)]T is the power spectrum of x.

IV. ADAPTIVE WAVEFORM OPTIMIZATION FOR
Low-ALTITUDE ISAC

As described in Section II-A, the FD signals of OSGs
are adaptively designed based on those of MSGs in each
transmission. This section introduces the adaptive design cri-
terion, aiming to jointly optimize the communication and
sensing performance of the transmit waveform for low-altitude
ISAC. Specifically, metrics including BER, PSL, and PAPR
are considered in waveform optimization.

A. Problem Formulation

As indicated before, the goal of waveform optimization is
to jointly optimize its BER in (28), PSL in (31), and PAPR
in (33), which is constrained by the FD waveform structure
in (1) to (3) and the power constraint on OSGs in (12). By
plugging (12) into the expression of an FD SB in (3), this



optimization problem is formulated as:
gl(an {BER in (28), PSL in (31), PAPR in (33)}
sit. 1
Coixgp=vVamsy, f=1,... I,~1,I;+1,...F
Cs: A"(1) < a® < g
N — Ga®
e = G-y

:ng,Ingp:a"7 g=12,...,G

(34
where the upper bound of a° in Cs ensures that o™ > 0.

As shown in Section III, the BER of the proposed waveform
depends solely on the value of a°, and the PSL is determined
by the power spectrum of x, ie., v = |x|2. The PAPR
is influenced by both the powers and phases of the FD
transmit signals. Based on these observations, we decompose
the optimization problem in (34) into three subproblems as

P - Df(lxln BER in (28)
s.t. C1,Cy,C3,Cy,

Py m‘}n PSL in (31)
s.t. C1,C05,Cy

v = [x|?

(35a)

(35b)

a® =a°
P3 : min PAPR in (33)
s. t. CQ, 04

xg,1,1> =Vgr1,, 9=1,2,...,G.

(35¢)

In (35b), &° denotes the optimal power of OSGs obtained by
solving P;. Similarly, v in (35¢) represents the optimal power
spectrum of x from solving P, where the elements in v are
partitioned in the same manner as those in x. As observed
from (35a) to (35¢), the primary objective of the optimization
process is to minimize BER, followed by PSL minimization.
The PAPR optimization is conducted under the constraint that
neither the BER nor the PSL performance of the waveform is
compromised.

B. BER Optimization by Solving Py

In our proposed A-MDS-OFDM-IM transmitter, the BER
optimization problem P; in (35a) is solved using a search-
based method, where the optimal power of OSGs a° is selected
from a discrete set .A°. Specifically, we first define a step factor
0 > 0, which represents the spacing between consecutive
elements in A°. Then, based on constraint C5 in (34), the
set A° is constructed as

A° = {A™(1) + 0, A™(1) +26,..., A™(1) + A°5}, (36)

where A° = [ (N/G—.A™)/4] is the cardinality of A°. Finally,
a° is selected as the element of A° that minimizes the BER
expression in (28), i.e.,

A&° = argmin (28).
a(!eA()

(37

The complexity of this search-based BER optimization
algorithm is primarily determined by computing the theoretical
BER in (28). Specifically, the complexity of computing (28)
mainly arises from calculating e™ in (23) and the third term
in (28). This leads to a complexity order of O(n(A™)? + F?),

where A™ is the number of legitimate FD signal streams of an
MSG and F' is the number of SGs in an SB. Since the BER
optimization involves calculating the theoretical BERs for a
total of A° different powers of OSGs, the overall complexity
of the algorithm is O(A°(n(A™)?+ F?)). Notably, as shown in
Section III-A, the theoretical BER of the proposed waveform
remains invariant when the system parameters are fixed. Con-
sequently, the BER optimization processes can be completed
prior to transmission, without affecting the complexity during
actual transmission.

C. PSL Optimization by Solving Ps

Based on the PSL in (31) and the optimal power of OSGs
&° obtained from (37), the PSL optimization problem P, in
(35b) can be rewritten as

H
Wi v

min max
v 1<i<N-1

n
s. t. Ci:ngJg(a) =a° g=12,...,G
a=1

NG
CEAET o))
C3:vg1,(a) >0, a=1,2,...,n.

Cs st R f=1 . =1 L+, F

(38)
The constraints in (38) are convex, however, the maximiza-
tion of the non-smooth objective function |WHv| is non-
differentiable, making the problem in (38) non-convex.

To address this non-differentiability, we express the absolute
values of the complex inner products in the objective function
as functions of real variables, following the method in [48].
Specifically, we first define a real-valued matrix W; e RNx2,
1€{1,2,...,N —1}, as

W, = [Re(W,),Im(W,)], i=1,2,...,N—1.  (39)

With this definition, we then reformulate the optimization
problem in (38) as

min max
v 1<i<N-1

s.t. C7,C5,C5,
whose objective function is equivalent to that of (38). (40)
is a second-order cone programming (SOCP) problem, which
is convex in nature and can be efficiently solved by convex
optimization methods.

The complexity of solving (40) depends on the selected
optimization algorithm. By utilizing advanced convex opti-
mization tools like MATLAB’s TFOCS, the solution process
may exhibit linear complexity, i.e., O(N).

W) vl
(40)

D. PAPR Optimization by Solving Ps

Here, we first recall that the optimal power spectrum of x
obtained from solving (40) is denoted by v. Since the power
spectrum of x is fixed, it follows that the denominator of the
PAPR expression in (33) is also fixed. Accordingly, the PAPR
optimization problem Ps in (35c) is simplified to

min |3,
X,X
s.t. CF i x = Whx

P . 2 _ g —
02 . |XQ>Ig| _Vg,Igv g_1727"-7G

IN-Ge
CpZXgJ‘: msg7f7f:1,...,Ig—l,lg—‘rl,...7F

(41)

w



Due to the non-convex unimodular constraint Cy, the opti-
mization problem in (41) is non-convex. In the following,
we design an ADMM-based algorithm [49] to solve this non-
convex problem.

Specifically, the augmented Lagrangian function of (41) is
given by

Ly(x,x,€) = [%]% + Ll = Wk +ellh, @2)
where p > 0 is the penalty factor, and e € C*V*1 is the scaled
dual variable. Based on the concept of ADMM, we solve (42)

by alternately updating the three variables {x, x, e} as follows:

x(*) = argmin L,(x,x"~1,e("1) (43a)
x(®) = argmin L,(x",x, el!~1) (43b)
e = e~V 4 px® - WHx®), (43c)

where the superscript ¢ denotes the ¢-th iteration. The problems
in (43a) and (43b) are solved below.
Step 1: Updating x(*) based on x(*~1) and e!
According the augmented Lagrangian function in (42), the
optimization problem in (43a) is formulated as

t—1)

min (%)% + 5l - WD et IE @)
X
This problem is non-convex due to the non-convex nature of
|%||%,. To address this, we introduce an auxiliary variable p
and transform the problem into the following equivalent form:
min ;2 + 2 lx — WHx(=D 4 e=D|2
%, 2 (45)
. b |X]|oo < pae

The resulting problem in (45) is a SOCP problem and can
therefore be solved using classic convex optimization methods.
Step 2: Updating x(*) based on x(*) and e(*~1)
Since the term X%, in (42) is not a function of x, the
optimization problem in (43b) simplifies to

min [|x® — WHx 4 (=12,

(46)
s. t. C5,C5.

This problem is a standard quadratic optimization problem,
and its unconstrained solution is given by %x(!) = W (x® +
e(*=1). By projecting this unconstrained solution onto con-
straints C5 and C3, we obtain the explicit solution for (46)
as

+®
(a)
vg,pla) . [ =1
2O @) =4 V@) )
NFGOI) gf(a) f#lga
forg=1,2,....G, f=1,2,...,F,and a =1,2,...,n. In

(47), the elements of % are divided in the same way as those
of x.

For clarity, Algorithm 1 outlines the proposed ADMM-
based approach for solving the PAPR optimization problem in
(41), where x(9) and x(9) are generated arbitrarily.

In each iteration, the complexity of this ADMM-based
PAPR minimization algorithm is primarily determined by
solving the SOCP problem in (45). As discussed in Section I'V-
C, the complexity of solving the SOCP problem can be linear
when appropriate optimization tools are employed. Therefore,

Algorithm 1: ADMM-based PAPR optimization algo-
rithm

1 Input: Penalty factor p, maximum iteration number 7.

2 Initialization: X0, x(©) &0 =y, ¢t = 0.

3 Output: Optimized FD transmit waveform x.

4 Repeat

5 Update t =t + 1.

6  Update () by solving (45).

7 Update x() using (47).

s  Update e using (43c).

9 Until: t = T or the value of objective function [|X||%,
converged.

the overall complexity of the proposed PAPR minimization al-
gorithm can be as low as O(NT'). Note that the execution time
of an algorithm is deeply correlated with its computational
complexity. Since each iteration of Algorithm 1 may operate
with linear complexity, the cost per iteration in terms of
execution time can also be expected to scale linearly with N.

As shown in Section IV-B to Section IV-D, the BER
optimization can be performed before transmission, while the
optimizations of PSL and PAPR both have the potential to
achieve linear complexity. Consequently, for each transmis-
sion, the proposed adaptive waveform optimization algorithm
also holds the capacity to attain linear complexity.

V. SIMULATION RESULTS

In this section, we conduct numerical simulations to eval-
uate the communication and sensing performance of the pro-
posed A-MDS-OFDM-IM waveform. These results are com-
pared to those of conventional OFDM-based waveforms with
different modulation schemes, including conventional OFDM,
OFDM-IM in [29], and MDS-IQM-OFDM in [33]. Moreover,
the trade-off between the communication and sensing per-
formance of A-MDS-OFDM-IM, as well as the convergence
behavior of the proposed ADMM-based PAPR optimization
algorithm are also discussed.

Specifically, BER and target detection probability are used
to evaluate the communication and sensing performance of a
waveform, respectively. In the figures of this section, “OFDM-
IM (kq, k2, modulation type)” denotes the OFDM-IM wave-
form where ko subcarriers out of every k; subcarriers are
activated and modulated by the selected modulation type.
“MDS-IQM-OFDM (n, K, R, M)” stands for the MDS-IQM-
OFDM waveform with n subcarriers in each SG, and the
parameters of MDS-IQM are K, R, and M. Specifically, M
is the PAM order, K and R denote the orders of I- and Q-
branch modulation, respectively. A-MDS-OFDM-IM(G, &°)
represents the A-MDS-OFDM-IM waveform where G SGs
are selected as OSGs with a power of &°. The modulation
parameters, i.e., n, K, R, and M, for the MSGs of A-MDS-
OFDM-IM are identical to those of the comparing MDS-IQM-
OFDM.

A. Simulation Setup and Performance Comparison

In this subsection, we compare the communication and
sensing performance of different waveforms under different
transmission rates. The solid-state power amplifier (SSPA) in
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Fig. 2. Performance comparison under low modulation orders. (a) BER comparison with SSPA, IBO = 0 dB; (b) Target detection probability

comparison; (c) PAPR comparison; (d) Normalized PSL comparison.

[38] is used, which converts the input amplitude A;, into
wAip
[1+ (Ain/Asar)21]1/20°

In this SSPA model, w denotes the amplifier gain, Ay, rep-
resents the saturation level of SSPA, and 7 is the smoothness
parameter on the transition smoothness from the linear region
to the saturated region. To reduce the signal nonlinear dis-
tortion at the SSPA, the input-back-off (IBO) operation [44],
which reduces the powers of input signals, could be employed
before amplification.

Based on the ISAC model in Fig. 1, our simulations consider
a scenario where the UAV communicates with a user at 200 m,
while simultaneously sensing two unauthorized targets at 100
and 300 m (namely Target 1 and Target 2), respectively. Since
Target 2 is farther from the UAV, its peak may be masked by
the sidelobes of Target 1, leading to Target 2 being missed.
An OFDM symbol with 256 subcarriers is considered, with
subcarrier spacing and carrier frequency being 240 kHz and
24 GHz, respectively. The radar cross-sections of both targets
follow an exponential distribution with a rate parameter of 1
[50], [51]. For the SSPA model in (48), we set w = 40 dB,
Age = 1, and n = 2. For the proposed A-MDS-OFDM-IM
waveform, the step factor for BER optimization is 6 = 0.1, and
the PAPR optimization parameters in Algorithm 1 are penalty
factor p = 0.4 and maximum iteration number 7' = 1000.

Aou[ = (48)

Fig. 2 compares the performance matrices including BER,
target detection probabilities, PAPR, and normalized PSL
of different waveforms under low modulation orders. Here,
the signal-to-noise ratio (SNR) is defined as the ratio of
the average receive power to the noise variance. The PAPR
and PSL performance of each waveform is evaluated by the
corresponding complementary cumulative distribution function
(CCDF), which represents the probability that the PAPR or the
normalized PSL exceeds a given threshold.

As observed from Fig. 2(a), MDS-IQM-OFDM fails to pro-
vide improved BER performance compared to BPSK-OFDM
and OFDM-IM. The reason can be found in Fig. 2(c), which
indicates that the PAPR of MDS-IQM-OFDM is higher than
that of BPSK-OFDM and OFDM-IM. Therefore, the MDS-
IQM-OFDM suffers the severest nonlinear distortion when
passing through the SSPA, since IBO is not considered when
modulation orders are low. The proposed A-MDS-OFDM-
IM efficiently tackles this high-PAPR issue by adaptively
optimizing the FD signals of OSGs, resulting in optimal BER
performance at high SNRs. Note that a low PAPR also helps
suppress the out-of-band emission (OOBE) of the waveform.
Fig. 2(a) also provides the BERs of A-MDS-OFDM-IM
waveforms under shadow fading, where the shadow fading is
modeled as a Gaussian random variable with zero mean and
1 dB variance. From the results in Fig. 2(a), it is observed
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Fig. 3. Performance comparison under high modulation orders. (a) BER comparison with SSPA, IBO = 3 dB; (b) Target detection probability

comparison; (c) PAPR comparison; (d) Normalized PSL comparison.

that A-MDS-OFDM-IM exhibits a degree of adaptability to
the effect of shadow fading.

For the sensing performance, it is observed from Fig. 2(b)
that when SNR exceeds -10 dB, all the four OFDM-based
waveforms can detect Target 1 with a probability close to
1. However, only BPSK-OFDM and MDS-IQM-OFDM can
identify Target 2 with a probability close to 1 in high SNR
ranges. This is because, with the modulation configurations in
Fig. 2, the FD signals of BPSK-OFDM and MDS-IQM-OFDM
are unimodular, which leads to optimal PSL performance. The
proposed A-MDS-OFDM-IM exhibits higher detection proba-
bility for Target 2 than OFDM-IM, since its PSL performance
is better than that of OFDM-IM, as shown in Fig. 2(d). Note
that compared with conventional MDS-IQM-OFDM, A-MDS-
OFDM-IM(16,6.6) achieves a slightly increased SE, owing to
the additional transmitted index bits.

By considering higher modulation orders, Fig. 3 presents
the performance comparisons of different waveforms. In Fig.
3(a), the BERs of the two A-MDS-OFDM-IM waveforms can
be reduced to 10~° in high SNR regions when IBO is 3
dB, thanks to their low-PAPR characteristics shown in Fig.
3(c). However, the BERs of other waveforms are higher than
10~* at all SNRs, since their PAPRs are about 5 dB higher
than those of A-MDS-OFDM-IM waveforms. Although the
BERs of these waveforms can be reduced by further increasing

the value of IBO, this is at the cost of reduced amplifier
efficiency. In addition, a higher IBO means lower transmission
powers, which may also affect the communication and sensing
performance. Moreover, the results in Figs. 2(c) and 3(c)
indicate that increasing the number of OSGs is beneficial
for reducing the PAPR and OOBE of A-MDS-OFDM-IM.
Specifically, when CCDF is 1073, the PAPR of A-MDS-
OFDM-IM with 32 OSGs is approximately 1 dB lower than
that with 16 OSGs, despite a lower power of OSGs in the
32-0OSG configuration.

As observed from Fig. 3(b), the target detection probabilities
of A-MDS-OFDM-IM waveforms become closer to those of
8QAM-OFDM and MDS-IQM-OFDM under high modulation
orders. This is because the PSLs of 8QAM-OFDM, MDS-
IQM-OFDM, and A-MDS-OFDM-IM are close. That is to
say, when modulation orders are high, the proposed A-MDS-
OFDM-IM can simultaneously provide reliable communica-
tion and sensing with SSPA.

B. Trade-off Between the Communication and Sensing Perfor-
mance of the Proposed A-MDS-OFDM-IM

As indicated in Section IV-A, in waveform optimization
processes, the primary objective is the BER, followed by
the PSL. That is to say, the optimized power of the OSGs
&° achieves the optimal communication performance, but its



10 ‘
10 %
& LY
& 10 X
—0—a’=
——a’ =4 \
0 —E—a® =5 E
—e—a" =6
—w—a’ =
---------- Theoretical BER|
10* ‘ 5
0 5 10 15 20

SNR(dB)

Fig. 4. BERs of the proposed A-MDS-OFDM-IM with different
powers of OSGs o°.

0 T T T T

” =3,Normalized PSL = —16.06dB

a° =4,Normalized PSL = -13.08dB

@’ =5,Normalized PSL = -11.32dB

«” = 6,Normalized PSL = —10.04dBH
a” =7,Normalized PSL = -9.07dB

-5r

Normalized PACF(dB)

25 \ \ . \
-200 -100 0 100 200

Time index

Fig. 5. Range profiles of the proposed A-MDS-OFDM-IM with
different powers of OSGs a°.

sensing performance may not be optimal. Considering this,
simulations are conducted to show the impact of the value of
a° on both the theoretical BER in (28) and the range profile
defined in (29). By considering the A-MDS-OFDM-IM with
1 bps transmission rate in Fig. 2, the BER and range profile
results with different values of a°® are shown in Figs. 4 and 5.
Note that as indicated in Section III-B, the range profile of a
waveform is identical to its PACF. Moreover, to validate the
theoretical BER in (28), the simulated BER results are also
provided in Fig. 4.

As we can see, with an increase in the value of a°, the BER
performance initially improves and then decreases, while the
sensing sidelobes keep increasing. For example, when o° = 4,
the average normalized PSL of A-MDS-OFDM-IM is -13.08
dB, which is lower than the PSL of MDS-IQM-OFDM, since
Fig. 2(d) indicates that the PSL of MDS-IQM-OFDM exceeds
-13.08 dB with a probability of 1. Therefore, the value of a°
can be flexibly adjusted according to practical requirements.
For instance, in scenarios with stringent sensing performance
requirements, the power of OSGs can be appropriately reduced
to achieve better sensing performance. Moreover, Fig. 4 also
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Fig. 6. Convergence behaviors of PAPR of A-MDS-OFDM-IM with
different value of penalty factor p.

proves the correctness of the theoretical BER in (28). Specif-
ically, with different values of a°, the theoretical BERs are
nearly identical to their corresponding simulated results in high
SNRs.

C. Convergence Behavior of the Proposed ADMM-Based Al-
gorithm

Finally, we conduct simulations to show the convergence
behaviors of the proposed ADMM-based PAPR optimization
algorithm with different values of the penalty factor p. The
results are given in Fig. 6, where we also use the A-MDS-
OFDM-IM waveform with 1 bps transmission rate. As shown
in Fig. 6, for different values of p, the PAPR of the A-MDS-
OFDM-IM waveform can all converge to a low value. Here,
a smaller value of p leads to faster convergence. For instance,
when p = 0.1, the PAPR converges after approximately 200
iterations, while when p = 0.7, it converges after around 1000
iterations. This is because a smaller penalty factor reduces the
impact of constraints, thus enabling faster convergence. How-
ever, an excessively small penalty factor may lead to instability
in the iteration results, as exemplified by the convergence curve
for p = 0.1. Although a large value of the penalty factor can
ensure the stability of the iteration process, it may result in
a final convergence outcome that is less optimal compared to
the result obtained with a smaller penalty factor. For example,
the convergence curve for p = 0.7 is more stable than that for
p = 0.3, but its achieved PAPR value is slightly increased.

VI. CONCLUSION

In this paper, we proposed an adaptive ISAC waveform for
LAE applications, namely A-MDS-OFDM-IM, which jointly
leverages the advantages of MDS code, IM, and OFDM. We
analyzed the BER, PSL, and PAPR of the proposed UAV-
assisted A-MDS-OFDM-IM system. Using these theoretical
results, an adaptive design criterion was developed based on
ADMM, which jointly optimized the system’s BER, PSL,
and PAPR. Numerical results demonstrated that A-MDS-
OFDM-IM exhibits significantly reduced PAPR compared to
conventional OFDM-based waveforms, making it outperform
the benchmarks in terms of BER performance under a non-
ideal HPA. Meanwhile, the proposed waveform also maintains



robust sensing performance with a relatively low PSL. The
trade-off between the communication and sensing performance
of A-MDS-OFDM-IM was further discussed, indicating that
the proposed waveform can realize better sensing performance
than benchmarks at the cost of slightly increased BER.

In the future, the extension of the proposed waveform to
multi-user and multi-static scenarios will be further explored.
Moreover, the applications of the proposed framework in
some specialized LAE scenarios, such as the high-mobility
environments modeled by doubly selective channels, will also
be investigated.

APPENDIX A
DERIVATION FOR (20) AND (21)

To elaborate, let us focus on the g-th SB and assume that
the I é—th MSG has the highest transmit power among all the
F — 1 MSGs in the g-th SB, with ¢ € {1,2,...,G} and
I, € {1,2,..., F}\I,. Recall that I, is the location of OSG
in the g-th SB. With this assumption, P° is identical to the
pairwise error probability (PEP) P(I, — I,), which can be
calculated by

Am
P(Ig—1y) =Y Py = Iyllxg,1 |3 = A™(r)) P(A™(r)),
r=1

(49)
where P(I; — Ij[||xg,1/ |2 = A™(r)) is the conditional PEP
(CPEP) for misjudging I, as I ; when the transmit power of
Xg}[; is Am(T).

To compute (49), we first analyze the CPEP P(I, —
Igll[%g,1, |% = A™(r)). According to the detection criterion
in (15), this CPEP can be approximated by

P(Iy— I)|lxg.1 1% = A™(r)
~ Py s, I3 < 1550 13 10,1 13 = A" (7))
€ P(B(a® — A™(r)) + 2Re(V/B(s3) " zg.1,) — -
2Re(yBam(s 1) 2g.1;) 4|21, F 12,1,
€ p(¢ <0),
(50)

where z, y € C"*! denotes the AWGN for the f-th SG in the
g-th SB, g € {1,2,...,G}, f € {1,2,...,F}. In (50), (a) is
obtained by using the expression of y© in (14), the expression
of Xg 7 (f # Iy) in (3), as well as the equations [|s$ |7 =
a® and [[Vams, 1 ||3 = A™(r). The term  in (b) is called
the decision variable. Since the elements of zg 7, and zg 1/
are independent and identically distributed Gaussian variables
obeying CN(0,0?), it follows that ¢ is a Gaussian random
variable obeying CN (B(a® — A™(r)), 2802 (A™(r) +a®)). As
a result, the CPEP in (50) is given by

#<0)

VB(a® — A™(r))
V202 (A (r) + a°)
61y

P(Iy = Iyllxg.p |l = A™(r)) = Q

By substituting (51) into (49), we obtain the expression for
the P° in (20).

Subsequently, we proceed to calculate P(.A™(r)), the prob-
ability that the maximum transmit power of F' — 1 MSGs
is A™(r). Given that the elements of A™ are ordered as
A™(1) > A™(2) > > A™(A™), we first compute

P(||xg. ¢l < A™(1))

21,
F
(a) C(A™—-1,1) A™ — 1\ F-1
=1- I | P S A S [ | — .
P C(A™ 1) ( Am )
F#1

(52)
In (52), the term Hf:L#IQ P(||xq,£11% < A™(1)) calculates
the probability that the transmit powers of all ' — 1 MSGs
remain below .A™ (1), based on the fact that the F—1 MSGs are
independent of each other. (a) of (52) holds because the power
of each MSG is selected from A™ with an equal probability
1/A™. Using the expression of P(A™(1)) in (52), we can then
calculate P(A™(2)) through

-l

P(A"™(2)) = 1= P(A"(1)) = ] PllxeslF < A™(2)

1
Ig

A“;\; Q)F—l.

x
oy

=1— P(A™(1)) —

A/~ =

(53)
This derivation can be applied iteratively, leading to the
general expression for P(A™(r)) in (21).
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